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Abstract. Factor model is a very useful and popular model in finance.
In this paper, we show the relation between factor model and blind source
separation, and we propose to use Independent Component Analysis
(ICA) as a data mining tool to construct the underlying factors and
hence obtain the corresponding sensitivities for the factor model.

1 Introduction

Factor model is a fundamental model in finance. Many financial theories are
established based on it, for examples, Modern Portfolio Theory and Arbitrage
Pricing Theory(APT). These theories assume that the returns of securities are
represented as linear combinations of some factors. Modern Portfolio Theory
aims at analyzing the composition of securities in the portfolio and relates the
return and risk of the portfolio with the security returns and risks [20]. Factor
model serves as an efficient and common model for the return generating process
[21,24,17]. Furthermore, factor model is also the foundation of Arbitrage Pricing
Theory (APT) [5,22]. APT plays an important role in modern finance and it
analyses the capital asset pricing in finance [9, 10].

Factor model relates the returns of securities to a set of factors. The factors
can be system (market) factors or non-system (individual) factors. Finding the
factors for the model is a challenge but not an easy task to researchers, as the
factors are hidden and not necessary directly related to the fundamental factors,
such as GDP, interest rate[12]. In this paper, we apply independent component
analysis (ICA), a modern signal processing method, to recover the hidden factors
and the corresponding sensitivities. Section 2 and 3 review the backgrounds of
factor model and ICA. We apply ICA to factor model in section 4. Section 5
contains the experiment and results.

2 Factor model in finance

Multifactor model is a general form of factor model [2,9,21], and is the most
popular model for the return generating process. The return r; on the ith security
is represented as,

k
T = oy + Z BimEm + us (1)
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where k is the number of factors and it is a positive integer larger than zero,
Fy, Fy, ..., Fy, are the factors affecting the returns of ¢th security and (;1, G2,
..., Bir are the corresponding sensitivities. «; is regarded as ”zero” factor that
is invariant with time; u; is a zero mean random variable of ith security. It is
generally assumed that the covariance between u; and factors F; are zero. Also
u; and u; for security ¢ and j are independent if 7 # j.

The simplest factor model is one-factor model, i.e., £ = 1. One-factor model
with market index as the factor variable is called market model. However, fac-
tor model does not restrict the factor to be the market index. Investigators use
different approaches in factor model [19,6]. The first one assumes some known
fundamental factors are the factors that influence the security and (’s are eval-
uated accordingly. The second approach assumes the sensitivities to factors are
known, and the factors are estimated from the security returns [12]. The third
approach is factor analysis. This one assumes neither factor values nor the secu-
rity sensitivities is known. Under factor analysis approach, principle component
analysis(PCA) was the most successful method [11,23,25]. PCA was used to
find the factors and their sensitivities[2, 8]. However it was also shown that the
separated factors are not able to truly reflect the real case but only one mean-
ingful factor, which corresponds to the market effect, is extracted. This is due
to two limitations of PCA. First, the separated principal components must be
orthogonal to each other. Second, PCA uses only up to second order statistics,
i.e. the covariance and correlation matrix. In this paper, we apply ICA to factor
model because ICA does not have those limitations PCA has. More importantly,
ICA is able to reflect the underlying structures of securities|1, 18].

3 Independent Component Analysis

Blind source separation(BSS), a well-known problem, aims at recovering the
sources from a set of observations. Applications include separating individual
voices in cocktail party. In BSS problem, it contains two processes. They are
the mixing process and demixing process. First, we observe a set of multivariate
signals x;(t),7 = 1,2, ...,n, that are assumed to be linearly mixed with a set of
source signals. The mixing process is hidden so we can only observe the mixed
signals. The task is to recover the original source signals from the observations
through a demixing process. Equation 2 and 3 describe the mixing and demixing
processes mathematically.

Mixing: x=As (2)
Demixing;: y=Wuz (3)

Each signal x; is a t time steps series, i.e. x; = [x;(1),2;(2),...,x;(t)]; = is the
[n x t] observation matrix, i.e. x = [x1, 2, ..., Z,]. In BSS problem, we assume
the number of observations is equal to the number of source signals. Matrix s
contains the original source signals driving the observations whereas the sepa-
rated signals are stored in matrix y. They are both [n X ¢] matrices. A and W



are both [n x n] matrices, called mixing and demixing matrix respectively. If the
separated signals are the same as the original sources, the mixing matrix is the
inverse of demixing matrix, i.e. A = WL,

BSS is a difficult task because we do not have any information about the
sources and the mixing process. ICA is a method tackling this problem by assum-
ing that the sources are independent to each other[16], and finds the demixing
matrix W and corresponding independent signals y from the observations x with
some criteria making the separated signals as independent as possible. Various
ICA algorithms have been proposed. Most of them use higher order statistics to
obtain the independent components, e.g. [13,7,15,14,3] and [4] etc.

4 ICA and Factor model

4.1 Relationships between BSS and Factor Model

Previous works have been done on using ICA to extract components for stocks
[1]. However, the independent components have never been related to the factor
models. By relating the independent components to the factor model, we hope
that this technique can be used in future applications of the factor model. In
this section, we illustrate the application of ICA in factor model. Both of them
assume the observations are under driven by a set of factors (or sources). We
firstly zero mean the return as

k
m=1

We put R; = r; — E[r;] and F), = F,,, — E[F,,]. Without loss of generality, we
treat the noise term, u;, as an extra factor, i.e. u; = 5ik+1F12+1

k+1

R, = Z Bim F,, (5)

m=1

The above is a typical mixing process of observations in blind source separation
problem. The factor models are under transformed to mixing matrix and factor
series. After the transformation, we can apply ICA to separate the sources (or
factors).

4.2 Procedures of finding factors by ICA

Here we show the procedures of finding the factors for factor model using ICA.

1. Select securities’ price series as observations. We transform the security
prices to returns i.e. r;(t) = (p;(t) — pi(t — 1))/pi(t — 1) and making the return
series zero mean i.e. R; =r; — E[ry].

2. Perform independent component separation on the return series R;.

3. Sort the independent signals with their importance. Importance of a signal
can be measured by its Lo [1].



4. Select the number of independent signals according to the requirements of
factor model. The rest of separated signals are regarded as residuals.

5. Evaluate the sensitivities to the factors using the mixing matrix.

The separated independent signals and the corresponding sensitivities are
obtained from the above procedures. Hence the factor model is constructed using
the observable security movements. We will demonstrate this in the experiment.

4.3 Remarks of applying ICA to find the factors

From above, the expected return of each security, F[r;], is equal to the sum of
factor means and zero factor. There is no information about zero factor given to
the ICA algorithm during decomposition, because we cancelled the zero factor
while subtracting the mean of each observation signal as in equation 4. As a
result, we cannot separate the zero factor from the observations.! However we
can retain the original pricing level of each security by adding its expect value
E|[r;] to the factor model.

5 Experiments and Results

In the experiment, we used 7 stocks, selected from the Hang Seng Index consti-
tutes. Daily closing prices started form 2/1/1992 to 23/8,/2000 were used(Figure 1).

In the experiment, we reconstruct the multifactor model of each stock using
the procedures in section 4.2. Figure 2 shows the separated signals. Starting from
top to bottom, the top most signals is the most important hidden factor, FY,
and so on, the last signal is named as Fy.

We reconstruct the factor models with six hidden factors, FY, F3, ..., F§ where
the least important factor F7 is regarded as residual. The mixing matrix found
is shown as below

[0.0145 —0.0119 —0.0034  0.0055 0.0027  0.0138 —0.0059 |
0.0071 —0.0169 —0.0009 0.0067 0.0019 —0.0016 —0.0018
0.0072 —0.0137 —0.0014 0.0001 0.0154 0.0031 —0.0048
0.0095 —0.0137 —0.0195 0.0016 0.0041 0.0053 —0.0051
0.0056 —0.0180 —0.0014 —0.0022 —0.0002 0.0122 —0.0117
0.0166 —0.0105 —0.0070 0.0035 0.0038 0.0020 —0.0154
0.0222 —0.0158 —0.0058 —0.0085 0.0014  0.0037 —0.0016 |

The rows in the mixing matrix are the corresponding sensitivities to the hidden
factors for the stock. To reconstruct the factor model, we take stock 1 as an
example. Equations 6 and 7 show its return expressed as a 6-factor model and
3 factor model respectively.

Ri(t) = 0.0145 x F(t) — 0.0119 x F4(t) — 0.0034 x Fi(t) 4+ 0.0055 x F(t)

1 It is also a common practice to assume the expected values of the factors are zero.
In that case, the zero factor can be obtained.



stocks signals as the observations
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Fig. 1. Seven stocks’ series in the experiment

+0.0027 x FL(t) + 0.0138 x F}(t) + uy (6)

where u; = —0.0059 x Fi(t)
Ri(t) = 0.0145 x FI(£) — 0.0119 x EL(t) — 0.0034 x F.(t) + v, (7)
where vy = 0.0055 x FL(t) + 0.0027 x FL(t) + 0.0138 x E}(t) — 0.0059 x F2(t)

To express the return as in the factor model, we simply add the expected returns
to R; as r; = R; + Ery].

6 Discussions and Conclusion

In this paper, we propose to apply independent component analysis (ICA) to
extract the factors and the sensitivities of securities in the factor model. In some
traditional applications of factor models, the returns are related to some sys-
tematic factors or macro-economic variables; for examples, unexpected changes
in the rate of inflation and the rate of return on a treasury bill. On one hand,
it is useful to know what the exact underlying factors are. On the other hand,
the financial market nowaday is extremely complex and dynamic, especially due



factors signals separated by ICA
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Fig. 2. The separated signals are sorted with their importance. (The y-axes of the
sub-figures do not have equal scales.) The uppermost signal is regarded as the most
important signal F; and so on.

to globalization and many newly introduced indices, such as IT index, it is
not an easy task to decide which variables, among so many systematic factors
and macro-economic variables, should be included in the model as factors. Our
method serves as a data mining technique to automatically identify the hidden
factors from historical data. Though attempts can be made to correlate the fac-
tors extracted to some known variables, it is still possible to apply these factor
models in many aspects in finance. For example, we can perform risk analysis
and construct portfolios which are less sensitive to the hidden factors.
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