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Abstract—Extraction of meaningful information from large experimental data sets is a key element in bioinformatics research. One of

the challenges is to identify genomic markers in Hepatitis B Virus (HBV) that are associated with HCC (liver cancer) development by

comparing the complete genomic sequences of HBV among patients with HCC and those without HCC. In this study, a data mining

framework, which includes molecular evolution analysis, clustering, feature selection, classifier learning, and classification, is

introduced. Our research group has collected HBV DNA sequences, either genotype B or C, from over 200 patients specifically for this

project. In the molecular evolution analysis and clustering, three subgroups have been identified in genotype C and a clustering method

has been developed to separate the subgroups. In the feature selection process, potential markers are selected based on Information

Gain for further classifier learning. Then, meaningful rules are learned by our algorithm called the Rule Learning, which is based on

Evolutionary Algorithm. Also, a new classification method by Nonlinear Integral has been developed. Good performance of this method

comes from the use of the fuzzy measure and the relevant nonlinear integral. The nonadditivity of the fuzzy measure reflects the

importance of the feature attributes as well as their interactions. These two classifiers give explicit information on the importance of the

individual mutated sites and their interactions toward the classification (potential causes of liver cancer in our case). A thorough

comparison study of these two methods with existing methods is detailed. For genotype B, genotype C subgroups C1, C2, and C3,

important mutation markers (sites) have been found, respectively. These two classification methods have been applied to classify

never-seen-before examples for validation. The results show that the classification methods have more than 70 percent accuracy and

80 percent sensitivity for most data sets, which are considered high as an initial scanning method for liver cancer diagnosis.

Index Terms—Data mining, DNA sequences of HBV, mutation sites, nonlinear integrals, rule learning, the signed fuzzy measures.

Ç

1 INTRODUCTION

IN Asia, infection of Hepatitis B virus (HBV) is a major
health problem. At least 10 percent of the Chinese

population (120 million people) are HBV carriers, and up
to 25 percent of HBV carriers will die as a result of HBV-
related complications including liver cirrhosis and hepato-
cellular carcinoma (HCC), i.e., liver cancer. Chronic
infection by the HBV causes an increased risk of hepato-
cellular carcinoma (HCC) by more than 100-fold [1]. The

relationship between HBV genotype and viral mutation
with hepatocarcinogenesis is controversial. A case control
study from Taiwan suggested that genotype C HBV is more
closely associated with cirrhosis and HCC in those who are
older than 50 years, whereas genotype B is more common
in patients with HCC aged less than 50 years [2]. Our
previous cohort study of 426 cases of chronic hepatitis B
patients also reviewed a higher risk of HCC and liver
cirrhosis in genotype C infection [3]. On the other hand,
reports from Japan and China did not confirm the higher
malignant potential of genotype C HBV [4], [5]. The aim of
this study is to find the genomic markers of the HBV and
clinical information which are useful in predicting occur-
rence of liver cancer and response to therapy.

In this study, we look into the clinical data prepared by
the clinicians, and the HBV DNA genomes prepared by the
biochemists of our research group [6], [7]. Patients taking
part in this study were selected by the clinicians carefully,
according to their age, sex, and past clinical status. Chronic
hepatitis B patients recruited since 1997 were prospectively
followed up for the development of HCC for avoiding
selection bias. HCC was diagnosed by a combination of
alpha fetoprotein, imaging, and histology. Liver cirrhosis
was defined as ultrasonic features of cirrhosis together with
hypersplenism, ascites, varices, and/or encephalopathy [3].
Clinical attributes for analysis were chosen by clinicians
based on their expert knowledge. Primer Express software
version 2.0 (PE applied Biosystems, Foster City, CA) was
used to find suitable primers and probes. TaqMan real-time
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PCR technology was used to differentiate the nucleotide
variant [6]. Because the focus of this paper is on the study of
data mining techniques, the selection process and criteria of
patients and the research experiments run by our Biochem-
istry Department will not be discussed in detail.

In [8], HBV DNA sequences were taken from 13 patients.
Keum et al. [9] amplified a conserved core region and a
surface antigen region of HBV DNA by PCR from sera of
27 Korean chronic hepatitis B patients for detecting hepatitis
B virus mutants. Our project is one of the biggest HBV DNA
full-sequence collection and analysis studies of its kind. We
have collected DNA sequences from 98 Control (normal) and
100 HCC (cancer) patients specifically for this project. The
DNA sequences of HBV are not exactly the same for each
group, and they possess some individual nucleotide muta-
tions that may or may not be related to HCC. From previous
studies, HBV can be divided into seven genotypes where each
of them has more than 8 percent difference of nucleotides
from the others. In Hong Kong, genotypes B and C are the
predominant types, and all the examples we have are of these
two genotypes. To reduce the noise of genotypic difference
among the sequences collected, we propose to analyze these
DNA examples in each genotype separately.

Classification is one of the most studied data mining
tasks. The objective is to predict the value (the class) of a
user-specified goal attribute based on the values of other
attributes, called the predictive (feature) attributes. The goal
attribute might be the prediction of whether or not a patient
has cancer, while the predictive feature attributes might be
the mutation sites of the patient’s virus DNA.

The focus of this study is to identify genetic marker(s) for
liver cancer (HCC) from HBV DNA sequences. There are
similar medical research reports, but all of them are focused
on the specific gene positions, proteins or part of a virus
genome. However, our project is the first study on the
complete viral genome. One of the past researches is an HIV
genomic study [10]. The researchers align each DNA
sequence with a reference sequence, and then select the
genes using their expert knowledge, and use Decision Tree
and Support Vector Machine (SVM) for analysis. In [11], the
researchers focused on the identification of HBV DNA
sequences that are predictive of response to one therapy.
Some sites in sequences were observed to have caused the
effect. Chan et al. studied the risk factors in HBV sequences
with respect to medicine [3], [6]. Here, we apply soft
computing tools to predict positive patients and analyze the
effective mutation sites in the HBV DNA sequences.

The aim of this study is to develop a data mining
framework which contains an appropriate classifier for
liver cancer based on HBV DNA and clinical data. We
develop two new algorithms based on rule learning (RL)
and nonlinear Integral (NI). We then carry out a thorough
comparative study on these two new models with existing
classifiers. The classification model should have high
sensitivity and acceptable accuracy and specificity for
HCC diagnosis and prediction. The model learned should
also give clear indication of the degrees of influence of the
attributes toward the classification goal and whether there
are any interactions among the predictive attributes. In this
paper, we identified the important mutation sites (mar-
kers) in the HBV sequences that could have caused or

been related to liver cancer. We use information entropy
for finding genetic markers of HCC in the HBV genome
data and propose a new classification model based on
nonlinear integrals.

This paper is organized as follows: Section 2 describes
the data mining framework which includes the new rule
learning and the nonlinear integral classification models in
detail. All the methods and data sets used in this project are
detailed in Section 3. The experimental results and the
comparative studies are presented in Section 4. Section 5
concludes with the summary and the discussion of some
directions for future work.

2 DATA MINING FRAMEWORK

The data mining framework developed is shown in Fig. 1.
There are nine modules. After the molecular evolutionary
analysis, the data are passed to the Clustering Module to
check whether clusters exist based on the phylogenetic tree
analysis. If clusters are found, each cluster will be analyzed
separately for potential genetic marker sites because it will
minimize the noise produced by the genotype differences
and give much better classification accuracy. For each cluster
(or genotype), the data are divided into training and test sets.
The training examples are then passed to the Feature
Selection Module to find the useful features (genetic marker
sites) for classification. The potentially useful features
(attributes) are extracted and passed to the Classifier
Learning Module wherein a classifier is learned. The features
selected are also sent to the preprocessing module to extract
the values of these features in the testing data set for testing in
the Classification module. Finally, the prediction results of
the classifier are verified and evaluated based on the testing
examples. If the evaluation results are unsatisfactory, i.e.,
stopping criteria are not satisfied, the learning process is
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repeated starting from the feature selection; otherwise, the
classifier will be validated by never-seen-before examples.
The following sections will explain how the features are
selected and also the basic principles of the classifier.

2.1 Molecular Evolutionary Analysis

Serum examples from 49 patients infected with HBV
genotype C, as determined by previous genotype-specific
restriction fragment length polymorphism analysis, were
studied [3]. All serum examples were kept in a�80�C freezer
for storage. All patients were ethnic Chinese and were
followed up in the Hepatitis Clinic of the Prince of Wales
Hospital (Hong Kong). All patients were positive for
hepatitis B surface antigen for at least six months and had
no evidence of hepatocellular carcinoma. Sixty-nine full-
genome nucleotide sequences of HBV genotype C and
12 full-genome nucleotide sequences of nongenotype C
HBV were also retrieved from the GenBank database for
comparison. All reference sequences from GenBank were
derived from patients with chronic hepatitis B; HBV
nucleotide sequences from patients with acute hepatitis B
hepatocellular carcinoma or patients treated with antiviral
agents were excluded. The geographical origins of patients
harboring different HBV genotype C genomes in GenBank
were retrieved from the respective original publications and
the descriptions in the GenBank database.

The full-genome nucleotide sequences of the isolates of
HBV genotype C from our center were compared with those
of the isolates of HBV genotype C and nongenotype C HBV
retrieved from the GenBank database. Nucleotide se-
quences are multiple-aligned using ClustalW version 1.83
[12] and corrected manually by visual inspection. Genetic
distances are estimated by Kimura’s two-parameter method
and the phylogenetic trees are constructed by the neighbor-
joining method [13], [14]. The reliability of the pairwise
comparison and phylogenetic tree analysis is assessed and
assured by bootstrap resampling with 1,000 replicates.
Phylogenetic and molecular evolutionary analyses are done
using MEGA version 3.0 [15].

2.2 Clustering

Since different HBV subgroups are likely to be the result of
divergence from genomic mutations over time and knowl-
edge of the geographical distribution, genomic relatedness of
the HBV genotype C subgroups will be useful in gaining an
understanding of the spread of HBV in Asia. Hepatitis B virus
genotype B (HBV/B) has been classified into five subgeno-
types. In [16], a phylogenetic analysis of the complete genome
sequences from the examples obtained from the Arctic and
those from Japan and Asia revealed six distinct clusters
within HBV/B. Within each HBV genotype C subgroup,
several clusters with genomic resemblance to one another can
be identified. The most well-defined example is the cluster in
Okinawa, where the prevalence of HBV genotype C is much
lower than that in the rest of Japan [17].

There are two genotypes, B and C, in the 200 plus HBV
DNA sequences we collected specifically for this project.
While genotype B HBV appears to be a homogenous group
[18], the phylogenetic tree results show that there exist three
main clusters in the genotype C among the HBV strains
collected (Fig. 2) [7]. We label them as C1, C2, and C3,

respectively. Subgrouping of HBV genotype C was based on
an intersubgroup difference of nucleotide sequence of
> 4 percent [19]. This is in concordance with our previous
phylogenetic analyses with published full-length sequence
in the GenBank. The main reason for us to find markers
separately from within the clusters (subgenotypes) obtained
from clustering analysis is that these subgenotypes exhibit
mutations (nucleotide site differences) caused by geogra-
phical diversity which are not markers for carcinogenic
diagnosis. If we were to analyze all these subgenotype data
as one genotype group, their intergenotypic differences
would become distracting noises in the data mining process
for markers. These three clusters can be identified by the
combinations of four nucleotides. These three clusters will
be analyzed separately in the classifier learning part.

2.3 Feature Selection Algorithm

The main purpose of feature selection [20], [21], [22], [23] is
to reduce the number of features used in classification while
maintaining acceptable classification accuracy. For example,
the Sequential Forward Floating Selection (SFFS) algorithm
proposed by Pudil et al. [24] was one of the commonly used
algorithms [25]. The main advantage of this method is that
it produces a hierarchy of feature subsets with the best
selection for each dimension. However, we aim at global
performance of the whole framework, so we adopt a
simpler algorithm based on information gain to select
initial features.

In our approach, information gain criterion [26] is used to
find the useful features to distinguish between the Control
(normal) and the HCC (cancer) groups of HBV carriers.

Information gain is a common criterion for feature
selection. The information gain of a feature (attribute) is
the uncertainty (entropy) that can be reduced if the attribute
is used for classification. Hence, the information gain
should be aimed at the higher the better. Equation (1) is
the entropy E of an attribute X with m values,
X1; X2; . . . ; Xm, and P ðXiÞ is the probability of the value Xi

EðXÞ ¼
Xm
i¼1

�P ðXiÞlog2 P ðXiÞ: ð1Þ
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Specific to a typical DNA classification problem, we
assume that the data have K classes, C ¼ c1; c2; . . . ; cK . For
each aligned site position, it has m possible nucleotides
V1; V2; . . . ; Vm. We define jckj; k ¼ 1; 2; . . . ; K, as the number
of sequences in class ck: jckij is the number of sequences in
Class ck whose character at the aligned site is Vi; which can
be A, T, G, or C in our case. The Remainder of X; RðXÞ, is
defined as follows:

RðXÞ ¼
Xm
i¼0

PK
k¼1 ckij jPK
k¼1 ckj j

EðP ðc1iÞ; . . . ; P ðckiÞÞ: ð2Þ

Information Gain IGj of the aligned site j is the
difference between the original information content EðCÞ
of the data set and the amount of information needed to
classify all the unclassified data left in the data set after
applying site j for classification

IGj ¼ EðCÞ �RðjÞ: ð3Þ

The features are ranked by the information gains, and
then the top-ranked features are chosen as the potential
attributes used in the classifier. A site with higher
information gain will contribute more in the classification
and be able to distinguish more examples (cases).

2.4 Current Classification Algorithms

There are several common classification models such as
Naı̈ve Bayesian Network [27], [28], [29], Decision Tree,
Neural Networks, and Rule Learning using Evolutionary
Algorithm [30]. The learning processes of Naı̈ve Bayesian
Networks and Decision Tree are faster. However, they cannot
cope well with feature interactions. Neural Networks are
treated as black box learning and it is difficult for a human to
understand or interpret the classification explicitly.

However, Rule Learning using Evolutionary Algorithm
performs a global search and can cope with feature interac-
tions better than the previous classification models [31], [32].
Also, the classification rules generated are simple and easily
interpretable by human experts who frequently use the same
reasoning approach very much similar to the rules. Therefore,
the Rule Learning Using Evolutionary Algorithm approach is
clearly a better choice in terms of interpretability of the
knowledge acquired through the classifier learned.

Rule learning tries to learn rules from a set of training
data (examples). It can be modeled as a search problem of
finding the best rules that classify the training examples
with minimum error. However, the search space can be
very large; a robust search algorithm is required. Here,
Generic Genetic Programming (GGP) [33], [34], which is a
type of the Evolutionary Algorithms (EA), is adopted as our
search and optimization algorithm. First, a population is
initialized by generating individuals (a set of rules)
randomly. A fitness function is used to evaluate how good
an individual is, that is, how many cases it can classify
correctly. Then, some individuals are selected to evolve
(generate) new individuals with the genetic operators.
Individuals become better and better through the evolution
process until the termination criterion is met.

The input is the training data set, and the output is a rule
set, which can classify the training data with higher
accuracy. We assume that there are n features (attributes),

X ¼ x1; x2; . . . ; xn, and K classes, C ¼ c1; c2; . . . ; cK . For each
attribute xj, one of its mj values can be taken. Each rule
includes two components: the antecedent (IF part) and the
consequence (THEN part), as follows:

IF ðx1 ¼ v1Þ ^ ðx2 ¼ v2Þ ^ � � � ^ ðxl ¼ vlÞ THEN Class is
C ¼ ck, where the antecedent includes l ðl ¼ ½1; n�Þ unique
attributes x1; x2; . . . ; xl 2 fx1; x2; . . . ; xng; v1; v2; . . . ; vl 2
fA;G; T ; Cg, and ck; k 2 f1; 2; . . . ; Kg, is a certain class to
which the object is to be classified. In our case, we have only
two classes, namely HCC and CONTROL. There are
l unique attributes present in and n� l attributes absent
from each rule. Each attribute present in the antecedent can
only take one of its possible values, fA;G; T ; Cg. All the
rules in the output rule set are connected by ELSE IF,
meaning that the order of application of the rules must be
followed.

We use a simple example to illustrate the rules deduced
by the Rule Learning. For HBV data set B, which will be
introduced in the following section, we have learned the
rules for diagnosing liver cancer (HCC) and nonliver cancer
(CONTROL) cases. The rules are given as follows:

IF A1762 and G1764 and C53, then HCC,
ELSE IF T1762 and A1764 and CG2712, then HCC,

ELSE IF T1762 and A1764 and T2712 and C2525, then

HCC,

ELSE CONTROL.

Although Rule learning based on EA can interpret the
interaction of features, the degree of the interaction cannot
be analyzed exactly by a measure. Hence, we introduce the
Fuzzy Measure to describe the interaction with respect to
the classification. A new classification model is proposed
based on Nonlinear Integrals with respect to signed Fuzzy
Measure in the following section.

2.5 Classification Based on Nonlinear Integrals

In classification, we are given a data set consisting of
N example records, called the training set, where each
record contains the value of a classifying attribute Y and the
value of feature attributes x1; x2; . . . ; xm. Positive integerN is
the data size. The classifying attribute indicates the class to
which each example belongs, and it is a categorical attribute
with values coming from an unordered finite domain. The
set of all possible values of the decisive attribute is denoted
by C ¼ c1; c2; . . . ; cK , where each ck; k ¼ 1; 2; . . . ; K, refers to
a specified class. The feature attributes are numerical, and
their values are described by an m-dimensional vector,
(fðx1Þ; fðx2Þ; . . . ; fðxmÞ). The range of the vector, a subset of
n-dimensional euclidean space, is called the feature space.
Thus, the j example record consists of the jth observation for
all feature attributes and the classifying attribute, and is
denoted by ðfjðx1Þ; fjðx2Þ; . . . ; fjðxmÞ; YjÞ; j ¼ 1; 2; . . . ; N [35].

In this section, a method of classification based on
nonlinear integrals will be presented. It can be viewed as
an idea of projecting the points in the feature space onto a
real axis through a nonlinear integral, and then using a one-
dimensional classifier to classify these points according to a
certain criterion optimally. Our classifying attributes hold-
ing the discrete value of A, C, G, or T is numericalized to be
a virtual variable. All of these are realized under the
guidance of an adaptive genetic algorithm [36]. Good
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performance of this method comes from the use of the fuzzy
measure and the relevant nonlinear integral, since the
nonadditivity of the fuzzy measure reflects the importance
of the feature attributes, as well as their inherent interac-
tions, toward the discrimination of the points. In fact, each
feature attribute has its, respective, important index reflect-
ing its amount of contribution toward the decision.
Furthermore, the global contribution of several feature
attributes to classification is not just the simple sum of the
contribution of each feature to the decision, but may vary
nonlinearly. A combination of the feature attributes may
have a mutually restraining or a complementary synergy
effect on their contributions toward the classification
decision. Hence, the fuzzy measure defined on the power
set of all feature attributes is a proper representation of the
respective importance of the feature attributes and the
interactions among them, and a relevant nonlinear integral
is a good fusion tool to aggregate the information coming
from the individual and the combinations of the feature
attributes for the classification. The following are the details
of these basic concepts and the mathematical model for the
classification problem.

2.5.1 Fuzzy Measures and Nonlinear Integrals

Let X ¼ x1; x2; . . . ; xm be a nonempty finite set of feature
attributes and P ðXÞ be the power set of X.

Definition 3.1. A fuzzy measure � is a mapping from P ðXÞ to
½0;1Þ satisfying the following conditions:

1. �ð�Þ ¼ 0 and
2. A � B) �ðAÞ � �ðBÞ; 8A;B 2 P ðXÞ.

The set function � is nonadditive in general. If �ðXÞ ¼ 1,
then � is said to be regular.

To further understand the practical meaning of the fuzzy
measure, let us consider the elements in a universal set X as
a set of predictive attributes to predict a certain objective.
Then, for each individual predictive attribute as well as
each possible combination of the predictive attributes, a
distinct value of a fuzzy measure is assigned to describe its
influence to the objective. Due to the nonadditivity of the
fuzzy measure, the influences of the predictive attributes on
the objective are dependent in a manner such that the global
contribution of them to the objective is not just the simple
sum of their individual contributions.

Example 3.1. Assume that we have observed three
symptoms of a patient and want to determine which
disease he or she is suffering from. The symptoms are
regarded as the information sources, which form the
universal set denoted by X ¼ fx1; x2; x3g. Their indivi-
duals as well as joint influences on the prediction of
disease are specified by a fuzzy measure � defined in
Table 1.

Here, �ðfx2; x3gÞ > �ðfx2gÞ þ �ðfx3gÞ indicates that the
joint contribution of x2 and x3 to the diagnosis is greater than
the sum of their individual contributions. This shows that the
interaction between x2 and x3 enhances the influence of each
other. On the other hand, �ðfx1; x2gÞ < �ðfx1gÞ þ �ðfx2gÞ
shows that x1 and x2 are restraining each other. Note that the
essential properties of fuzzy measure are monotonicity and

vanishing at the empty set. This implies that fuzzy measure

only allows its value to be nonnegative.
However, the monotonicity and nonnegativity of fuzzy

measure are too restrictive for real applications. In this

paper, we assume that � is a signed fuzzy measure on P ðXÞ,
i.e., � : P ðXÞ ! ð�1;þ1Þ and �ð�Þ ¼ 0. For convenience,
�ðfx1gÞ; �ðfx2gÞ; . . . ; �ðfxngÞ; �ðfx1; x2gÞ; . . . ; �ðfx1; x2;

. . . ; xngÞ are sometimes abbreviated as �1; �2; . . .�n; �12; . . . ;

�12���n, respectively.

Definition 3.2. Let f be a nonnegative function on X. The

Nonlinear integral of f with respect to �,
R
fd�, is defined by

Z
fd� ¼

Z1

0

�ðF�Þd�;

where F� ¼ fxjfðxÞ � �g for any � 2 ½0;1Þ, is the �-level

set of f .

To calculate the value of the Nonlinear integral of a given

function f , the values of f , ffðx1Þ; fðx2Þ; . . . ; fðxmÞg, should

be first arranged into an increasing order, that is,

fðx01Þ � fðx02Þ � � � � � fðx0mÞ;

where ðx01; x02; . . .x0mÞ is a certain permutation of

ðx1; x2; . . .xmÞ. Then, the value of the Nonlinear Integral

can be obtained by computing

ðcÞ
Z
fd� ¼

Xm
i¼1

½fðx0iÞ � fðx0i�1Þ��ðfx0i; x0iþ1; . . .x0mgÞ;

where fðx00Þ ¼ 0.

2.5.2 Nonlinear Integral Projection Based

on the Nonlinear Integral

We can build an aggregation tool that projects the feature

space onto a real axis. Under the projection, each point in

the feature space becomes a value of the virtual variable.
A point ðfðx1Þ; fðx2Þ; . . . ; fðxmÞÞ, denoted by ðf1; f2; . . . ;

fmÞ, simply, in the feature space can be regarded as a

function f defined on X. It represents an observation of the

feature attributes. Point f is projected to be Ŷ , the value of

the virtual variable, on a real axis through a nonlinear

integral defined by

Ŷ ¼
Z
fd�:

Once the value of � is determined, we can calculate the

virtual value Ŷ from f .
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2.5.3 GA-Based Adaptive Classifier

The next step is to find an appropriate formula that projects

the n-dimensional feature space onto a real axis L such that

each point f ¼ ðf1; f2; . . . ; fmÞ becomes a value of the virtual
variable that is optimal with respect to the classification. In

such a way, each classification boundary is just a point on
real axis L.

The classification process can be divided into two parts
for implementation:

Step 1. The nonlinear integral classifier depends on the

fuzzy measure �, so the first step is to determine the

optimal values of � by using the GA tool. In fact, the fitness
function comes from the linear classifier used in the second

procedure. It is an iterative process. The optimal Fuzzy
Measure will be the output to the next step.

Step 2. When the fuzzy measure � is determined, the
virtual value can be obtained using the Nonlinear Integral.

Then, we can classify these virtual values on real axis using
a linear classifier.

The following section focuses on the above problems.
GA-based learning fuzzy measure. Here, we discuss the

optimization of the fuzzy measure � under the criterion of

minimizing the corresponding global misclassification rate,
which is obtained in the second part above.

In our GA model, we use a variant of the original
function f; f 0 ¼ aþ bf , where a is a vector to shift the

coordinates of the data and b is a vector to scale the values
of predictive attributes. Each chromosome represents fuzzy

measure vector �, shifting vector a, and scaling vector b. A

signed fuzzy measure is 0 at empty set. If there are
m attributes in training data, a chromosome has 2m � 1þ
2m genes which are set to random real values at initializa-

tion. Genetic operations used are traditional ones. At each
generation, for each chromosome, all variables are fixed and

the virtual values of all training data are calculated using a
nonlinear integral. The fitness function can be defined as

follows:

fitness ¼ !1 	 accuracyþ !2 	 sensitivity;

where !1 and !2 are the adjustment parameters given by

users. Accuracy and sensitivity are determined in the
second part of the model.

Linear classifier for the virtual values. After determin-
ing the fuzzy measure �, shifting vector a, scaling vector b,

and the respective classification function from the training
data in GA, points in the m-dimensional feature space are

projected onto a real axis using a nonlinear integral.
We use Fisher’s linear discriminant function to perform

classification in this one-dimensional space [37], [38].
Positive and negative centroids for projected data are

determined by the following formulas:

mþ ¼
P

i:yi¼1 xiP
i:yi¼1 1

; m� ¼
P

i:yi¼�1 xiP
i:yi¼�1 1

:

Ronald Fisher defined the scatter matrices as

S
 �
X

xi:yi¼
1

ðxi �m
Þðxi �m
Þ0:

SW ¼ Sþ þ S� is called the Within-Class Scatter Ma-
trix. Similarly, the Between-Class Scatter Matrix can be
defined as

SB � ðmþ �m�Þðmþ �m�Þ0:

Hence, this result in an equivalent expression for Fisher’s
discriminant criterion is a ratio between two quadratic
forms as

JðwÞ ¼ w0SBw

w0SWw
;

in which w represents the direction of the projection space,
i.e., the one-dimensional space. We can solve the program-
ming problem by maximizing JðwÞ. The optimal w can be
represented as w ¼ S1

w 	 ðmþ �m�Þ. So, the Fisher’s dis-
criminant function is formulated as

y ¼ w 	 ðx� nþ 	mþ � n� 	m�Þ;

in which n
 is the sum of observations in each class,
respectively. Finally, a threshold needs to be fixed in order
to define a complete classifier.

3 METHODS

We applied EA-based Rule Learning [39] and Nonlinear
Integral classifiers to classify the HBV DNA data into liver
cancer (HCC) and normal (CON, control) classes, and then
compare them with several classical classification methods
which include See5.0 (Decision Tree) [40], Neural Network
[41], SVM [42], and Naı̈ve Bayes [43]. As mentioned before,
we conduct a detailed study on the Rule Learning and
Nonlinear Integral classifier separately. In this section, we
will give brief descriptions about these classical methods of
classification and the data sets used. Then, the implementa-
tion details of the Nonlinear Integral (NI) classifier and the
evaluation methodology will be introduced.

3.1 Methods Description

The following paragraphs are the brief descriptions of the
four classical methods used to compare with our new
methods.

3.1.1 Decision Tree [40]

A decision tree is a tree-structured classifier. The Decision
Tree method learns decision tree using a recursive tree
growing process. Each test corresponding to an attribute is
evaluated on the training data using a test criteria function.
The test criteria function assigns each test a score based on
how well it partitions the data set. The test with the highest
score is selected and placed at the root of the tree. The
subtrees of each node are then grown recursively by
applying the same algorithm to the examples in each leaf.
The algorithm terminates when the current node contains
either all positive or all negative examples. We used the
widely available package—See5.0, which is the state-of-the-
art of the Decision Tree classifier.

3.1.2 Neural Network [41]

An Artificial Neural Network (ANN), or commonly just
called neural network (NN), is an interconnected group of
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artificial neurons that uses a mathematical or computational
model for information processing based on a connectionistic
approach to computation. In most cases, an NN is an
adaptive system that changes its structure or weights of the
interconnections based on external and internal information
(stimuli) that flows through the network.

In more practical terms, NNs are nonlinear statistical
data modeling for decision-making and classification tools.
They can be used to model complex relationships between
inputs and outputs or to find patterns in data. However, it
is essentially a black box approach, and it is not easy to
interpret how they function.

3.1.3 Support Vector Machine [42]

SVMs are a set of related supervised learning methods used
for classification and regression. Viewing input data as two
sets of vectors in an n-dimensional space, an SVM will
construct a separating hyperplane in that space, which
maximizes the margin between the two data sets. To
calculate the margin, two parallel hyperplanes are con-
structed, one on each side of the separating hyperplane,
which are “pushed up against” the two data sets.
Intuitively, a good separation is achieved by the hyperplane
that has the largest distance to the neighboring data points
of both classes, since, in general, the larger the margin the
smaller the generalization error of the classifier.

The original optimal hyperplane algorithm proposed by
Vladimir Vapnik in 1963 was a linear classifier. The
classification model produced by SVM (as described above)
only depends on a subset of the training data, because the
cost function for building the model does not care about
training points that lie beyond the margin. In our paper, the
software used is obtained from [42].

3.1.4 Naı̈ve Bayes [43]

A Naı̈ve Bayes classifier is a simple probabilistic classifier
based on applying Bayes’ theorem with strong (naı̈ve)
independence assumptions. A more descriptive term for the
underlying probability model would be “independent
feature model.”

Depending on the precise nature of the probability
model, naı̈ve Bayes classifiers can be trained very efficiently
in a supervised learning setting. In many practical applica-
tions, parameter estimation for naı̈ve Bayes models uses the

method of maximum likelihood; in other words, one can

work with the naı̈ve Bayes model without believing in

Bayesian probability or using any Bayesian method.
In spite of their oversimplified assumptions, Naı̈ve Bayes

classifiers often work much better in many complex real-

world situations than one might expect. Recently, careful

analysis of the Bayesian classification problem has shown

that there are some theoretical reasons for the apparently

unreasonable efficiency of Naı̈ve Bayes classifiers [44]. An

advantage of the Naı̈ve Bayes classifier is that it requires a

small amount of training data to estimate the parameters

(means and variances of the variables) necessary for

classification. Because independent variables are assumed,

only the variances of the variables for each class need to be

determined and not the entire covariance matrix.

3.2 Implementation Details of Nonlinear Integral

To implement the learning algorithm of our new classifier

based on nonlinear integrals, we use the GA tool in Matlab

v7.2 Programming combined with Fisher’s discriminant

function programming [45]. All the parameters of our GA in

our experiments are shown in Table 2. We set the

generation limit to be 100 as the stopping criteria.

3.3 Data Description

The data set contains 98 control patients and 100 HCC

patients. The HBV DNA sequences are obtained specifically

for this study from these patients carefully selected by our

medical experts to minimize the demographic bias. There

are four data sets corresponding to the different clusters,

namely B, C1, C2, and C3. The numbers of patients for each

data set are shown in Table 3 in which the last column

represents the proportion of each data set. For each data set,

an independent validation set is prepared to evaluate the

performance of the classifiers. Table 4 shows the number of

patients of the validation data sets.
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The Details of HBV Data Sets

TABLE 4
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3.4 Evaluation Methodology

In classifying an unknown case, depending on the class
predicted by the classifier and the true class of the patient
(Control or HCC), four possible types of results can be
observed for the prediction as follows:

1. True positive—the result of the patient has been
predicted as positive (Cancer) and the patient has
cancer.

2. False positive—the result of the patient has been
predicted as positive (Cancer) but the patient does
not have cancer.

3. True negative—the result of the patient has been
predicted as negative (Control), and indeed, the
patient does not have cancer.

4. False negative—the result of the patient has been
predicted as negative (Control) but the patient has
cancer.

Let TP, FP, TN, and FN, respectively, denote the number
of true positives, false positives, true negatives, and false
negatives. For each learning and evaluation experiment,
Accuracy, Sensitivity, and Specificity defined below are used
as the fitness or performance indicators of the classification:

Accuracy ¼ ðTP þ TNÞ=ðTP þ TN þ FP þ FNÞ;
Sensitivity ¼ TP=ðTP þ FNÞ;
Specificity ¼ TN=ðTN þ FP Þ:

For screening tests, medical professionals usually will
prefer to have higher sensitivity, i.e., lower accuracy and
specificity is an acceptable trade-off for high sensitivity as
long as the accuracy and specificity are reasonable. It means
that we rather send more people for confirmation tests than
miss any true cancer patients. In the data sets, all attributes
are categorical attributes. There are four symbolic values A,
C, G, and T for each attribute. In order to use the nonlinear
model, we use simple integer values, 0, 1, 2, and 3, as the
numericalized initial values to represent the discrete values
of the attributes, respectively.

We adopt K-fold cross-validation method to make sure
that the whole data set can be used as testing data in turn
and overtraining (overfitting) can be avoided. It means
that we randomly partition the n data into K sets with
size of n=K, which are trained on (K � 1) sets and tested
on the remaining set, and repeated K times in turn thus
taking the mean result. After K runs, all data are used for
testing and the average can be computed to evaluate the
performance. The K-fold method is repeated 10 times for
each experiment (10�K runs in total) to obtain an overall
average performance.

Our data sets are very small despite the fact that they
are one of the biggest single studies. For example, C1
contains DNA sequences from 26 individuals. We must
ensure that there is at least one positive case for each class
in the testing data set. If the number (K) of splits is too
large, the size of the testing set will be too small, and it
may not even have a positive case. On the other hand, if
the numbers of splits are too small, it will result in small
training sets which may not contain sufficient information
for training. So, we need to find a balance between the
sizes of training and testing sets in order to reduce the

probability of overtraining (overfitting) and undertesting
(i.e., not enough positive and negative examples for
testing). We have tried several feasible K values for
Nonlinear Integrals. The results are shown in Table 5. We
can see that the testing accuracy and sensitivity are best
by taking 10-fold. Consequently, we have chosen a 10-fold
method for our experiments. This 10-fold methodology is
applied to all experiments including the classical classifier
used in our comparison.

4 EXPERIMENTAL RESULTS

In this section, we first present the results of EA-based Rule
Learning [39] and Nonlinear Integral classifiers to classify
the HBV DNA data into liver cancer (HCC) and normal
(CON, control) classes, and then compare them with several
traditional classification methods which include See5.0
(Decision Tree) [40], Neural Network [41], SVM [42], and
Naı̈ve Bayes [43]. As mentioned before, we do a detailed
study on the Rule Learning and Nonlinear Integral classifier
separately because of the importance of their high inter-
pretability of the models representing the knowledge
acquired through the learning processes. The biochemists
and doctors can see explicitly and clearly the influences of
the mutated sites or markers and their potential interactions
toward the formation of liver cancer.

For each data set, we will use the five attributes which
include those selected by the Rule Learning method, and in
some cases, supplemented by those with the highest
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information gain obtained by Viewer [46] partially shown in

Fig. 9. For reducing computational complexity, we reduce

the number of attributes by including the feature selection

method. We compared the results of Nonlinear Integral

with and without feature selection in Table 6. It shows that

feature selection is very useful.

4.1 Comparison between NIC and RL

Table 7 shows the comparison results of Rule Learning and
the NIC, and Table 8 shows the comparison results of our
methods with several classic methods on data sets B, C1,
C2, and C3. The results of RL and NIC for each data set and
a validation set, which contains the never-seen-before cases,
are shown in Table 7.

In Table 7, sensitivity results of NIC are higher than
those of RL in most cases and other values are comparable.
Since sensitivity is more important for doctors to diagnose,
the performance of NIC is considered to be better than that
of RL. Furthermore, NIC can not only determine the
important sites (markers) with regard to the diagnosis but
also give their degrees of contribution in real values, which
are relatively meaningful in biomedical research. This will
be described in the following section.

4.2 Results of Classifier Based on Nonlinear
Integrals Compared with Other Methods

Table 8 shows the comparison results of the Nonlinear

Integrals Classifier with five classical algorithms which

include NN, Decision Tree (DT), Naı̈ve Network (NB),

SVM, and RL.
We run six sets of experiments for each classifier. The

first set of experiments uses the top one site (attribute with

the highest information gain), the second set the top two

sites, the third one uses top three sites, and so on. The

results are evaluated mainly according to the test accuracy

and sensitivity for HBV data. Finally, the best result out of

the six sets of experiments for each method is selected for

comparison. Thus, we can see the optimal results of the NIC

method based on GA compared against the other methods

in Table 8.
For weighted average results in Table 8, the best ones are

bolded. The weighted average is computed according to the

number of cases in each data set. The sensitivity and

accuracy of our NIC is better than most algorithms or is at

least comparable. For comparing the performance of all

algorithms graphically, we plot all the results in Figs. 3, 4, 5,

6, and 7. Meanwhile, we place all methods on an ROC space

as in Fig. 8 for helping interpret the results in Table 8.
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with and without Feature Selection

TABLE 7
Results of RL and NIC for Each Data Set

TABLE 8
Comparison Results with Classical Methods for All Data Sets



4.3 Comments on Results

Our framework includes RL and NI. RL has slightly higher
accuracy than NI. It means that this method can have higher
prediction power. But for doctors and clinicians, the
sensitivity is more important than the accuracy, and NI is
better than RL on sensitivity.

Compared with the four traditional methods, namely,
NN, DT, NB, and SVM, NI shows the best diagnostic
performance on the average evaluations. NI not only has
comparable accuracy, it can also show the interaction of
attributes. How to identify the importance of attributes and
their combinations will be introduced in the next section.

4.4 To Identify Important Sites and Interactions
among Them

Another important contribution of the nonlinear integral
classifier is that we can find some significant sites (markers)
and interactions among them in the sequences for further

wet laboratory analyses. According to the definition of
Nonlinear Integrals, for each data set, we can get a set of
linear equations about the signed fuzzy measures as
variables. A solution with the fewest nonzero values can
be obtain by solving linear equations based on L1-Norm
regularization [47].

The respective potential sites according to information
gain in the sequences for xi computed by Viewer [46] are
listed in Table 9. Fig. 9 is the screenshot from the Viewer for
Data Set C1. The left column represents the site numbers
and the right column is the corresponding information gain
values ranked in decreasing order.
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Fig. 3. The comparison of all methods for B.

Fig. 4. The comparison of all methods for C1.

Fig. 5. The comparison of all methods for C2.

Fig. 6. The comparison of all methods for C3.

Fig. 7. The comparison of all methods as weighted average.

Fig. 8. Classifiers in ROC space.

TABLE 9
The Top 5 Sites No. of Sequences for Each Data Set

Fig. 9. The screenshot of Viewer in information gain order.



For the B, C1, C2, and C3 data sets, the top five sites are
used to formulate the set of linear equations. So, we
obtained the solutions which have the fewest nonzeros and
filtered those positions with zero. In Table 10, we show the
importance and relevance of the individual sites and their
interactions.

From Table 10, we can see that many sites of sequence do

not take effect individually or combined with others. The

nonzero sites are important for diagnosing disease. These

may be helpful for bioinformatics and medical research.

5 DISCUSSIONS AND FUTURE WORK

In this paper, a data mining framework for DNA sequence
biological data sets has been presented. It has been applied
to the Hepatitis B Virus DNA data sets which are among
the largest in the world and have been collected by our
medical school specifically for this project. We have
developed a framework for markers discovery. This frame-
work has incorporated two algorithms, NIC and RL. Both
classifiers can explicitly give the importance of the markers
and their interactions and have shown good performance in
cancer prediction.

Moreover, the details of the new classification method
based on nonlinear integral have been presented. This

method has good performance using the fuzzy measure and
the nonlinear integral, due to the nonadditivity of the fuzzy
measure reflecting the importance of the individual feature
attributes as well as their inherent interactions. Besides the
high interpretability of the Nonlinear Integrals Classifier,
the experimental results have shown that it is one of the
best classifiers especially in terms of sensitivity. It is very
useful for preliminary diagnosis and screening test of liver
cancer caused by HBV. In our model, we use GA for
optimization which provides multimodal solutions contain-
ing sets of best solutions. The final confirmation experi-
ments, like many other bioinformatics problems, need to be
carried out by biochemists to identify and study the true
markers. Finally, we have used a regularization method to
get a solution with the fewest nonzero fuzzy measure
values. It can provide some important individual and
combinations of key markers of the HBV DNA sequences.
We believe that this information can be helpful to do further
research for biochemists.

We hypothesize that the genomic makeup of HBV affects
the carcinogenic potential of the virus. In this case-control
study, we have demonstrated that some genotype-specific
mutations are more commonly found among HCC patients
than their age and gender-matched controls. These markers
can therefore be used as biomarkers to stratify the cancer
risk of chronic hepatitis B patients. Our findings have been
validated by independent data sets in the validation
process. To confirm the biological role of these mutations,
further experimental work using in situ mutagenesis of
replicative HBV clones on their carcinogenicity in animal
and cell line models will be required.

However, even though we have generated one of the
largest data sets, the example sizes of the data sets are still
small (less than 100) for each case. It is a challenge for the
classifier based on nonlinear integral to avoid overtraining.
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