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Abstract

Rules are the essence of a rule-based expert system. However, the acquisition of rules is known to be the bottleneck of the knowledge engineering process. Genetic algorithms (GAs) are investigated as a tool to acquire rules automatically from some training examples. A platform code-named SCION is built for the development of GA-based applications. Two novel ideas, namely, token competition and rule migration are introduced in this two-part series of papers. Their effects on the efficiency and effectiveness of applying GAs to rule acquisition are explored. From the results obtained so far, GAs seem to be a very promising tool for such an investigation. Basic concepts of SCION are introduced in part 1. Case studies and results are presented in part 2.

1. Introduction

The early expert systems (ESs) are mainly rule-based systems. Nevertheless, object oriented ESs are becoming increasingly popular. However, even within an object oriented ES [1]-[2], rules frequently form an essential part of the knowledge base and are one of the most important knowledge representation methods. Unfortunately, acquiring rules from domain experts is not an easy task. On the other hand, it is almost impossible for a knowledge engineer to extract rules from static databases. Rule acquisition thus becomes a bottleneck in the knowledge engineering process. A genetic algorithm (GA) [3]-[13] is a general search technique that imitates the evolution processes of nature. In order to use a GA to learn rules from examples given as a set of data, an initial population of rules is generated randomly which are then subjected to rule evaluation, a competitive process in which the rules are ranked according to their fitness obtained from comparing with the set of training examples. The weaker rules are eliminated. The remaining elite rules are used by the GA to produce offspring (new rules) by crossover and/or mutation. To complete an iteration (an evolution cycle), the new born rules can then join the competition (rule evaluation) after being treated by a rule tidying process which prunes redundant components in each new rule. The cycling stops when the population of rules satisfies certain criteria or a preset number of iterations is reached. Of course, a GA can be used for refinement of rule bases.

The crossover operation involves two rules. The randomly selected part from each rule are joined by a random Boolean relation to give new offsprings.

For example, \((x_2 \wedge x_3)\) AND \((x_1 \wedge x_4)\) can crossover with 
\((x_1 \wedge x_2 \wedge x_9)\) OR \((x_4 \wedge 6)\) to give \((\neg x_1 \wedge x_4)\) OR \((x_1 \wedge x_2 \wedge x_9)\),
where OR is randomly generated. The mutation operator randomly selects a candidate from the elite rules and performs a grow (add), slim (cut) or a change operation on one of its randomly selected opcodes or operands.

The next section gives the overall algorithm and architecture of SCION. The two novel ideas, token competition and rule migration, introduced into our rule learning algorithm are detailed in sections 3 and 4 respectively. The paper is concluded with a statement leading to part 2 of this two-part series of paper.

2. Overall Architecture of SCION

The overall system flows of SCION is depicted in Fig. 1 and is explained in brief in this section.

2.1 Rule Representation

In order to increase efficiency, we employ a new structure, a chain of dupes instead of tree representation. A duple is an entity containing two values which are associated with an attribute of a rule. The values are the lower and upper bounds of the attribute. Suppose the rule R1 in class 1 containing three dupes has the following form:

\[
\{(4, 7), (3, 9), (11, 20)\}
\]

The equivalent Boolean form is:

\[
\text{IF } (4 \leq x_1 \leq 7) \text{ AND } (3 \leq x_2 \leq 9) \text{ AND } (11 \leq x_3 \leq 20) \text{ THEN CLASS } = 1.
\]

The advantage of using dupes is that a greater resemblance between the rule structure and its biological counterpart can be established. The chain of dupes is an analog of a chromosome and a duple is an analog of a gene. Also, with duple representation, genetic operators like crossover and mutation can be made faster and simpler because the simple array data structure storing the duples resembles the gene-chromosome relationship. A crossover operator involves only the splitting of two parents and then the recombination of their two separated sections. The mutation operator involves only the random changing of an arbitrary duple. Thus the learning process can be sped up.

The simple representation only allows AND and \(x\) relationships in a rule, but almost all relationships can be simulated by a set of simple rules. For example, an OR relationship can be modeled by 2 separate rules in the inference process.
2.3 Token Competition

This module determines the number of tokens each rule can get. The rules are assumed sorted already. Token allocation is determined as follows:

for each class i:
read sample data until end of file
for each rule in class i:
give token to the first rule in class i classifying it
(see section 3 for details)

2.4 Redundant and Weak Rule Eliminations

After token competition, each rule will get its own tokens. Those cannot get any token are classified as redundant rules which are to be eliminated and imprisoned. If the size of the rule set still exceeds the allowed quota of parent rules after redundant rule elimination, the excess rules (the weaker ones) will be eliminated.

2.5 Rule Migration

After rule elimination, the weaker rules eliminated from the population are imprisoned. According to their hits and false alarms to other classes, their scores toward other foreign classes are computed. If any bad rule of a particular class has a score better than the average score of any other class, it will be copied to that class as its immigrant.

The status of the new immigrant is just like an offspring from reproduction, i.e., they are both used to fill up the difference between the total population and the survived parents. Since rule migration happens earlier than rule reproduction, the more immigrant rules migrate to a class, the less offsprings can the original rules in that class reproduce. So an immigration quota is required to set the maximum number of immigrants to a class. (See section 4 for details).

2.6 Reproduction

After two severe screening procedures, all the rules survived will become potential parents. Crossover operation is performed first. Two parents are involved in contributing their "genes" to form the children rules. The selection of parents is a process by which a rule with greater strength has a greater chance of being selected. The quota of reproducing children rules by the crossover operation is determined by the cross ratio supplied by users. The rest of the space belongs to the mutation operation.

2.6.1 Crossover

The selected parent rules will duplicate themselves first. Then each copy will be split into two sections with the cut-off point randomly selected. The section before the cut-off point is detached from the rest of the body. Then these sections will be exchanged and recombination takes place, giving two new children rules. Suppose the cut-off point is at the 4th position for the following two copies of parent rules:

\[
\{(1,10), (4,11), (20,30)\}
\]
\[
\{(58,90), (7,40), (1,5)\}
\]

Then, two children rules are obtained as follows:

\[
\{(1,10), (4,40), (5,5)\}
\]
\[
\{(58,90), (7,11), (20,30)\}
\]

Each recombination must be checked to prevent inappropriate matching between a large lower bound and a small upper bound. Also the children rule produced must not produce invalid rules. If any duplication is found, the crossover operation is
then reapplied again until a successful mating is achieved or until too much failure is encountered. The latter case may suggest that the combinations of genes of the parents are exhausted. Then the excess quota will be granted to the mutation operation.

2.6.2 Mutation

The mutation operation will just select randomly a value to be changed. The partner of the value in the dupl will be referenced to guarantee that no lower bound is greater than the upper bound. Suppose mutation takes place at position 2 of the following rule:

\[(4, 23), (17, 34), (1, 9)\]

The child rule is then obtained as:

\[(4, 23), (17, 91), (1, 9)\]

3. Elaboration on Token Competition

The inbreed mating poses a great threat to the robustness of the GA. The problem can be illustrated by the following simple example.

Suppose the problem space is described by two attributes: \(X_1, X_2\). It can be portrayed as a two dimensional diagram in Fig. 2.

The shaded area is the location of sample data of a particular class. Take it as class 1. Also suppose there are two rules which can correctly classify this zone of data.

Although both rules overwhelm the sample zone a little bit, the overlap does not cause any false alarm because no other class of the sample data is covered.

In Fig. 2, the rules expressed in Boolean logic form are:

\[R_1 := (b, a), (a, t)\]

\[R_2 := (d, c), (u, v)\]

Once they happen to mate each other, their offspring may take the form of:

\[R_3 := (b, c), (u, v)\]

which also embraces the same data zone.

As this phenomenon propagates, the whole population will gradually degenerate into a set of homogeneous rules. Then the evolution will fall into a vicious circle as the homogeneous parent rules reproduce homogeneous children rules.

4. Elaboration on Rule Migration

Rule Migration is a novel idea in GAs. The concept behind this idea is simple. During the evolution process, a weak species in one class may be a strong species in another class and can be preserved rather than simply discarded.

This idea comes from the observation that the classes themselves are disjoint. Therefore a rule can only score high in its should-be class. Thus the good rule in a certain class need not migrate to other classes, for it must have low scores in other classes.

However, a poor rule in one class may score well in other classes. Without migration, this valuable rule for other classes may be discarded and wasted. For example in Fig. 4, assume that the two-dimensional problem space has two attributes \(X_1, X_2\). Four areas I, II, III and IV on this space correspond to classes I, II, III and IV respectively. They are disjoint.

Assume at a certain time in the rule population of class I, a rule (R1) is somehow reproduced as an offspring. Clearly, R1, with so little hit scores and so many false alarms, cannot survive in class I. However, it may be valuable to classes IV and II. So it can migrate to both IV and II. (Actually, if the original rules in these two classes are very strong, or if the quotas for the destination classes are already filled by some other eligible alien rules, then R1 cannot migrate to them.)

Another rule (R2) is an offspring reproduced from class II. If there are already many strong rules in class IX, this new rule may be useless to it. However, it is valuable to class III and can migrate to class III. It cannot migrate to classes I and IV as R2 hits nothing in these two classes.

The immigrant rules can be treated as offsprings in the reproduction process. If after migration, there is still room for crossover and mutation, original rules in that class will reproduce to fill
up the population size. If an immigrant rule behaves better than the newly produced offsprings, then its last immigration is said to be successful. Otherwise, it has less contribution to this class than the offsprings from the original population. So after one generation, it will be discarded.

5. Conclusion

We have outlined in brief the basic concepts in SCION, a platform for developing GA-based applications. In addition to basic GA features, two novel ideas, token competition and rule migration, have been proposed and incorporated into SCION. Their plausible contributions to the improvement of GAs have been discussed. Some empirical findings are presented in part 2 of this two-part series of papers to substantiate the theoretical arguments.
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