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Abstract. Often in content-based image retrieval, a single image at-

tribute may not have enough discriminative information for retrieval. On

the other hand, when multiple features are used, it is hard to determine
the suitable weighting factors for various features for optimal retrieval.

In this paper, we present an idea of integrated probability function and

use it to combine features for Chinese cursive script character image re-
trieval. A database of 1400 monochromatic images is used. Experimental

results show that the proposed system based on Legendre moment fea-

ture, Zernike moment feature, and pseudo Zernike moment feature is

robust to retrieval deformed images. Using our integrated probability

function, ninety-nine percent of the targets are ranked at the top 2 po-

sitions.

1 Introduction

The last few years have seen an upsurge of interest in contend-based image re-

trieval (CBIR) | the selection of images from a collection via features automat-

ically extracted from images themselves [1]-[6]. Chinese calligraphy is invaluable

in the history of Chinese civilization. There are �ve styles of Chinese calligraphy.

Among them, the cursive script style usually has a low level of legibility and most

closely approaches abstract art. Figure 1 shows a page of Chinese cursive style

calligraphy [7]. Therefore, it is challenging to develop a Chinese cursive script

character image retrieval system. The goal is not to classify but to rank based

on similarity.

The ultimate goal of designing information retrieval systems is to achieve the

best possible retrieval performance for the task at hand. This objective tradi-

tionally led to the development of di�erent retrieval schemes for any information
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Fig. 1. A page of Chinese cursive style calligraphy

retrieval problem to be solved. The results of an experimental assessment of the

di�erent designs would then be the basis for choosing one as a �nal solution

to the problem. It has been observed in such design studies, that di�erent re-

trieval scheme design potentially o�ers complementary information which can

be harnessed to improve the performance of the selected design.

One idea is not to rely on a single decision making scheme. Instead, all

designs, or their subset, are used for decision making by combining their in-

dividual opinions to derive a consensus decision. This motivates the relatively

recent interest in combining techniques. Cao et al. [8] presented to recognize

handwritten numerals with multiple features and multistage classi�ers. Kittler

et al. [9] developed a common theoretical framework for combining classi�ers

and demonstrated that the combination rule | the sum rule | outperforms

other classi�er combination schemes. Recently, Chan and King [6, 10] proposed

a weight assignment method in dissimilarity function using genetic algorithm.



This paper presents a combination technique of multi-feature based on the

posterior probability estimators. Experiments with 6 kinds of features have been

conducted on a database of 1400 Chinese cursive script character images. It is

organized as follows. In section 2, a new combination technique is proposed.

Section 3 performance experiments are conducted, and experimental results are

discussed. Section 4 gives a conclusion.

2 Combination Technique

2.1 Problem De�nition

Suppose an image database DB is composed of c distinct images fI1; I2; � � � ; Icg
and there are K images fIq1; Iq2; � � � ; IqKg for queries. For a query Iq , image

retrieval decision can be made according to the dissimilarity between Iq and any

image I 2 DB. This dissimilarity can be called as a kind of decision function.

De�nition 1 (Decision Function) A decision function between two images I and

Iq is de�ned as

D(I; Iq) : <
jIj �<jIqj ! <1; (1)

where j � j indicates the number of elements of a matrix.

De�nition 2 (Training Pair) For any query Iqj , a training pair TPj is de�ned

as

TPj = (Ii(j); Iqj); j = 1; 2; : : :;K; (2)

where i(j) 2 f1; 2; � � �; cg, and Ii(j) 2 DB is the best matched image for Iqj
de�ned by the user.

De�nition 3 (Retrieval Position) Given a training pair TPj = (Ii(j); Iqj). The

decision function values fD(Ii; Iqj)gi=ci=1 can be computed for the given j with

equation (1) and ranked according to the minimum rule. The target position of

D(Ii(j); Iqj) in the ranking, which is denoted by Nj , can be called the retrieval

position of the training pair TPj = (Ii(j); Iqj).

De�nition 4 (Average Position) An average position for a training pair set TP =

fTPjg
j=K
j=1 can be de�ned as follows:

N =
1

k

KX

j=1

Nj : (3)

2.2 Integrated Dissimilarity Function

In general, the dissimilarity of two images Ii and Iqj can be determined with

their features.



De�nition 5 (Feature Extraction) For any image I, a feature extraction function

F is de�ned as

F (I) : <jIj ! <d; (4)

which extracts a real-valued d-dimensional feature vector.

De�nition 6 (Integrated Dissimilarity Function) Assume that there are M fea-

ture extraction functions fFig
i=M
i=1 . The decision functionD(I; Iq ) can be de�ned

as the following integrated dissimilarity function:

D(I; Iq ) =

P
M

i=1wiD(Fi(I); Fi(Iq))P
M

i=1 wi

; (5)

where

D(Fi(I); Fi(Iq)) = kFi(I) � Fi(Iq)k (6)

is the Euclidean distance between the ith feature vector Fi(I); Fi(Iq) 2 <di , and

the wi is the weight assigned to the feature extraction function Fi.

2.3 Integrated Probability Function

Combination techniques in pattern recognition problems have been extensively

investigated in recent years. Consider a pattern recognition problem where pat-

tern Z is to be assigned to one of the c possible classes (!1; !2; � � � ; !c). Assume

there areM distinct measurement vectors fxigMi=1: Kittler et al. [9] demonstrated

that under some assumptions, the following combination rule | the sum rule |

outperforms other classi�er combination schemes:

Z �! !j with argmax
j

1

M

MX

i=1

P (!jjxi): (7)

The most commonly used classi�er is the minimum distance classi�er.

Minimum Distance Rule Given a measurement vector x for the pattern Z and

the representative measurement vectors xj for the class !j (j = 1; 2; � � � ; c), the
dissimilarity between two vectors x and xj can be measured by the Euclidean

distance. The minimum decision rule is

Z �! !j with argmin
j

kx� xkk; (8)

where k � k indicates the Euclidean distance.

Generally speaking, the smaller the distance value kx � xkk, the larger the
posterior probability p̂(!kjx). Thus, we can present an estimator of the posterior

probability P (!kjx) as follows:

p̂(!kjx) =
1

c� 1
(1 �

kx� xkkP
c

j=1 kx� xjk
)
def
= P̂ (xk; x): (9)



Therefore, it is obvious that the minimum decision rule (8) is equivalent to the

following maximum decision rule:

Z �! !j with argmax
j

P̂ (xk; x): (10)

De�nition 7 (Integrated Probability Function) Assume that there are M feature

extraction functions fFigi=Mi=1 . The decision function D(I; Iq) can be de�ned as

the following integrated probability function:

D(I; Iq) =

P
M

i=1wiP̂ (Fi(I); Fi(Iq))P
M

i=1 wi

; (11)

where the wi is the weight and P̂ (Fi(I); Fi(Iq)) is the estimator of the posterior

matching probability between image I and image Iq on the feature extraction

function Fi, which is determined according to Equation (9).

3 Retrieval Experiments

Our aim is to develop a Chinese cursive script image retrieval system that is

insensitive to variations on image deformations. In experiments, we evaluate the

performances of six shape features, which are the invariant moments [15], eccen-

tricity [16], edge direction histogram [17, 18], Legendre moments, Zernike mo-

ments and pseudo-Zernike moments [19{21]. We also evaluate the performances

of the various combination schemes of features according to the frequency of the

retrieval positions and the average retrieval position.

3.1 Database

Our Database DB has 1,400 binarized Chinese cursive script character images.

Each image is normalized to the size of 200 by 200 pixels. These images were

scanned from the book [22] with the resolution of 150dpi. In experiments, we test

the behavior of our image retrieval system in the presence of the deformation

transformations as shown in Figure 2.

10 images in DB are used to generate a set of 100 deformed images, as shown

in Figure 3.

The deformed images were submitted as query images to the retrieval system

to examine whether the deformed images can retrieval their original images or

not.

3.2 Feature Extracted

For an image, six shape features are extracted. They are listed in Table 1. The

�rst three kinds of features are from [10], and the last three kinds of features are

computed on 50� 50 low resolution images.



Fig. 2. Distortions include Pinch:(a) and (b); Twirl: (c) and (d); Ripple: (e) and (f);

Horizontal Extension: (g) and (h); and Vertical Extension (i) and (j).

Table 1. Six Features for an Image

No. Feature Description

x1 1-dimensional eccentricity [10]

x2 7-dimensional invariant moment vector

x3 30-dimensional vector of edge direction of the histogram

x4 36-dimensional pseudo Zernike moment vector fZnk(0 � k � n � 7)g

x5 30-dimensional Zernike moment vector fZnk(0 � k � n � 8, and n� k = even)g

x6 25-dimensional Legendre moment vector f�mn(0 �m;n � 4)g

3.3 Evaluation of Features

In order to evaluate the e�ectiveness of 6 features for Chinese cursive script

character images, for any �xed j (1 � j � 6), we can use the single feature

xj to conduct 100 queries with 100 training pairs. After 100 retrieval positions

are obtained, the position frequency and the average position can be computed.

These experimental results are listed in the Table 2.

From the Table 2, we have the following facts and discussions:

The 1-dimensional eccentricity and the 7-dimensional invariant moments are

not e�ective features for Chinese cursive script character image retrieval since

no less than 38% of the targets are ranked behind the top 70 positions. The

dimensions of these two kinds of features are too small for our database. The

low dimensional features do not have su�cient discriminative information for

image retrieval on a large scale database.



Fig. 3. 100 queries deformed from 10 character images for performance evaluation.

The 30-dimensional edge direction of histogram is not an e�cient feature

for Chinese cursive script character image retrieval as 21% of the targets are

ranked behind the top 70 positions. As the histogram of an image is treated as a

1-D discrete signal, it can not have enough discriminative information for image

retrieval on a large scale database.

The Legendre moments, Zernike moments, and pseudo Zernike moments are

e�ective features for the Chinese cursive script character images, about 90% of

the targets are ranked at the top 3 positions. But they are not very satisfactory as

no less than 1% target was ranked after the top 70 positions. Generally speaking,

moments can describe the global characteristic of an image. Therefore, high-order

moments are required for image retrieval on a large scale database.

3.4 Combination Results

In order to evaluate the e�ectiveness of the integrated probability function, the

following combination schemes are considered and listed in Table 3.

With each scheme, we can conduct 100 queries with 100 training pairs, and

get 100 positions, with which the position frequency and the average position

can be computed. The experimental results are listed in the Table 4.

From the Table 4, we have the following facts and discussions:



Table 2. Retrieval Results on Single Feature

Frequency Features

of Positions x1 x2 x3 x4 x5 x6

1 2 33 27 89 81 94

2 4 3 7 5 7 2

3 1 5 5 1 3 0

4 0 0 4 0 0 0

5 2 1 1 0 1 1

(5,10] 3 7 7 2 2 1

(10,20] 10 6 7 0 1 0

(20,70] 16 7 21 1 4 1

>70 62 38 21 2 1 1

Average Position 200.65 114.09 62.76 5.64 4.58 4.31

Table 3. Seven Combination Schemes

No. Scheme Description

C1 combining x4 with x5
C2 combining x4 with x6
C3 combining x5 with x6
C4 combining x4; x5 with x6
C5 combining x3; x4; x5 with x6

C6 combining x2; x3; x4; x5 with x6

C7 combining x1; x2; x3; x4; x5 with x6

With the proposed integrated probability function, the combination of fea-

tures performs in general better than single feature does in decreasing the average

position for retrieval.

Among seven combination schemes, the combination of Legendre moment,

Zernike moment, and pseudo Zernike moment outperforms other combination

schemes. Ninety-nine percent of the targets were ranked at the top 2 positions,

and only one percent target was ranked at the �fth position. The combination

of more than these three features cannot increase the e�ectiveness of image

retrieval test. Therefore we proposed a retrieval system based on the combination

of Legendre moments, Zernike moments, and pseudo Zernike moments.

The last column of Table 4 lists the retrieval results of [10]. It is obvious

that our proposed system performs much better than the existing system.

4 Conclusion and Future Work

This paper presents an idea of using integrated probability function for retrieval

of Chinese cursive script character images. It is based on the combination of

Legendre moment, Zernike moment, and pseudo Zernike moment. Experiments



Table 4. Retrieval Results on Combination Schemes

Frequency Schemes

of Positions C1 C2 C3 C4 C5 C6 C7 Chan [10]

1 89 98 96 97 97 97 95 43

2 3 0 1 2 2 2 2

3 1 0 1 0 0 0 2 31

4 2 0 1 0 0 0 0
5 0 0 0 1 1 1 0

(5,10] 1 1 0 0 0 0 0
(10,20] 1 1 1 0 0 0 1 20

(20,70] 2 0 0 0 0 0 0

>70 1 0 0 0 0 0 0 6

Average Position 3.01 1.18 1.23 1.06 1.06 1.06 1.21

show that the present system is superior to the existing system [10]. Ninety-

nine percent of the targets are ranked at the top 2 positions in a database

containing 1,400 images. Further work can be done with the feedback of the

weight coe�cients.
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