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Abstract

In image databases, a good indexing method makes
nearest-neighbor retrieval of images accurate and ef-
ficient. Since existing alphanumeric indexing meth-
ods are not particularly suitable in image databases,
researchers have proposed new methods for indexing
by clustering methods. In this paper, we analyze the
performance of two unsupervised neural network clus-
tering algorithms Competitive Learning (CL) and Ri-
val Penalized Competitive Learning (RPCL) together
with k-means and VP-tree for image database index-
ing. We present some performance experiments to
measure their accuracy and efficiency. Based on the
experimental results, we concluded that RPCL and
CL are good information retrieval in image database.

1. Introduction

In this information age, good information management
tools are required for handling information efficiently
and effectively. Image databases are the tools used for
digital image information management. They often
make use of the indexing methods to speed up the
information retrievals and produce accurate results.

A good indexing method is a key component in an
image database for efficient and accurate information
retrieval. Nowadays, alphanumeric data indexing tech-
niques are already well developed. However, image
databases use mainly image contents such as color, tex-
ture, and shape for retrieval. Those indexing methods
are not particularly suitable for this use. So, people
have begun to develop some new indexing methods for
content-based retrieval in image databases.

There are several indexing methods designed for im-
age database indexing such as R-tree [1], Quadtree [7],
and VP-tree [9]. For example, R-tree is a generaliza-
tion of B-tree for multidimensional database objects.
VP-tree cuts the database object space into subspaces
according to the distances between the database ob-
jects and vantage points for indexing.

In an image database, we often perform nearest-

0-7803-4859-1/98 $10.00©1998 IEEE

932

neighbor search to retrieve images with similar con-
tents to the query. A nearest-neighbor search in an
image database is a traversal algorithm of an index-
ing structure to find the node which contains a set of
feature vectors closest to the query under a distance
function. The indexing methods mentioned in the last
paragraph work fine for many cases, but all of them
seem to fail to retrieval similar database objects when
a nearest-neighbor query lies on the boundary of the
partition. By these methods, some of the database
objects may be partitioned wrongly into another par-
tition for a boundary nearest-neighbor query. There-
fore, the result of the query may not be so accurate.

Some researchers proposed to use clustering meth-
ods for image database indexing. The authors [3, 2]
proposed to use Competitive Learning and k-means
whereas one of the authors (King) and Xu [4] pro-
posed to use Rival Penalized Competitive Learning to
generate clusters for indexing. Since the set of feature
vectors often forms a sparse multidimensional feature
space, it i1s natural to assume that there exists an un-
derlying distribution of these vectors. Usually, the dis-
tribution is not uniform. As a result, we may group
feature vectors together that are generally retrieved as
a whole in response to a request query. Clustering is a
mutually exclusive partitioning process of the feature
vector space in a meaningful way for the application
domain context. With the clusters, we may perform
nearest-neighbor search efficiently. These clustering
methods give better results for the boundary queries
than R-tree and VP-tree because they pay attention
to the input distribution of the database objects to
product natural clusters, but the R-tree and VP-tree
indexing methods do not.

In this paper, we analyze the performance of two
unsupervised neural network clustering methods Com-
petitive Learning (CL) [6] and Rival Penalized Compet-
itive Learning (RPCL) [8] which is a variant of com-
petitive learning, a statistical clustering technique k-
means [5], and a traditional indexing method VP-tree
for image database indexing. We use the Recall and
Precision values to measure the accuracy of the meth-



ods for information retrieval and use the time spent in
the pre-processing parts including clustering and in-
dexing of the feature vectors to evaluate the efficiency
of the methods.

For the rest of the paper, we will briefly describe
how to build indexing structures from the clusters gen-
erated by the clustering methods in Section 2. Section
3 will present some experiments on these methods for
image database indexing and a brief discussion on their
performance. A conclusion will be given in Section 4.

2. Using clustering techniques for image
database indexing

In this section, we describe how to make use of the
clusters generated by the clustering methods k-means,
CL, and RPCL to build indexing structures for image
database indexing. After clustering by these methods,
we may build indexing structures based on the clusters.

There are two approaches: Hierarchical Approach
and Hierarchical Approach to perform top-down clus-
tering and build indexing structures.

The hierarchical approach transforms a feature vec- -

tor space into a sequence of nested partitions. It par-
titions the vectors which are in a partition of the pre-
vious level (see Figure 1). Quadtree and VP-tree use
the hierarchical approach.

Figure 1. Hierarchical clustering. C3 and C, are
the clusters inside C;. Cs and Cg are the clus-
ters inside C2. The dots represent the database
objects. The crosses represent the centers.

The hierarchical approach can be formulated as fol-
lows. Let the feature vector set X with n vectors be
X = {z1,%2,.-.,2n}. A cluster, C, of X breaks X
into subsets C1,C,,...,Cp, satisfying the following:
CiﬂCj =0,i# jand C;UCU...UCy, = X. Cluster
B is nested into cluster C if every B’s component is a
proper subset of a C’s component. A hierarchical clus-
tering s a sequence of clusters in which each cluster is
nested into the previous cluster in the sequence.

After the clustering, there exists a mapping function
that maps the generated clusters to a binary indexing
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structure. For example, all the feature vectors are in
one cluster at the root level and there are 2° subtrees
(clusters) at depth ¢ (see Figure 2).

D(q,¢,) <D(g, ¢,) 0 D(q, ¢,) <D(g, ¢,)
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Figure 2. The indexing structure for the hierar-
chical clustering in Figure 1. () is the root node
which contains all the database objects. D(q,c;)
means the distance between nearest-neighbor
query ¢ and the center ¢; of cluster C;.

At the top level, a nearest neighbor query ¢ is com-
pared to the centers of the clusters in the immediate
lower level. The cluster with center closest to the query
point q is selected. The elements in the selected clus-
ter will be the result of the query if they satisfy the
criteria of the nearest neighbor search. Otherwise, the
search will proceed to the lower levels.

The non-hierarchical approach considers the whole
feature vector space each time to cluster. Based on the
generated clusters, we may make use of the inverted
file structure to do indexing for the feature vectors (see
Figures 3 and 4). Given the feature vector space hav-
ing only two clusters C; and C; with centers ¢; and
¢q respectively, for example, a feature vector v will be-
long to Cj if D(v,¢1) < D(v, ¢2) and it will be indexed
as “Cy”. D is a distance function and is defined as:

D(z,y) =z -yl = \/Z?___l(z,- — y;)?. According to

the indexing structure, a nearest-néighbor query ¢ is
compared to all the cluster centers. All the vectors be-
longed to the cluster whose center is closed to ¢ will be
retrieved. In our work, the k-means, CL, and RPCL
methods use the non-hierarchical approach.

3. Performance experiments

We used some experiments to evaluate the perfor-
mance of the clustering methods: k-means, CL, RPCL,
as well as an indexing method VP-tree for information
retrieval in image databases based on their accuracy
and efficiency. We conducted three sets of experiments
on three different databases which are consisted of:

1. synthetic data in gaussian distribution
2. synthetic data in uniform distribution
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Figure 3. Two clusters generated by mnon-
hierarchical clustering. The dots are the
database objects whereas the crosses are the
cluster centers. An inverted file structure is
used for indexing.
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Figure 4. Four clusters generated by mnon-
hierarchical clustering.

3. feature vectors extracted from synthetic images

respectively. All of the experiments were conducted
on an Ultra Sparc 1 machine running Matlab V4.2c.

We used two performance measurements : Recall
and Precision in the experiments to measure the accu-
racy of the methods. They are defined as:

Number of target images retrieved

Recall =
eca Number of target images

(1)

.. Number of target images retrieved
Precision =

)

For the gaussian distributed database objects, the
equations can be rewritten as below. Given the set of
a priori clusters, C = {c}} and the set of generated
clusters C' = {¢'}*, the performance measurements
Recall and Precision are defined as :

Number of images retrieved

c;Nch
Recall = ~ (3)
. cgECAc'].EC’ #C’
.. cNe
Precision = Z #c,_’ (4)
c;eCAc;eC' J

where #c; denotes the number of elements in ¢;.

3.1. Experiment 1

In the first experiment, we tested the methods in pro-
ducing indexing structures using 1024 2-dimensional
synthetic feature vectors which were in gaussian dis-
tribution. Let g = (p1,42,...,4,) and ¢ =
(01,02,...,0,), we generated the input distribution
of the feature vectors from the mixture of n Gaus-
sian distributions N(u,0?) with the generating func-
tion defined as g(z) = 1/(0v/27) exp[—[(z — 1)?/252]],
—00 < # < 0. In our experiments, we simply used a
constant 0.1 for o and let n = 2,4, 8, 16, and 32. For
each input distribution, different number of clusters
are generated for the input feature vectors.

Based on the same set of feature vectors, we con-
ducted 20 trails with different initial starting points of
the centers of the to-be generated clusters for all the
methods. We then calculated the average performance
of the four methods using equations 3 and 4. Tables
1 and 2 show the results for the average Recall and
Precision measurements.

Moreover, we also kept the time used for the pre-
processing which includes clustering and indexing of
the feature vectors. Since this time is independent to
the input distribution of the feature vector space, we
show only the time used for the pre-processing of the
1024 feature vectors with 8 Gaussian mixtures of the
mput distribution in Figure 5.
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Figure 5. Time used for the pre-processing of
the 1024 feature vectors with 8 Gaussian mix-
tures of the input distribution.

3.2. Experiment 2

In the second experiment, we tested the meth-
ods in producing indexing structures using 1024 2-



Mixture Generated Clusters (k-means, CL, RPCL, VP-tree)
Groups 4 8 16 32
2 .64, .57, .51, .50 .39, .28, .27, .26 .20, .17, .16, .13 .16, .10, .14, .06
4 .81, .86, .79, .81 .53, .48, .44, 41 45, .24, .24, 22 .36, .13, .21, .11
8 78, .71,.72, .68 .51, .51,.53, .54 .37, .37,.29, .25 .32,.21,.20,.13
16 .82, .85, .85, .86 .65, .63, .65, .61 .45, .43, .39, .36 .28, .28, .26, .18
32 .78, .78, .78, .73 .60, .60, .59, .55 .44, 43, 44, 38 .30, .32, .29, .26
Table 1. Recall table for experiment 1.
Mixture Generated Clusters (k-means, CL, RPCL, VP-tree)
Groups 4 8 16 32
2 .88, .89, .94, .99 .90, .95, .95, .99 .96, .98, .98, .99 .98, .98, .99, .99
4 .73, .66, .65, .68 .73, .70, .70, .67 .81,.73,.73,.71 .88,.77, .81,.76
8 A7,.26, .34,.22 47, 43, 46, .35 .44, 44, .51, 43 .44, 49, .58, 48
16 13, .13, .13, .13 .19, .17, .18, .17 .23, .21, .22, .20 .29, .26, .29, .25
32 .07, .06, .07, .06 .09, .09, .09, .09 .14,.12, .13,.12 .19, .17,.19, .16
Table 2. Precision table for experiment 1.
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Figure 6. Recall results for experiment 2.

3.3. Experiment 3

In the third experiment, we used the feature vectors
extracted from 400 synthetic images to test the per-
formance of the methods in producing indexing struc-
tures. First, we generated the 400 synthetic images.
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about 0.016 seconds to extract an 27-bucket color his-
togram from it. All the 400 histograms formed a 27-
dimensional feature vector space.

Based on the 400 extracted feature vectors, we con-
ducted 20 trails with different initial starting points of
the centers of the to-be generated clusters for all the
methods. We then calculated the average performance
of the four methods using equations 1 and 2. Figures
9 and 10 show the results for the average Recall and
Precision measurements with different numbers of gen-
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parts for the four methods in experiment 2.

erated clusters. Moreover, Figure 11 shows the time
used for the pre-processing of the input feature vectors.
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Figure 9. Recall results for experiment 3.

3.4. Discussion

Based on the results of the above experiments, a dis-
cussion of the performance of the 4 methods for infor-
mation retrieval in image databases is given below:

¢ Boundary problem for hierarchical and
non-hierarchical clustering. For experiment
1, when the number of Gaussian mixtures of the
input distribution is greater than or equal to the
number of generated clusters, the Recall values
of the VP-tree method are often lower than the
others. It is due to VP-tree cannot handle the
boundary problem well. This is a problem when
a requested nearest neighbor query falls near the
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Figure 10. Precision results for experiment 3.

10°

k-means

0%

Second(s)

x ______ - ———
o -
e
-
10°! " 2 s . . N
0 5 10 15 20 25 30 35

Number of Generatad Cluster(s)

Figure 11. Time used for the pre-processing
parts for the four methods in experiment 3.

partition boundary. Since VP-tree does not pay
attention to the input distribution, a similar fea-
ture vector near the query may be clustered in
another partition. Therefore, the Recall values of
the VP-tree method are decreased.

Problem in indexing gaussian distributed
data. In experiment 1, there is a problem for
the k-means, CL, and RPCL methods when the
number of generated clusters is greater than the
number of the Gaussian mixtures. We find that
the Recall values are relatively low in this case.
It is because multiple generated clusters can be
bunched together spatially. This leads to an in-
correct assessment of clusters since only a few tar-
get images can be retrieved.

High Recall and Precision for uniform dis-
tributed data. In experiment 2, we find that



the overall Recall and Precision values of the four
methods are higher than those in experiment 1. It
is because there is no explicit clusters found in the
distribution of the input feature vectors. The ef-
fect of boundary problem is not high in this case.
Moreover, all the four methods seem to partition
the feature space evenly and no two cluster centers
are bunched together. So, they give higher Recall
and Precision results than those in experiment 1.

e K-means: an accurate but slow method.
From experiments 1 and 2, k-means gives the best
average Recall and Precision performance among
the four methods but it is the slowest. It is be-
cause the k-means algorithm often recomputes the
cluster centers in the partitioning process. Hence,
it is computationally intensive, but more accurate.

¢ RPCL: a fast method with satisfactory Re-
call and Precision. From the first two exper-
iments, RPCL and CL give satisfactory results
and they are faster than k-means since they use

problem for the clustering methods is lower. More-
over, the k-means method has the best average perfor-
mance but it is slow. As a result, it is concluded that
RPCL followed by CL are the best methods for image
database indexing among the four analyzed methods.
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the competitive learning technique to increase the .

speed of partitioning. Moreover, we find that
RPCL is overall faster than CL because RPCL
is an improved version of CL.

o Result for the extracted feature vectors.
Experiment 3 was conducted based on some ex-
tracted feature vectors. The experimental result
shows the same properties mentioned above in
this discussion section. Since the distributions of
the feature vectors in the first two experiments
represent two extreme cases: gaussian and uni-
form, the distribution of the extracted feature vec-
tors must be in between these two cases. There-
fore, we find that the overall Recall and Precision
values are higher than the gaussian one but lower
that the uniforrn one. Moreover, k-means gives
the best results but slow. RPCL and CL give sat-
isfactory résults but much faster than k-means.
Because of the boundary problem, VP-tree give
the worst results among the the four methods.

4. Conclusion

We have analyzed the performance of two unsu-
pervised neural network clustering methods CL and
RPCL together with k-means, and a traditional index-
ing method VP-tree for information retrieval in image
databases. Form the experiments, we find that the
clustering indexing rethods give better overall perfor-
mance than VP-tree because the effect of boundary
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