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Abstract

This paper presents an application of the discrete Fourier transform (DFT) to calculate neural activities efficiently in simulating large biologically motivated neural nets. The experimental results demonstrate the DFT technique is more superior in performing calculation of the neural activity which reduces the time complexity to a theoretical order of $O(n \log n)$, $n$ being the number of neural units at each iteration. Our study also found that although the computational speed is improved drastically, there are tradeoffs involving (1) the error generated from the transform, (2) initial setting up time, and (3) the memory storage requirement when using the DFT algorithm. More specifically, we outline criteria and conditions under which the DFT method will yield optimal results in large software neural simulations.

1 Introduction

When modeling biological neural nets, one often requires to deal with large numbers of neurons to approximate real cortical tissues. One of the most fundamental operations is to calculate the neural unit’s membrane potential and its firing rate according to an update rule. For a Leaky-Integrator type neuron, this equation is defined as

$$r \dot{z} = -z + S + h_0 + \xi$$  \hspace{1cm} (1)

where $r$ is a RC time constant controlling the rate at which the neural activities rise and fall, $S$ is the set of inputs to the neuron, $h_0$ defines the resting potential of the neuron, and $\xi$ expresses the possible global noise term. Although Eq. 1 is expressed in the differential equation form, the simulation of the continuous equation in digital computers needs to be discretized into small time intervals. One of the more popular and easily implemented methods to approximate Eq. 1 is to use the Euler method which transforms Eq. 1 into

$$z(t + \Delta t) = -(\Delta t/r)z(t) + (\Delta t/r)S + (\Delta t/r)h_0 + (\Delta t/r)\xi$$  \hspace{1cm} (2)

where $\Delta t$ controls the accuracy of the simulation; here, smaller values of $\Delta t$ yield better approximations than larger ones.

A straightforward approach to solve this summation problem will add up the connection by using a For-Next type loop with offset indices to calculate the result with little optimization. This method results in longer computation time since this type of calculation is performed over every mask matrix location for each position on the layer. The time complexity is thus $O(M \cdot N)$ where $M = m \times m$ is the array size of the layer and $N = n \times n$ is the array size of the mask. Hence, in order to simulate larger and longer neural interactions one must first seek more efficient and effective ways to reduce the processing time of this crucial step.

When the summation of the input from the weighted mask is decoupled from Eq. 1, the sub-expression is comparable to a spatial convolution operation. Hence, to speed up the neural simulation, one of the ways is to employ parallel computation units that make concurrent calculation via hardware connections with neighboring cells. Others have used optical electronic components to implement algorithms to achieve fast parallel computations [6]. Nonetheless, the DFT method is cost-effective and easy to implement. Furthermore, its characteristics are well studied; hence, the implementers have the full control of the trade-offs. Of course, the above observations are made with the assumptions that (1) the neural network has a static connection pattern, i.e., no plasticity involved and (2) the basic operation of the calculation is the convolution operation.
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1 The noise term, $\xi$, is typically small and can be ignored. However, it is often introduced to test the robustness of the model.

2 There are a variety of interpolation methods available for the approximation of differential equations. Some popular techniques are the Euler’s method and Runge-Kutta method [4]. Specific numerical methods for neuronal modeling are found in Maccagni [5].
2 Implementation

When the input size of the simulation array is $n = 2^k$, $k = 0, 1, 2, \ldots$, there is an $O(n \log_2 n)$ optimal algorithm to evaluate the DFT and its inverse by recursively applying the divide-and-conquer strategy [1]. One of the earlier papers implementing the DFT in an efficient way is found in Cooley and Tukey [3]. The basic idea behind the DFT algorithm is to transform the DFT of length $N$ into the sum of two DFTs, each of length $N/2$. This way, there are $\log_2 N$ recursion steps and $N$ operations in each recursion which yields a total of order $N \log_2 N$ operations. With this discovery, the transform is made easily implemented when the size of the array to be transformed is of power of 2.

Once the input signal (neural layer) and the response function (connection mask) have been Fourier transformed, the complex multiplication between these two layers is then performed. This multiplication in the frequency domain is a point-wise operation which can be completed with $N$ multiplication and $N$ assignment operations. When the complex multiplication is finished, this data set is then inverse transformed to achieve the final result in the spatial domain. The inverse DFT is done with the same algorithm as in the forward DFT algorithm with minor modifications in the input since the complex conjugate is required.

3 Experimental Setup

We implemented the DFT algorithm directly from Press [7] with minimal modifications. The program is written in C on Unix workstations for portability which conforms to the minimum requirement of C without using any operating system dependent function calls.

We take a 1-D array simulating a single column of neural units in a layer of cells with the size corresponding to $2^k$, $k = 0, 1, 2, \ldots, 14$, in our timing evaluation runs. Each neural cell in the data array stores a randomized double float value $\xi$, $0 \leq \xi < 1$. Equally, the mask is also produced by the same set up procedure as in the case of the neural cells. For trials with array size $k \leq 7$, the result from each run is based on the average of 500 sub-trials for 1 trial to average out possible significant deviations due to the small execution time on a single trial.

4 Performance Comparison

Performance comparison of these two approaches needs to be demonstrated in the space (how much storage is needed) domain and the time (how fast is the execution speed). Moreover, we will also discuss the errors generated from the DFT approach.

4.1 Storage Requirement

The DFT method requires extra memory space to store intermediate transformed values and the imaginary part even though all input data is real. Hence, it would need at least $4MN$ array space to store both the real and the imaginary values after the transform of the neural layer and the weight mask. In the case where the array size is not a power of 2, value padding will take up more memory space, $2^{\log_2 n} \cdot n$ to be precise. This increase is linearly scalable according to the input size and from the time analysis in the next section the speed up is still sizable.

4.2 Execution Time Comparison

Table 1 demonstrates the theoretical expected execution time, the speed up, and calculates the empirical speed up for the convolution and DFT approach. For an array size of 16384 (= 128 x 128) the speed up calculated empirically is 1735 times faster than the convolution method.

Figure 1 plots the result of Table 2 and Table 3 on a log10-log10 grid. Graphically, it also illustrates the crossover point for array size greater or equal to 8. Furthermore, it shows a fairly linear function when scaling the neural network to larger sizes using the log10-log10 grid.

The discrepancies among the theoretical and the empirical result are found in the constant overhead charged in the DFT algorithm. Hence, for a small-size array the time for this overhead is more evident and noticeable than in larger arrays. From the table, the speed up we found from the experiment was consistently better for array size greater and equal to 64 (an 8 x 8 array) than the theoretical expected speed up.

4.2.1 NSL Test

We also implemented the 2-D DFT algorithm into the Neural Simulation Language (NSL) which is a language aimed to create an environment for biological network level modeling [8]. The 2-D DFT algorithm was written in addition to the direct method so the user may choose the explicit method he desires. Table 2 demonstrates the possible speed up for the DFT algorithm without the wrap-around option. The rows represent the size for a square data layer and the columns represent the size for a square mask. The results indicate that the larger the data array, the better the speed up will be for a relatively small mask size. For instance, if the data size is 256 x 256 and the mask is 32 x 32 (1/64 of the total data size) the speed up is already 2.96 times. The maximum speed up is achieved when the sizes of the data array and the mask array are equal and greater than 16. For smaller sizes, the
direct convolution method will be more efficient.

4.3 Error Calculations

Inevitably with most types of transforms, there will be errors generated during the mapping process. Assuming there are no errors in the input data, the algorithm still suffers from round-off errors and truncation errors.

One other possible error in the DFT of neural network layers is the **wraparound error**. This is not a calculation error but an interference error introduced with the assumption that the values in the arrays are periodic in nature with some period $P$ extending outside of the layer. In reality, the input signal often goes forever without repetition or else contains a non-repeating of finite length. Although this assumption sometimes is valid in neural network simulations, this constraint is not universally applicable in general.

Typically, in biological simulation, a layer is a finite piece of a cortical region; hence, no wraparound is necessary. To avoid this error, Brigham [2] showed when $P > M + N - 1$ the individual periods of the convolution will not overlap hence will not produce interference from the wraparound. The buffer zone of zero-padded values at the end of the data array will make the interference to be zero. Since the new period is greater than the sum of either array, the length of the extended array sequence must be increased to accommodate this change.

In neural network simulation, the size of the connection mask (response function) is almost always smaller than the size of the neural layer (data set). Therefore, the zero padding routine is a must procedure to set the mask array size equal to the layer size before applying the DFT routine for convolution to avoid data corruption.

4.4 Error Defined

The total error for each trial is measured as

$$Total\ Error = \sum_{i} |e_{i} - z_{d}|$$  \hspace{1cm} (3)

for each array entry where $e_{i}$ the desired valued, is computed via the direct convolution method, and $z_{d}$ the output, calculated from performing the Fourier transforms. The average relative cell error for each single trial is calculated as

$$Average\ Error = \frac{1}{N} \sum_{i} |e_{i} - z_{d}| = \frac{\sum_{i} |e_{i} - z_{d}|}{\sum_{i} |e_{i}|}$$  \hspace{1cm} (4)

Depending on the type of applications, the average relative cell error is typically in the range of $1 \times 10^{-5}$ which is often better than the interpolation error introduced when calculating the discretized version of the partial differential equation. For example, when using the Euler's method for approximation of the differential equation shown in Eq. 2, the error typically varies proportional to $\Delta t$, the step size. Depending on the simulation task at hand, this value usually is in the range between $1 \times 10^{-4}$ to $1 \times 10^{-2}$ which is much larger when compared to the error generated by the trigonometry function.

Lastly, in neural simulation, the DFT convolution is taken at every simulation step which means that the error is also accumulative temporally as well as in each discrete time step. This relative error in successive application of the DFT transformation for convolution is additive. Therefore, a simulation with many iterations will have larger errors when compared with an equal size simulation with fewer steps. Nevertheless, one basic characteristic in neural networks is its robustness to small fluctuations and noises from the environment. This resilience to minute errors should accommodate transformational errors.

5 Discussions

Often, the mask size in a typical neural network simulation is smaller than the neural layer being processed. Perhaps it seems to be a wasteful overhead to assemble an array of size equaling the neural layer with padded zeros, tests, however, have revealed that the time spent in this overhead is still far shorter than the direct convolution method with smaller array size. Furthermore, extra zero padding procedure due to the wraparound error also seems to be memory wasteful and time consuming. However, the computation time taken should not be a major concern since in all cases that we have tested even when the array size is doubled for the DFT algorithm compared with the direct convolution algorithm, the DFT algorithm still comes out ahead for size $\geq 16$.

6 Conclusion

The result of this study demonstrates the feasibility of using the DFT method to calculate neuronal activity in simulation software for speed up in the order of $O(N/\log_{2} N)$. While there are some overhead using the DFT technique involved in setting up the initial data input for processing, e.g., the zero padding, the speedup is evident already even for small array size ($\geq 8$). From this study, the advantage for using DFT in calculating neural activities in neural networks is so overwhelming that drawbacks on extra space consumption, transformation errors, and pre-processing procedures are diminished in the face of the speed gained. Hence, if the execution speed in the neural simulation is the prime directive then the DFT method offers an efficient approach that often outweighs drawbacks from other requirements with the following rules:

- **Rule 1** - Empirically, if the area size of one of the array is more than 1/84 of the other then it is advisable to use the DFT method when minor errors are unimportant in the simulation.
• Rule 2 – To optimize the calculation in the transform, the DFT algorithm requires the sum of the size from the layer and the mask minus 1 should be a number in the power of 2. Under this condition, the algorithm ensures that the wrap around error will be nullified.

With the wrap-around option activated, the optimal criteria is changed. In this case, the maximum size of either the data layer or the mask layer must be in the power of two for the algorithm to take advantage of the situation. A user should know when to use the wrap-around option for the DFT method to be effective. Cases where symmetrical masks are present or when the actual array size is less than the array size are two scenarios that the wrap around option could be used without much ill effects.
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