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Abstract—With increasing presence and adoption of Web services on the World Wide Web, Quality-of-Service (QoS) is becoming

important for describing nonfunctional characteristics of Web services. In this paper, we present a collaborative filtering approach for

predicting QoS values of Web services and making Web service recommendation by taking advantages of past usage experiences of

service users. We first propose a user-collaborative mechanism for past Web service QoS information collection from different service

users. Then, based on the collected QoS data, a collaborative filtering approach is designed to predict Web service QoS values.

Finally, a prototype called WSRec is implemented by Java language and deployed to the Internet for conducting real-world

experiments. To study the QoS value prediction accuracy of our approach, 1.5 millions Web service invocation results are collected

from 150 service users in 24 countries on 100 real-world Web services in 22 countries. The experimental results show that our

algorithm achieves better prediction accuracy than other approaches. Our Web service QoS data set is publicly released for future

research.

Index Terms—Web service, collaborative filtering, QoS, service recommendation, service selection.
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1 INTRODUCTION

WEB services are software components designed to
support interoperable machine-to-machine interac-

tion over a network [35]. The increasing presence and
adoption of Web services on the World Wide Web demand
effective recommendation and selection techniques, which
recommend the optimal Web services to a service users
from a large number of available Web services.

With the number increasing of Web services, Quality-of-
Service (QoS) is usually employed for describing nonfunc-
tional characteristics of Web services [34]. Among different
QoS properties of Web services, some properties are user
independent and have identical values for different users
(e.g., price, popularity, availability, etc.). The values of the user-
independent QoS properties are usually offered by service
providers or by third-party registries (e.g., UDDI). On the
other hand, some QoS properties are user dependent and
have different values for different users (e.g., response time,
invocation failure rate, etc.). Obtaining values of the user-
dependent QoS properties is a challenging task, since real-
world Web service evaluation in the client side [7], [31], [36]
is usually required for measuring performance of the user-
dependent QoS properties of Web services. Client-side Web
service evaluation requires real-world Web service invoca-
tions and encounters the following drawbacks:

. First, real-world Web service invocations impose
costs for the service users and consume resources of

the service providers. Some Web service invocations
may even be charged.

. Second, there may exist too many Web service
candidates to be evaluated and some suitable Web
services may not be discovered and included in the
evaluation list by the service users.

. Finally, most service users are not experts on Web
service evaluation and the common time-to-market
constraints limit an in-depth evaluation of the target
Web services.

However, without sufficient client-side evaluation, accu-
rate values of the user-dependent QoS properties cannot be
obtained. Optimal Web service selection and recommenda-

tion are thus difficult to achieve. To attack this critical
challenge, we propose a collaborative filtering based
approach for making personalized QoS value prediction
for the service users. Collaborative filtering [10] is the

method which automatically predicts values of the current
user by collecting information from other similar users or
items. Well-known collaborative filtering methods include
user-based approaches [2], [14], [32] and item-based

approaches [8], [16], [24]. Due to their great successes in
modeling characteristics of users and items, collaborative
filtering techniques have been widely employed in famous
commercial systems, such as Amazon,1 Ebay,2 etc. In this

paper, we systematically combine the user-based approach
and item-based approach for predicting the QoS values for
the current user by employing historical Web service QoS

data from other similar users and similar Web services.
Similar service users are defined as the service users who
have similar historical QoS experience on the same set of
commonly invoked Web services with the current user.
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Different from the traditional Web service evaluation
approaches [7], [31], [36], our approach predicts user-
dependent QoS values of the target Web services without
requiring real-world Web service invocations. The Web
service QoS values obtained by our approach can be
employed by other QoS driven approaches (e.g., Web service
selection [33], [34], fault tolerant Web service [38], etc.).

The contribution of this paper is three-fold:

. First, we propose a user-collaborative mechanism for
collecting historical QoS data of Web services from
different service users.

. Second, we propose a Web service QoS value
prediction approach by combining the traditional
user-based and item-based collaborative filtering
methods. Our approach requires no Web service
invocations and can help service users discover
suitable Web services by analyzing QoS information
from similar users.

. Finally, we conduct a large-scale real-world experi-
mental analysis for verifying our QoS prediction
results. 100 real-world Web services in 22 countries
are evaluated by 150 service users in 24 countries.
1.5 millions Web service invocations are executed by
these service users and detailed experimental results
are reported. To the best of our knowledge, the scale
of our experiment is the largest among the published
work of Web service QoS evaluation and prediction.
Our real-world QoS data set has been released
online3 for promoting future research and making
our experiments reproducible.

The rest of this paper is organized as follows: Section 2
introduces a user-collaborative QoS data collection mechan-
ism. Section 3 presents the similarity computation method.
Section 4 proposes a Web service QoS value prediction
approach. Section 5 shows the implementation and experi-
ments. Section 6 describes related work and Section 7
concludes the paper.

2 USER-COLLABORATIVE QOS COLLECTION

To make accurate QoS value prediction of Web services
without real-world Web service invocations, we need to
collect past Web service QoS information from other service
users. However, it is difficult to collect Web service QoS
information from different service users due to: 1) Web
services are distributed over the Internet and are hosted by
different organizations. 2) Service users are usually isolated
from each other. 3) The current Web service architecture
does not provide any mechanism for the Web service QoS
information sharing.

Inspired by the recent success of YouTube4 and Wikipe-

dia,5 we propose the concept of user-collaboration for the Web
service QoS information sharing between service users. The
idea is that, instead of contributing videos (YouTube) or
knowledge (Wikipedia), the service users are encouraged to
contribute their individually observed past Web service

QoS data. Fig. 1 shows the procedures of our user-
collaborative QoS data collection mechanism, which are
introduced as follows:

1. A service user contributes past Web service QoS data
to a centralized server WSRec [40]. In the following
of this paper, the service users who require QoS
value prediction services are named as active users.

2. WSRec selects similar users from the training users for
the active user (technique details will be introduced
in Section 3). Training users represent the service users
whose QoS values are stored in the WSRec server
and employed for making value predictions for the
active users.

3. WSRec predicts QoS values of Web services for the
active user (technique details will be introduced in
Section 4).

4. WSRec makes Web service recommendation based
on the predicted QoS values of different Web
services (will be discussed in Section 4.4).

5. The service user receives the predicted QoS values
as well as the recommendation results, which can
be employed to assist decision making (e.g., service
selection, composite service performance predic-
tion, etc.).

In our user-collective mechanism, the active users who
contribute more Web service QoS data will obtain more
accurate QoS value predictions (details will be explained in
Section 4). By this way, the service users are encouraged to
contribute their past Web service QoS data. More architec-
ture and implementation details of WSRec will be intro-
duced in Section 5.1.

3 SIMILARITY COMPUTATION

This section introduces the similarity computation method
of different service users as well as different Web services
(Step 2 of Fig. 1).

3.1 Pearson Correlation Coefficient

Given a recommender system consisting of M training
users and N Web service items, the relationship between
service users and Web service items is denoted by an M �
N matrix, called the user-item matrix. Every entry in this
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matrix ru;i represents a vector of QoS values (e.g., response

time, failure rate, etc.) that is observed by the service user u

on the Web service item i. If user u did not invoke the Web

service item i before, then ru;i ¼ null. In the case that a Web

service includes multiple operations, each item (column) of

the user-item matrix represents a Web service operation

instead of a Web service.
Pearson Correlation Coefficient (PCC) has been intro-

duced in a number of recommender systems for similarity

computation, since it can be easily implemented and can

achieve high accuracy. In user-based collaborative filtering

methods for Web services, PCC is employed to calculate

the similarity between two service users a and u based on

the Web service items they commonly invoked using the

following equation:

Simða; uÞ ¼
P

i2I ðra;i � raÞðru;i � ruÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
i2Iðra;i � raÞ

2
q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

i2Iðru;i � ruÞ
2

q ; ð1Þ

where I ¼ Ia \ Iu is the subset of Web service items which

both user a and user u have invoked previously, ra;i is a

vector of QoS values of Web service item i observed by

service user a, and ra and ru represent average QoS values

of different Web services observed by service user a and u,

respectively. From this definition, the similarity of two

service users, Simða; uÞ, is in the interval of ½�1; 1�, where a

larger PCC value indicates that service user a and u are

more similar. When two service users have null Web service

intersection (I ¼ null), the value of Simða; uÞ cannot

be determined (Simða; uÞ ¼ null), since we do not have

information for the similarity computation.
Item-based collaborative filtering methods using PCC

[8], [24] are similar to the user-based methods. The

difference is that item-based methods employ the similarity

between the Web service items instead of the service users.

The similarity computation of two Web service items i and j

can be calculated by

Simði; jÞ ¼
P

u2U ðru;i � riÞðru;j � rjÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
u2Uðru;i � riÞ

2
q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

u2Uðru;j � rjÞ
2

q ; ð2Þ

where Simði; jÞ is the similarity between Web service item i

and j, U ¼ Ui \ Uj is the subset of service users who have

invoked both Web service item i and Web service item j

previously, and ri represents the average QoS values of the

Web service item i observed by different service users.

Simði; jÞ is also in the interval of ½�1; 1�. When two Web

service items have null service user intersection (U ¼ null),
the value of Simði; jÞ cannot be computed (Simði; jÞ ¼ null).

3.2 Significance Weighting

Although PCC can provide accurate similarity computa-

tion, it will overestimate the similarities of service users

who are actually not similar but happen to have similar QoS

experience on a few coinvoked Web services [19]. To

address this problem, we employ a significance weight to

reduce the influence of a small number of similar coinvoked

items. An enhanced PCC for the similarity computation

between different service users is defined as

Sim0ða; uÞ ¼ 2� jIa \ Iuj
jIaj þ jIuj

Simða; uÞ; ð3Þ

where Sim0ða; uÞ is the new similarity value, jIa \ Iuj is the

number of Web service items that are employed by both the

two users, and jIaj and jIuj are the number of Web services

invoked by user a and user u, respectively. When the

coinvoked Web service number jIa \ Iuj is small, the

significance weight 2�jIa\Iuj
jIajþjIuj will decrease the similarity estima-

tion between the service users a and u. Since the value of
2�jIa\Iuj
jIajþjIuj is between the interval of ½0; 1� and the valueSimða; uÞ
is in the interval of ½�1; 1�, the value of Sim0ða; uÞ is in the

interval of ½�1; 1�.
Just like the user-based methods, an enhanced PCC for

the similarity computation between different Web service
items is defined as

Sim0ði; jÞ ¼ 2� jUi \ Ujj
jUij þ jUjj

Simði; jÞ; ð4Þ

where jUi \ Ujj is the number of service users who invoked
both Web service item i and item j previously. Similar to
Sim0ða; uÞ, the value of Sim0ði; jÞ is also in the interval of
½�1; 1�.

As will be shown in our experimental results in Section 5.5,
the similarity weight enhances the QoS value prediction
accuracy of Web services. Based on the above similarity
computation approach, if an active user provides more past
QoS values of Web services to WSRec, the similarities
computation will be more accurate, which will consequently
improve the QoS value prediction accuracy. By this way, the
service users are encouraged to provide more Web service
QoS data.

4 QOS VALUE PREDICTION

In reality, the user-item matrix is usually very sparse [24],
which will greatly influence the prediction accuracy.
Predicting missing values for the user-item matrix can
improve the prediction accuracy of active users [28].
Consequently, we propose a missing value prediction
approach for making the matrix denser. The similar users
or items of a missing value in the user-item matrix will be
employed for predicting the value. By this approach, the
user-item matrix becomes denser. This enhanced user-item
matrix will be employed for the missing value prediction
for the active users.

4.1 Similar Neighbors Selection

Before predicting the missing values in the user-item matrix,
the similar neighbors of an entry, which include a set of
similar users and a set of similar items, need to be identified.
Similar neighbors selection is an important step for making
accurate missing value prediction, since dissimilar neighbors
will decrease the prediction accuracy. Traditional Top-K
algorithms rank the neighbors based on their PCC simila-
rities and select the top k most similar neighbors for making
missing value prediction. In practice, some entries in the
user-item matrix have limited similar neighbors or even do
not have any neighbors. Traditional Top-K algorithms ignore
this problem and still include dissimilar neighbors to predict
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the missing value, which will greatly reduce the prediction
accuracy. To attack this problem, we propose an enhanced
Top-K algorithm, where neighbors with PCC similarities
smaller or equal to 0 will be excluded.

To predict a missing value ru;i in the user-item matrix, a set
of similar users SðuÞ can be found by the following equation:

SðuÞ ¼ fuajua 2 T ðuÞ; Sim0ðua; uÞ > 0; ua 6¼ ug; ð5Þ

and a set of similar Web service items SðiÞ can be found by
the following equation:

SðiÞ ¼ fikjik 2 T ðiÞ; Sim0ðik; iÞ > 0; ik 6¼ ig; ð6Þ

where T ðuÞ is a set of top k similar users to the user u and
T ðiÞ is a set of top k similar items to the item i. By this way,
the null intersection neighbors and the dissimilar neighbors
with negative correlations will be discarded from the
similar neighbor sets.

4.2 Missing Value Prediction

User-based collaborative filtering methods [2] (named as
UPCC for ease of presentation) apply similar users to
predict the missing QoS values by the following equation:

P ðru;iÞ ¼ uþ
P

ua2SðuÞ Sim
0ðua; uÞðrua;i � uaÞP

ua2SðuÞ Sim
0ðua; uÞ

; ð7Þ

where P ðru;iÞ is a vector of predicted QoS values of the
missing value ru;i in the user-item matrix, u is a vector of
average QoS values of different Web services observed by the
active user u, and ua is a vector of average QoS values of
different Web services observed by the similar service userua.

Similar to the user-based methods, item-based collabora-
tive filtering methods [24] (named as IPCC) engage similar
Web service items to predict the missing value by employ-
ing the following equation:

P ðru;iÞ ¼ iþ
P

ik2SðiÞ Sim
0ðik; iÞðru;ik � ikÞP

ik2SðiÞ Sim
0ðik; iÞ

; ð8Þ

where P ðru;iÞ is a vector of predicted QoS values of the
entry ru;i and i is a vector of average QoS values of Web
service item i observed by different service users.

When a missing value does not have similar users, we
use the similar items to predict the missing value, and vice
versa. When SðuÞ 6¼ ; ^ SðiÞ 6¼ ;, predicting the missing
value only with user-based methods or item-based methods
will potentially ignore valuable information that can make
the prediction more accurate. In order to predict the missing
value as accurate as possible, we systematically combine
user-based and item-based methods to fully utilize the
information of the similar users and similar items.

Since user-based method and item-based method may
achieve different prediction accuracy, we employ two
confidence weights, conu and coni, to balance the results from
these two prediction methods. Confidence weights are
calculated by considering the similarities of the similar
neighbors. For example, assuming a missing value in the
user-item matrix has three similar users with PCC similarity
{1, 1, 1} and has three similar items with PCC similarity {0.1,
0.1, 0.1}. In this case, the prediction confidence by user-based
method is much higher than the item-based method, since the

similar users have higher similarities (PCC values) compar-
ing with the similar items. Consequently, conu is defined as

conu ¼
X

ua2SðuÞ

Sim0ðua; uÞP
ua2SðuÞ Sim

0ðua; uÞ
� Sim0ðua; uÞ ð9Þ

and coni is defined as

coni ¼
X
ik2SðiÞ

Sim0ðik; iÞP
ik2SðiÞ Sim

0ðik; iÞ
� Sim0ðik; iÞ; ð10Þ

where conu and coni are the prediction confidence of the
user-based method and item-based method, respectively,
and a higher value indicates a higher confidence on the
predicted value P ðru;iÞ.

Since different data sets may inherit their own data
distribution and correlation natures, a parameter �

(0 � � � 1) is employed to determine how much our QoS
value prediction approach relies on the user-based method
and the item-based method. When SðuÞ 6¼ ; ^ SðiÞ 6¼ ;, our
method predicts the missing QoS value ru;i by employing
the following equation:

P ðru;iÞ ¼ wu � uþ
P

ua2SðuÞ Sim
0ðua; uÞðrua;i � uaÞP

ua2SðuÞ Sim
0ðua; uÞ

 !

þ wi � iþ
P

ik2SðiÞ Sim
0ðik; iÞðru;ik � ikÞP

ik2SðiÞ Sim
0ðik; iÞ

 !
;

ð11Þ

where wu and wi are the weights of the user-based method
and the item-based method, respectively (wu þ wi ¼ 1). wu
is defined as

wu ¼
conu � �

conu � �þ coni � ð1� �Þ
ð12Þ

and wi is defined as

wi ¼
coni � ð1� �Þ

conu � �þ coni � ð1� �Þ
; ð13Þ

where both wu and wi are the combinations of the confidence
weights (conu and coni) and the parameter �. The prediction
confidence of the missing value P ðru;iÞ by our approach
using (11) can be calculated by equation

con ¼ wu � conu þ wi � coni: ð14Þ

When SðuÞ 6¼ ; ^ SðiÞ ¼ ;, since there are no similar
items, the missing value prediction degrades to the user-
based approach by employing (7), and the confidence of the
predicted value is con ¼ conu. Similarly, when SðuÞ ¼ ; ^
SðiÞ 6¼ ;, the missing value prediction relies only on the
similar items by employing (8), and the confidence of the
predicted value is con ¼ coni. When SðuÞ ¼ ; ^ SðiÞ ¼ ;,
since there are no similar users or items for the missing
value ru;i, we do not predict the missing value in the user-
item matrix. The prediction of P ðru;iÞ is defined as

P ðru;iÞ ¼ null: ð15Þ

By the above design, instead of predicting all the missing
values in the user-item training matrix, we only predict the
missing values, which have similar users or similar items.
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The consideration is that no prediction is better than bad
prediction, since the user-item matrix will be involved for
predicting QoS values for the active users and bad
prediction will decrease the prediction accuracy for the
active users. We also propose confidence weights (conu and
coni) to balance the user-based prediction and the item-
based prediction automatically. Moreover, a parameter � is
employed to enhance the feasibility of our method to
different data sets. These designs are different from all other
existing prediction methods and the experimental results in
Section 5 show that these designs can significantly enhance
the QoS value prediction accuracy of Web services.

4.3 Prediction for Active Users

After predicting missing values in the user-item matrix, we
apply the matrix for predicting QoS values for active users.
The prediction procedures are similar to the missing value
prediction in Section 4.2. The only difference is that when
SðuÞ ¼ ; ^ SðiÞ ¼ ;, we predict the QoS values by employ-
ing the user-mean (UMEAN) and item-mean (IMEAN),
where UMEAN is a vector of average QoS values of
different Web services observed by the service user a and
IMEAN is a vector of average QoS values of the Web service
item i observed by different service users. The prediction
formula is defined as

P ðra;iÞ ¼ wu � ra þ wi � ri; ð16Þ

where ra is the UMEAN and ri is the IMEAN. In this case,
the confidence of the predicted value is con ¼ 0.

4.4 Web Service Recommendation

After predicting the QoS values of Web services for an
active user, the predicted QoS values can be employed by
the following ways: 1) For a set of functionally equivalent
Web services, the optimal one can be selected out based on
their predicted QoS performance and the prediction
confidence. 2) For the Web services with different
functionalities, the top k best performing Web services
can be recommended to the service users to help them
discover potential good performing Web services. 3) The
top k active service users, who have good predicted QoS
values on a Web service, can be recommended to the
corresponding service provider to help the provider find its
potential customers.

Different from all other existing prediction methods, our
method not only provides the predicted QoS values for the
active users, but also includes the prediction confidences,
which can be employed by the service users for better Web
service selection.

4.5 Computational Complexity Analysis

This section discusses the upper bound on the worst-case
computational complexity of the QoS value prediction
algorithms. We assume there are m service users and n
Web services in the training matrix.

4.5.1 Complexity of Similarity Computation

In Section 3, the computational complexity of Simða; uÞ is
OðnÞ, since there are at most n intersecting Web services
between service user a and service user u. The computa-
tional complexity of Simði; jÞ is OðmÞ, since there are at

most m intersecting service users between Web service i
and Web service j.

4.5.2 Complexity of UPCC

When predicting the missing values for an active user
employing user-based PCC algorithm (7), we need to
compute similarities of the active user with all the m
training users in the training matrix (totally m similarity
computations). As discussed in Section 4.5.1, the computa-
tional complexity of each similarity computation is OðnÞ.
Therefore, the computational complexity of similarity
computation is OðmnÞ.

The computational complexity of each missing value
prediction for the active user is OðmÞ, since at most
m similar users will be employed for the prediction. There
are at most n missing values in an active user, so the
computational complexity of the value prediction for an
active user is OðmnÞ. Therefore, the total computational
complexity of UPCC (including similarity computation and
value prediction) is OðmnÞ.

4.5.3 Complexity of IPCC

When predicting the missing values for an active Web service
employing item-based PCC algorithm (8), we need to
compute similarities of the current Web service with all the
n Web services in the training matrix (totally n similarity
computations). As discussed in Section 4.5.1, the computa-
tional complexity of each similarity computation is OðmÞ.
Therefore, the computational complexity of similarity com-
putation is OðmnÞ.

After the similarity computation, for each missing value
of an active Web service, the value prediction computa-
tional complexity is OðnÞ, since at most n similar Web
services will be employed for the value prediction. There
are at most m missing values in an active Web service, so
the computational complexity of value prediction for an
active Web service is OðmnÞ. Therefore, the same as UPCC,
the computational complexity of IPCC is also OðmnÞ.

4.5.4 Complexity of Training Matrix Prediction

In Section 4.2, we predict the missing values in the training
matrix. When employing UPCC approach, the computa-
tional complexity is Oðm2nÞ since there are at most m rows
(users) to be predicted. When employing IPCC approach,
the computational complexity is Oðmn2Þ because there are
at most n columns (Web services) to be predicted.

Since our approach is a linear combination of the UPCC
and IPCC approaches, the computational complexity of our
approach is Oðm2nþmn2Þ. Because the value prediction for
the training matrix can be precomputed and recomputation
is required only when the training matrix is updated, it will
not influence the real-time prediction performance for
active users.

4.5.5 Complexity of Active User Prediction

As discussed in Section 4.5.2, the computational complexity
of UPCC for predicting values of an active user is OðmnÞ.
When employing IPCC, the similarities of different columns
(Web services) can be precomputed and there are at most
n missing values in the active user. For the prediction of
each missing value, the computational complexity is OðnÞ,
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since at most n similar Web services will be employed for

the prediction. Therefore, the computational complexity of

IPCC for an active user is Oðn2Þ.
Since our QoS value prediction approach is a linear

combination of UPCC and IPCC, the computational com-

plexity of our approach for an active user is Oðmnþ n2Þ.

5 IMPLEMENTATION AND EXPERIMENTS

5.1 Implementation

A prototype named WSRec [40] is implemented with JDK,

Eclipse, Axis2,6 and Apache Tomcat. In our prototype

design, WSRec controls a number of distributed computers

in different countries from Planet-lab7 for monitoring the

publicly available real-world Web services and collecting

their QoS performance data. These collected real-world Web

service QoS data are employed for studying the performance

of our prediction approach. Fig. 2 shows the architecture of

WSRec, which includes the following components

. The Input Handler receives and processes the Web
service QoS values provided by an active service
user.

. The Find Similar Users module finds similar users
from the training users of WSRec for the active user.

. The Predict Missing Data module predicts the
missing QoS values for the active user using our
approach and saves the predicted values.

. The Recommender module employs the predicted
QoS values to recommend optimal Web services to
the active user. This module also returns all
predicted values to the active user.

. The Test Case Generator generates test cases for the Web
service evaluations. Axis2 is employed for generating
test cases automatically in our implementation.

. The Training Data stores the collected Web service
QoS values, which will be employed for predicting
missing values of the active user.

. The Test Result Handler collects the Web service
evaluation results from the distributed computers.

. The Web Service Monitor controls a set of distributed
computers to monitor the Web services and record
their QoS performance.

To obtain information of real-world Web services from the
Internet, crawling programs are implemented. Totally 21,197
publicly available Web services are obtained by crawling
Web service information from: 1) Well-known companies
(e.g., Google, Amazon, etc.), 2) portal Websites that list publicly
available Web services (e.g., xmethods.net, webservicex.net,
etc.), and 3) Web service searching engines (e.g., seekda.com,
esynaps.com, etc.). We successfully generate client stub classes
for 18,102 Web services using the WSDL2Java tool from the
Axis2 package. A total of 343,917 Java Classes are generated.
The Web services which fail during the client stub generation
are mainly due to network connection problems (e.g., connec-
tion timeout, HTTP 400, 401, 403, 500, 502, and 503),
FileNotFoundException and InvalidWSDLFiles.

Since it is difficult to monitor all the Web services at the
same time, we randomly select 100 Web services which are
located in 22 countries for our experiments. Some of the
initially selected Web services have to be replaced due to:
1) authentication required, 2) permanent invocation failure
(e.g., the Web service is shutdown), and 3) too long
processing duration. One hundred and fifty computers in
24 countries from Planet-Lab [6] are employed to monitor
and collect QoS information on the selected Web services.
About 1.5 millions Web service invocations are executed
and the test results are collected.

By processing the experimental results, we obtain a
150� 100 user-item matrix, where each entry in the matrix
is a vector including two QoS values, i.e., response time and
failure rate. Response time represents the time duration
between the client sending a request and receiving a
response, while failure rate represents the ratio between
the number of invocation failures and the total number of
invocations. In our experiments, each service user invokes
each Web service for 100 times. Figs. 3a and 3b show the
value distributions of response time and failure rate of the
15,000 entries in the matrix, respectively. Fig. 3a shows that
the means of response times of most entries are smaller than
5,000 milliseconds and different Web service invocations
contain large variances in real environment. Fig. 3b shows
that failure probabilities of most entries (85.68 percent) are
smaller than 1 percent, while failure probabilities of a small
part of entries (8.34 percent) are larger than 16 percent.

In the following sections, the unit of response time is
milliseconds. Comprehensive analysis of the experimental
results will be reported and more experimental raw data
(e.g., the distributed computer nodes and Web services, the
QoS user-item matrix, all the 1.5 millions invocation results,
etc.) are provided online.8
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Fig. 2. Architecture of WSRec.

Fig. 3. Value distributions of the user-item matrix.

6. http://ws.apache.org/axis2.
7. http://www.planet-lab.org. 8. http://www.wsdream.net.



5.2 Experimental Setup

We divide the 150 service users into two parts, one part as

training users and the other part as active users. For the

training matrix, we randomly remove entries to make the

matrix sparser with different density (e.g., 10, 20 percent,

etc.). For an active user, we also randomly remove different

number of entries and name the number of remaining

entries as given number, which denotes the number of entries

(QoS values) provided by the active user. Different methods

are employed for predicting the QoS values of the removed

entries. The original values of the removed entries are used

as the expected values to study the prediction accuracy. The

experimental parameters and their descriptions are sum-

marized in Table 1.
We use Mean Absolute Error (MAE) and Root Mean

Square Error (RMSE) metrics to measure the prediction

quality of our method in comparison with other collabora-

tive filtering methods. MAE is defined as

MAE ¼
P

i;j jri;j � bri;jj
N

ð17Þ

and RMSE is defined as

RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
i;jðri;j � bri;jÞ2

N

s
; ð18Þ

where ri;j denotes the expected QoS value of Web service j
observed by user i, bri;j is the predicted QoS value, and N is
the number of predicted values.

5.3 Performance Comparison

To study the prediction performance, we compare our
approach (named as WSRec) with four other well-known
approaches: user-mean, item-mean, user-based prediction
algorithm using PCC (UPCC) [2], and item-based algorithm
using PCC (IPCC) [24]. UMEAN employs the average QoS
performance of the current service user on other Web
services to predict the QoS performance of other Web
services, while IMEAN employs the average QoS perfor-
mance of the Web service observed by other service users to
predict the QoS performance for the current active user.
UPCC only employs similar users for the QoS performance
prediction by employing (7), while IPCC only employs
similar Web services for the prediction by employing (8).

Table 2 shows the MAE and RMSE results of different
prediction methods on response time and failure rate employ-
ing 10, 20, and 30 percent densities of the training matrix,
respectively. For the active users, we vary the number of
provided QoS values (given number) as 10, 20, and 30 by
randomly removing entries (named as G10, G20, and G30,
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respectively, in Table 2). We also vary the number of
training users as 100 and 140. We set � ¼ 0:1, since the item-
based approach achieves better prediction accuracy than
the user-based approach in our Web service QoS data set.
The detailed investigation of the � value setting will be
shown in Section 5.8. Each experiment is run for 50 times
and the average MAE and RMSE values are reported. We
did not report the confidence interval of the experiments
since those values are very small.

The experimental results of Table 2 shows that:

. Under all experimental settings, our WSRec method
obtains smaller MAE and RMSE values consistently,
which indicates better prediction accuracy.

. The MAE and RMSE values of WSRec become
smaller with the increase of the given number from
10 to 30, indicating that the prediction accuracy can
be improved by providing more QoS values.

. With the increase of the training user number from
100 to 140, and with the increase of the training
matrix density from 10 to 30 percent, the prediction
accuracy also achieve significant enhancement, since
larger and denser training matrix provides more
information for the prediction.

. The item-based approaches (IMEAN, IPCC) outper-
form the user-based approaches (UMEAN, UPCC).
This observation indicates that similar Web services
provide more information than similar users for the
prediction in our user-item matrix.

In order to compare the Web service QoS value
prediction performance of our approach with other state-
of-the-art memory-based collaborative filtering approaches,
extensive experiments are conducted. We compare with the
following algorithms: Personalized QoS Prediction (PQP)
[25], and Similarity Fusion (SF) [30]. PQP [25] predicts
missing values by employing QoS data from similar users,
while SF [30] predicts missing values by fusing the
predictions from three sources, i.e., predictions based on
ratings of the same item by other users, predictions based
on different item ratings made by the same user, and
predictions based on data from similar users on similar
items. Tables 3 and 4 summarize our experimental results.
As shown in these tables, our method outperforms the
competitive approaches in various experimental settings.

5.4 Impact of the Missing Value Prediction

The missing value prediction in Section 4.2 makes use of the
similar users and similar items to predict the missing values
of the training matrix to make it more denser. Our WSRec
method alleviates the potential negative influences of bad
prediction on the missing data by not predicting the
missing value if it has neither similar users nor similar
items. To study the impact of the missing value prediction, we
implement two versions of WSRec. One version employs
missing value prediction while the other version does not.
In the experiments, we vary the given number of the active
users from 5 to 50 with a step value of 5 and vary the values
of training users from 20 to 140 with a step value of 20. In
reality, the training matrix is usually very sparse, therefore,
we set the density ¼ 10 percent to make the training matrix
sparser. We also set Top-K = 10, which means that the top 10
similar neighbors will be employed for value prediction.

Fig. 4 shows the experimental results, where Figs. 4a, 4b,
4c, and 4d show the experimental results of response time
and Figs. 4e 4f, 4g, and 4h show the experimental results of
failure rate. Fig. 4 indicates that:

. WSRec with missing value prediction outperforms
WSRec without missing value prediction consistently in
all experimental settings, indicating that by predict-
ing missing values for the training matrix, we are able
to obtain more accurate prediction results.

. The prediction accuracies of both the two versions of
WSRec enhance with the increase of given number
and training user number. Since more QoS values
and a larger training matrix provide more informa-
tion for the missing value prediction.

. The same as the results shown in Table 2, the results
of RMSE is following the same trend of MAE. Due to
space limitation, in the following experiments, we
only report the experimental results of MAE.

5.5 Impact of the Significance Weight

Significance weight makes the similarity computation more
reasonable in practice by devaluing the similarities which
look similar but are actually not. To study the impact of the
significance weight, we implement two versions of WSRec,
one version employs significance weight for the similarity
computation, while the other version does not. In the

ZHENG ET AL.: QOS-AWARE WEB SERVICE RECOMMENDATION BY COLLABORATIVE FILTERING 147

TABLE 3
MAE Comparison on Response Time (Smaller Value Means Better Performance)

TABLE 4
MAE Comparison on Failure Rate (Smaller Value Means Better Performance)



experiment, we set given number ¼ 5, � ¼ 0:1, and training
users ¼ 140. We vary the density of the training matrix
from 5 to 50 percent with a step value of 5 percent. We do
not study the density value of 0, since in that case the
training matrix contains no information and cannot be
employed for the QoS value prediction.

Figs. 5a and 5c employ Top-K ¼ 5, while Figs. 5b and 5d
employ Top-K ¼ 10. Fig. 5 shows that WSRec with sig-
nificance weight obtains better prediction accuracy consis-
tently than WSRec without significance weight. The
improvement is not significant since the improvement of
excluding dissimilar neighbors is alleviated by a lot of
normal cases. The cases of excluding dissimilar neighbors
do not happen very often comparing with the normal cases
in our experiments.

As shown in Fig. 5, when the training matrix density
increase, the prediction improvement of employing sig-
nificance weight becomes more significant. Since with denser
training matrix, more similar users will be found for the
current user and the influence of excluding dissimilar users
is thus becoming more significant.

5.6 Impact of the Confidence Weight

Confidence weight determines how to make use of the
predicted values from the user-based method and the
item-based method to achieve higher prediction accuracy

automatically. To study the impact of the confidence weight,
we also implement two versions of WSRec, one version
employs confidence weight, while the other version does not.
In the experiments, Top-K ¼ 10 and training users ¼ 140.
We also set � ¼ 0:5, so that how to combine the user-based
results and item-based results is not influenced by � and is
determined by the confidence weight alone.

Figs. 6a and 6c show the experimental results with given
number change, while Figs. 6b and 6d show the experi-
mental results with training matrix density change. As
shown in Fig. 6, WSRec with confidence weight outperforms
WSRec without confidence weight for both the response time
and failure rate. Fig. 6 also shows that the MAE values
become smaller with the increase of the given number and
the training matrix density, which is consistent with the
observation from Table 2.

5.7 Impact of Enhanced Top K

In our WSRec prediction method, we exclude dissimilar
users with negative PCC values from the Top-K similar
neighbors by using an enhanced Top-K algorithm. To study
the impact of our enhanced Top-K algorithm on the
prediction results, we implement two versions of WSRec.
One version employs enhanced Top-K, while the other does
not. Figs. 7a and 7c show the experimental results of
response time and failure rate with given number change
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under the experimental settings of density ¼ 10 percent,
training users ¼ 140, � ¼ 0:1, and Top-K ¼ 10. Figs. 7b
and 7d show the MAE values with top k value change
under the experimental settings of density ¼ 10 percent,
given number ¼ 5, and training users ¼ 140.

Fig. 7 shows that WSRec with the enhanced Top-K outper-
forms WSRec without the enhanced Top-K for both the response
time and failure rate. The prediction performance of WSRec
without the enhanced Top-K is not stable, since it may include
dissimilar neighbors, which will greatly influence the
prediction accuracy. Moreover, as shown in Figs. 7a and
7c, while the given number increases, differences of the two
WSRec versions in MAE decrease. Since with larger given
number, more similar users can be found for the current
active user, the probability of selecting dissimilar users with
negative PCC values as the top 10 similar user (Top-K ¼ 10
in the experiment) is small. Our enhanced Top-K algorithm
works only at situations that the number of similar users is
smaller than the value of Top-K. Fig. 7 shows that the
parameter Top-K can be set to be a large value for obtaining
optimal performance in our WSRec approach.

5.8 Impact of �

Different data sets may have different data correlation
characteristics. Parameter � makes our prediction method
more feasible and adaptable to different data sets. If � ¼ 1,

we only extract information from the similar users, and if
� ¼ 0, we only consider valuable information from the
similar items. In other cases, we fuse information from both
similar users and similar items based on the value of � to
predict the missing value for active users.

To study the impact of the parameter � to our
collaborative filtering method, we set Top-K ¼ 10 and
training users ¼ 140. We vary the value of � from 0 to 1
with a step value of 0.1. Figs. 8a and 8c show the results of
given number ¼ 10; 20, and 30 with 20 percent density
training matrix of response time and failure rate, respectively.
Figs. 8b and 8d show the results of density ¼ 10; 20, and
30 percent with given number ¼ 20 of response time and
failure rate, respectively.

Observing from Fig. 8, we draw the conclusion that the
value of � impacts the recommendation results significantly,
and a suitable � value will provide better prediction
accuracy. Another interesting observation is that, in Fig. 8a,
with the given number increasing from 10 to 30, the optimal
value of �, which obtains the minimal MAE values of the
curves in the figure, shifts from 0.1 to 0.3. This indicates that
the optimal � value is influenced by the given number.
Similar to the observation in Figs. 8a and 8c, the optimal value
of � for failure rate shifts from 0 to 0.7, indicating that the
optimal � value is influenced not only by the given number,
but also by the nature of data sets. For both the response time
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and failure rate, the similar items are more important than the
similar users when limited Web service QoS values are given
by the active users, while the similar users become more
important when more QoS values are available from
the active users. This observation is also confirmed by the
experimental results reported in Table 2, where the IPCC
outperforms the UPCC for all the given number ¼ 10, 20, and
30. This is reasonable, since with limited user-given QoS
values, the UMEAN prediction method, which employs the
mean of the user-given QoS values to predict the QoS values
of other Web services for this user, exhibits higher probability
to be inaccurate. This will influence the prediction perfor-
mance of UPCC, which is based on the value predicted by
UMEAN for the missing value prediction as shown in (7).

As shown in Figs. 8b and 8d, with the given number of
20, all the three curves (Density 10, 20, and 30 percent) of
response time and failure rate obtain the best prediction
performance with the same � value (� ¼ 0:2 for response time
and � ¼ 0 for failure rate), indicating that the optimal � value
is not influenced by the training matrix density.

6 RELATED WORK AND DISCUSSION

For presenting the nonfunctional characteristics of the Web
services, QoS models of Web services have been discussed
in a number of research investigations [13], [20], [21], [23],
[29]. Based on the QoS performance of Web services,
various approaches have been proposed for Web service
selection [1], [5], [9], [33], [36], which enables optimal Web
service to be identified from a set of functionally similar or
equivalent Web service candidates. To obtain the values of
the user-dependent QoS properties for a certain user, Web
service evaluations from the client side are usually required
[7], [18], [31]. To avoid the expensive real-world Web
service invocations, our work employs the information of
other similar service users as well as similar Web services to
predict the QoS values for the active users.

Collaborative filtering methods are widely adopted in
recommender systems [3], [17], [22]. Two types of colla-
borative filtering approaches are widely studied: memory
based and model based. The most analyzed examples of
memory-based collaborative filtering include user-based
approaches [2], [10], [14], item-based approaches [8], [16],
[24], and their fusion [30], [40]. User-based approaches
predict the ratings of active users based on the ratings of
their similar users, and item-based approaches predict the
ratings of active users based on the computed information
of items similar to those chosen by the active users. User-
based and item-based approaches often use the PCC
algorithm [22] and the VSS algorithm [2] as the similarity
computation methods. PCC-based collaborative filtering
generally can achieve higher performance than VSS, since it
considers the differences in the user rating style. Wang et al.
[30] combined user-based and item-based collaborative
filtering approaches for movie recommendation. Different
from Wang’s work which uses similarity fusion, our
approach considers the prediction confidence weights and
design a parameter � to determine how much our QoS
value prediction approach relies on the user-based method
and the item-based method. Moreover, our approach
predicts the missing values for the training matrix first
before the QoS value prediction for active users.

In the model-based collaborative filtering approaches,
training data sets are used to train a predefined model.
Examples of model-based approaches include the clustering
model [32], aspect models [11], [12], [26] and the latent
factor model [4]. Our collaborative filtering approach
focuses on the memory-based methods since they are more
intuitive to interpret the Web service recommendations.
More investigations on the model-based approaches and
imputation techniques for Web service QoS value predic-
tion will be conducted in our future work. Different from
the previous work [17], [22], [24] which mainly focuses on
movie recommendation, our work provides a comprehen-
sive study of how to provide accurate QoS value prediction
for Web services.

There is limited work in the literature employing
collaborative filtering methods for Web service QoS value
prediction. One of the most important reasons that obstruct
the research is that there is no large-scale real-world Web
service QoS data sets available for studying the prediction
accuracy. Without convincing and sufficient real-world
Web service QoS data, the characteristics of Web service
QoS information cannot be fully mined and the perfor-
mance of the proposed algorithms cannot be justified. Work
[15], [27] mention the idea of applying collaborative filtering
methods to Web service recommendation and employs the
MovieLens data set for experimental studies. However,
employing the movie rating data set for studying Web
service QoS value prediction is not convincing enough.
Shao et al. [25] propose a user-based personalized QoS
value prediction for Web services. In Section 5.3, we have
shown that our approach outperforms this approach under
different experimental settings.

Real-world Web service evaluations from distributed
locations is not an easy task. In our previous work [36], [37],
a real-world Web service evaluation has been conducted by
five service users on eight publicly accessible Web services.
Since the scale of this experiment is too small, the
experimental results are not scalable for future research.
In this paper, we conduct a large-scale real-world evalua-
tion by involving 150 service users and 100 real-world Web
services. 1.5 millions Web service invocation results are
collected. This is the largest scale of QoS data that have even
been collected for Web services. Our Web service QoS data
set is released to promote future research and make our
experimental study reproducible. This Web service QoS
data set not only be employed for investigating Web service
Qos value prediction, but also be employed for a lot of other
QoS driven research topics, such as service selection [33],
optimal service composition [34], fault tolerant Web
services [38], composite service reliability prediction [39],
Web service recommendation [40], and so on.

7 CONCLUSION

In this paper, we propose an approach for predicting QoS
values of Web services by systematically combining the
user-based PCC approach and the item-based PCC ap-
proach. Large-scale real-world experiments are conducted
and the comprehensive experimental results show the
effectiveness and feasibility of our approach.

Our ongoing research includes collecting QoS perfor-
mance of more real-world Web services from more service
users. More investigations will be conducted for QoS value
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updates, since the QoS values of Web services are changing
from time to time in reality. In our Web service evaluations
reported in this paper, to reduce the effect of the Web
service invocations to the real-world Web services, we only
selected one operation from a Web service for making
evaluations and employ the performance of this operation
to present the performance of the Web service. More
investigations will be conducted on different operations of
the same Web service in our future work.
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