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Abstract. Recommendation, in the filed of machine learning, is known
as a technique of identifying user preferences to new items with rat-
ings from recommender systems. Recently, one novel recommendation
model using Green’s function treats recommendation as the process of
label propagation. Although this model outperforms many standard rec-
ommendation methods, it suffers from information loss during graph
construction because of data sparsity. In this paper, aiming at solv-
ing this problem and improving prediction accuracy, we propose an en-
hanced semi-supervised Green’s function recommendation model. The
main contributions are two-fold: 1) To reduce information loss, we pro-
pose a novel graph construction method with global and local consistent
similarity; 2) We enhance the recommendation algorithm with the multi-
class semi-supervised learning framework. Finally, experimental results
on real world data demonstrate the effectiveness of our model.

Keywords: Green’s function, semi-supervised learning, recommender
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1 Introduction

In modern days, people are usually overwhelmed with various of choices on the
web and waste much time searching the wanted one. Recommendation, as the
technology to suggest personalized items to meet special needs and tastes of
different persons [1][6], has been widely applied into many e-commercial and
entertainment web sites, like Amazon and IMDb. The feedback shows that rec-
ommender systems not only improve consumer satisfaction but also increase
the profit of e-commercial systems. On the other hand, recommendation with
rating information from recommender systems, as an application of machine
learning, has been studied widely in academic. Normally, recommendation can
be regarded as a prediction task : given a partially observed user-item rating
matrix R0 ∈ RM×N , whose rows represent M users, columns represent N items,
non-zero elements represent observed ratings and zero elements represent those
unknown ratings, the goal is to predict unknown ratings to complete the matrix,
with each element rjk (1 ≤ j ≤ M, 1 ≤ k ≤ N) in the range of rating 1, ..., R
(R > 1, R ∈ Z). Various recommendation methods have been proposed, mainly
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divided into two categories: memory-based and model-based methods [10]. In our
paper, we focus on the memory-based methods, which assume that similar users
rate the same item similarly or similar items get similar ratings from the same
users. Standard memory-based methods can be further divided into user-based
[5] [12]and item-based methods [2][11].

Recently, one model applying Green’s function learning framework [3] is pro-
posed as an item-based recommendation method. Green’s function for the Laplace
operator represents the propagation of influence of point sources. This model takes
a novel view by treating recommendation as the process of label information prop-
agation from labeled data (i.e., items with ratings) to unlabeled data (i.e., items
without ratings). Although this model is based on memory-based assumption, it
utilizes the item graph and label propagation to make prediction. Moreover, it ob-
tains a higher prediction accuracy compared to standard memory-based methods
while its algorithm is more compact and simpler.

However, there are still some limitations with the Green’s function recom-
mendation model. One essential issue of the model is that the Green’s function
is sensitive to the item graph. The previous model constructs the item graph
with the simple cosine similarity between items. Due to the sparse data in real
recommender systems, one item with few ratings and the other with many rat-
ings may be considered to be with low similarity using cosine similarity. In
addition, cosine similarity computes the similarity in a local view since each
similarity is inferred from the concurrent ratings of only two items. As a re-
sult, the item graph by cosine similarity suffers from information loss so that it
can degrade the performance of Green’s function method. Likewise, some other
standard similarity computation methods, like Pearson Correlation Coefficient
(PCC) [7] and conditional probability [11], also suffer the same local similarity
problem. Another limitation is that the previous algorithm needs normalization
and post-processing to get the prediction value and it is more preferable to the
two-rating case.

In this paper, aiming at resolving the local similarity problem in item graph
construction, we first propose an enhanced item Graph construction method.
More specially, we derive latent features from ratings with one popular latent
feature model PMF (probabilistic matrix factorization), and impose the consis-
tency between the global similarity from latent features and the local similarity
from standard similarity methods. At the same time, considering the process
of Green’s function recommendation similar to semi-supervised learning, we ex-
tend the previous algorithm with multi-classes semi-supervised learning, making
it more suitable for recommendation with a larger rating range. Finally, we con-
duct a series of experiments on the famous real world dataset (i.e., MovieLens) to
evaluate the performance of our model. Comparing to previous Green’s function
model and other memory-based methods, the experimental results demonstrate
the effectiveness of our model.

The remainder of this paper is organized as follows. In Section 2, we provide
an overview of Green’s function recommendation framework and item graph
construction. Section 3 illustrates our novel recommendation model. The results
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of empirical analysis are presented in Section 4, followed by the conclusion in
Section 5.

2 Related Works

2.1 Green’s Function Recommendation Model

Originally Green’s function is involved with the Laplace operator in many physics
problems, like the diffusion process. The physical explanation is that Green’s
function represents the propagation of influence of point sources. Considering
the similarity between label propagation and the diffusion process, Green’s func-
tion is applied into machine learning with label propagation. As a graph-based
learning model, Green’s function is applied into recommendation [3] to predict
unknown ratings for items. This recommendation model is memory-based while
it is different from other standard memory-based methods which only use simple
averaging ratings of similar items or users.

In this graph-based recommendation model, an item graph must be con-
structed first. An item graph is an undirected graph G = (ν, ε) with a weight
w ∈ W in each edge e ∈ ε and each node v ∈ ν as an item, where wjk = wkj ,
0 ≤ wjk < 1 when j #= k and wjk = 1 when j = k. An item graph is constructed
by calculating similarity between items. This model to construct an item graph
is to utilize standard similarity methods, such as cosine similarity and PCC.
Cosine similarity is simple to calculate but it is in favor of frequently rated
items and ignore the different rating styles of different users. Pearson Correla-
tion Coefficient (PCC) is proposed to consider different rating styles of users.
PCC between two items is based on the common users rating the two items.
However, PCC can overestimate similarities between items which happen to be
rated by a few users identically in the sparse dataset [8]. Therefore, they both
suffer from information loss in large sparse datasets from real recommender sys-
tems. What’s more, both cosine similarity and PCC only take a local view of
similarity, which is based on the common items or users. All these can reduce
the prediction accuracy for recommendation.

When the item graph is constructed, Green’s function is calculated in this
way: given the item graph with edge weights W , the combinatorial Laplacian is
defined as L = D−W , where D is the diagonal matrix with sums of each row of
W , and then Green’s function is defined as G = L−1

(+) = 1
(D−W )+

=
∑n

i=2
viv

T
i

λi

without the zero-value eigenvalue, where Lvi = λivi, vT
p vq = δpq, and 0 = λ1 ≤

λ2 ≤ ... ≤ λn are the eigenvalues of the corresponding eigenvectors v1, v2, ..., vn.
With Green’s function from the item graph, recommendation is viewed as a linear
influence propagation. The algorithm is defined as R̂T = GRT

0 , where R0, R̂T

are the original and predicted matrix respectively. The algorithm is direct and
simple while the results from this formula need much postprocess to get the
integer ratings. As a matter of fact, the label propagation process is similar to
semi-supervised learning which makes label prediction of unlabeled data only
with labeled data. This scenario of semi-supervised learning with only a small
number of labeled data is in favor of data sparsity in recommender systems.
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2.2 Latent Feature Models

Latent features are usually inferred from the whole rating information and hence
they are in a global view to describe items or users. In spite being implicit, some
latent features can best describe the characteristics of items or users. Among
latent feature models, probabilistic matrix factorization (PMF) [9][4] is used
widely recently. PMF assumes the probabilistic linear model into the observa-
tions and it works well on a large and sparse dataset. The objective of PMF is to
maximize the log likelihood of the posterior distribution. The gradient algorithm
is applied to calculate the results.

3 Our Enhanced Model

In this section, we detail our proposed enhanced Green’s function recommenda-
tion model based on: 1) a novel item graph construction with global and local
consistent similarity (GLCS); 2) extended multi-classes semi-supervised recom-
mendation algorithm.

3.1 Item Graph Based on Global and Local Consistent Similarity
(GLCS)

The item graph in previous model suffers from information loss, with cosine
similarity only in the view of local similarity. To construct a more precise item
graph, we should impose the consistency between local and global view of simi-
larity. The latent features are able to describe items in a global view since they
are referred from the whole rating information, which is different from cosine
similarity only based on ratings of two items. We adopt the popular PMF to
calculate the item latent features from the user-item rating matrix R0.

The idea of Global and Local Consistent Similarity (GLCS) is that the simi-
larity between two items consists of two parts: one is the classical similarity and
the other is similarity between two item latent feature vectors derived by PMF.
The representation of GLCS is given in the following Eq.(1):

GLCS(j, k) = µsim(vj ,vk) + (1 − µ)sim(j, k), (1)

where µ is a parameter to control the weight of consistency between the global
and local view, sim(j, k) is cosine similarity or PCC as the local view, and
sim(vj ,vk) is the cosine similarity of two item latent feature vectors vj , vk as
the global view.

Let rij be the rating of user i for item j, and each rating rij values from 0
to 1 using the mapping function f(x) = (x − 1)/(R − 1). U ∈ Rk×M and V ∈
Rk×N represent the latent user-specific and item-specific feature matrices, with
column vectors ui and vj denoting user and item feature vectors respectively. We
define the conditional distribution over the observed ratings as p(R0|U, V, σ2

R) =∏M
i=1

∏N
j=1 N [(rij |g(uT

i vj), σ2)]Iij , where Iij is the indicator function equal to 1
if user i rated item j. Besides, we also place zero-mean spherical Gaussian priors
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on user and item feature vectors, with p(U |σ2
U ) =

M∏
i=1

N (ui|0, σ2
UI), p(V |σ2

V ) =

N∏
j=1

N (vj |0, σ2
V I). The objective of PMF is to minimize the function

L(R0, U, V ) =
1
2

M∑

i=1

N∑

j=1

Iij(rij − g(uT
i vj))

2+
λU

2

M∑

i=1

||ui||2Fro+
λV

2

N∑

j=1

||vj ||2Fro,

(2)
where λU = σ2/σ2

U , λV = σ2/σ2
V and ‖.‖2

Fro denotes the Frobenius norm. A
local minimum of the objective function can be obtained with gradient descent
algorithm in ui and vj .

3.2 Semi-supervised Recommendation Algorithm Based on GLCS

In our paper, we apply the algorithm of the multi-class semi-supervised learning
with Green’s function to recommendation. This model treats each rating in the
rating sets {1, ...,R} as a label and there are R ratings corresponding to R labels.
When we construct the item graph based on GLCS, we calculate its Green’s
function G =

∑n
i=2

viv
T
i

λi
. With G, we apply the multi-classes semi-supervised

learning model to our recommendation model. The algorithm is presented as:

yjk =
{

1, k = arg maxk
∑l

i=1 Gjiyik

0, otherwise
, 1 ≤ j ≤ n. (3)

Here we set the background to be that the ratings are discrete values. When
we get the resulting R̂T , we can do some data process to make sure that the
elements are integers in the range {1, ...,R}. One frequently used method is to
set a threshold for each rating value.

4 Experimental Analysis

Our experimental analysis is expected to address the following questions: 1)
What is the performance of our Green’s function recommendation with GLCS
comparing with previous Green’s function recommendation algorithms with co-
sine similarity or PCC? 2) How does our approach comparing to traditional
memory-based recommendation methods? 3) How does the parameter µ in cal-
culating GLCS affect the performance of our approach?

4.1 Dataset and Metrics

We conduct our experiments over the MovieLens1 dataset. The data were col-
lected through the MovieLens, a famous Web-based recommender system, dur-
ing the 7-month period from September 19th, 1997 through April 22nd, 1998.
1 http://www.cs.umn.edu/Research/GroupsLens/
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This dataset contains 100,000 integer ratings (1-5 scales) from 943 users on 1682
movies. Each user on average rated at least 20 movies with a sparsity level
1 − 100000

943×1682 = 93.70%. The data are split 80%/20% into training data and test
data, with 80, 000 ratings in training dataset and 20, 000 ratings in test dataset.

We use three most widely used metrics to measure the prediction quality of
recommendation approaches in our experiments: Mean Absolute Error(MAE),
Mean Zero-one Error(MZOE) and Rooted Mean Squared Error(RMSE).

4.2 Experimental Results

In our paper, we compared our model (GGLCS) with 6 representative methods
from memory-based methods in order to measure the prediction accuracy. We
implement all the 6 methods on the same dataset. Four of these baseline methods
are item-based (ICOS, IPCC) [2][11] and user-based (UCOS, UPCC) [5] method
with cosine similarity and PCC respectively. GCOS and GPCC are the previous
model using cosine similarityand PCC respectively. Besides, we also conduct
some experiments to measure the impact of parameter weight µ with different
latent feature dimensionality k. In our experiments, the rating background is set
to be discrete-valued.

– Impact of Weight Parameter µ. There is a weight parameter µ to balance
the similarity from global view with latent features and local view from cosine
similarity or PCC. When µ = 0, the item similarity is only the classical
cosine similarity or PCC, and when µ = 1, the item similarity is only derived
from latent features. In other cases that µ is between (0, 1), we obtain the
item similarity combining with global and local views.

Fig. 1 shows the impacts of µ on MAE, MZOE and RMSE with the
dimensionality k = 5. We can observe from this figure that the value of µ
affects the performances of our model significantly. As shown in all the three
charts in Fig 1, when µ increases, the three prediction errors decrease first.
But when µ passes 0.5, the prediction error begins to decrease with further
increase of µ. From Fig. 2, we can observe the similar sensitivity of weight
parameter µ to performance of our model when the k = 10. The optimal
value of weight parameter is near 0.5 to get the best prediction accuracy.

0 0.2 0.4 0.6 0.8 1
0.83

0.84

0.85

0.86

0.87

0.88

0.89

0.9

Values of Weight

M
A

E

(a)

0 0.2 0.4 0.6 0.8 1
0.595

0.6

0.605

0.61

0.615

Values of Weight

M
Z

O
E

(b)

0 0.2 0.4 0.6 0.8 1
1.2

1.21

1.22

1.23

1.24

1.25

1.26

1.27

1.28

Values of Weight

R
M

S
E

(c)

Fig. 1. Performance with Different Values of Weight Parameter µ at k=5
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Fig. 2. Performance with Different Values of Weight Parameter µ at k=10

Table 1. Comparison with Different Recommendation Methods on MAE, MZOE and
RMSE
!!!!!!!!!Metrics

Methods UCOS UPCC ICOS IPCC GCOS GPCC GGLCS(k 5) GGLCS(k 10)

MAE 0.962 0.943 0.890 0.889 0.883 0.861 0.835 0.827
MZOE 0.653 0.639 0.621 0.618 0.613 0.604 0.599 0.594
RMSE 1.281 1.278 1.275 1.271 1.269 1.249 1.208 1.198

This phenomenon coincides with the intuition that item graph construction
with both global and local similarity can help to obtain better performances.
We can conclude that when the weight µ between global and local similarities
is equal and balanced, our enhanced model can have a better performance
in the MovieLens dataset.

– Performance Comparison. In order to evaluate the efficiency and superior-
ity of our model, we set the parameter µ = 0.5 in our model which achieves the
best consistency between global and local similarity and the best accuracy. Ta-
ble 1 shows the results of performance of different recommendation methods.
We observe that our model GGLCS has the lowest MAE, MZOE and RMSE
among these errors in both k = 5 and k = 10. Compared to MAE of previous
model with cosine similarity, the accuracy of our model improves about 6.4%
when k = 10 and 5.4% when k = 5. Compared to ICOS, our model at k = 10
can improve the accuracy about 7.2%. The results demonstrate efficiency and
superiority of our model over other memory-based methods. Another obser-
vation from this table is that user-based recommendation is worse than any
item-based recommendation in MovieLens dataset and also much worse than
any Green’s function recommendation.

5 Conclusions

Previous Green’s function recommendation model with cosine similarity suffers
from information loss during the item graph construction in sparse data due to
the local similarity problem. In this paper, we propose an enhanced method to
construct the item graph by imposing global and local consistence on similarity
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computation, where the global view is provided by latent features. What’s more,
we extend the Green’s function recommendation algorithm with multi-classes
semi-supervised learning framework. Finally, we conduct some experiments with
a famous dataset to demonstrate that our approach outperforms the previous
Green’s function recommendation and other memory-based methods.
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