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Abstract

Pose estimation and motion tracking from image se-
guences is useful in many robotic applications. We propose
areal time algorithmwhich performs these two tasks using
an iterative two-stage process. (1) depth prediction and (2)
pose calculation. An analytical expression for determining
the convergence is also obtained. The algorithmwastested
successfully on synthetic and real image sequences.

1. Introduction

Determining the motion information from an image
sequence is useful in various applications such as pho-
togrammetry, passive navigation, industry inspection, and
computer-human interface. The Kalman filter method [8, 3]
provides an optimal least square estimate to the motion in-
formation. However, it has difficulties in handling the oc-
clusionproblemnicely. Moreover, the Kalman filter method
has the numerical instability problemwhich reguires special
treatment [5]. In this paper, we propose a new algorithm
for pose/motion estimation which provides a least square
estimate to the motion recovery problemand isnot based on
the Kalman filter methodology. The framework is general
enough to be able to incorporate more robust techniques to
increaseitsstability. Alsoan extension, whichtaking the ad-
vantage of the model-based nature of our algorithm, to solve
the occlusion problem is currently under devel opment.

Consider acamerawithitsfocal plane'sorigin placing at
(0,0, f), asinFig. 1, where f isthefocal length of thecam-
era. Givenaset of 3D points {P;} wherei = 12,..., N
which is being transformed (rotation followed by tranda
tion) to yield another set of points {P’}; i = 1,2,..., N
(P%isunknowninour problem). Theprojectionof thetrans-
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Figure 1. Relationship between original,

transformed and projected points

formed point set on theimage planeis {Q’ : (xQ’,’yQ’,)’i:
1,2,...,N}.t Assuming the coordinates of the set of
transformed points are {P} : (zp/,ypr,zp)'}, they are
related to the image points by a perspective projection

zg = [ * j: Yo, = [+ Zj: In this arrangement, any
pointinthei mégewould giveaﬁ inverse projectionray with
- (xg,lgr Y + fz)—%(xQ;,x_Qi,f)f as the direction
vector onthisray. Theactual coordinates of thispointinthe
3D space can be written as P}, = d,7;, where d;(ascaar) is
the depth of the actual feature point from the perspectivity
center.

Given {Q!} and a three dimensiona model P; =

(l‘pl,ypl,ZPl)t; i = 1,2 ...,N, we seek R, T and

1We used bolded font for a 3D vector in the camera coordinate space
and normal font for a 2D vector on the image plane.



{d;};i=1,2,..., N such that
emin(R, T, {d;}) = min>_ [|diD; — (RP; + T)|I” (1)

where e is a measurement function of the current fit of the
rotation matrix R and translation T. And d; corresponds
to the depth value which determines where in the 3D space
should the actual point be located along the projection ray.

2 Poseestimation algorithm

To solve the above minimization problem, least square
minimization methods can be applied to the whole parameter
space to find the minimum of the measurement function
e. However as the number of parameters increases, the
computational effort required tofind the minimumincreases
rapidly dueto the non-linear nature of the problem. Withthe
observation that the actual feature points must reside on the
projection rays, we propose that the minimization process
should be broken down into a two-stage process. the first
stage estimates the positions of al feature pointsin the 3D
space. The estimated positions will then be passed to the
second stage - a least square fitting of two 3D point sets,
which can be efficiently solved by various established non-
iterative methods such as the singular value decomposition
method [1, 4]. The above procedure is repeated until the
valuesof R, and T converge. The algorithmis as follows:

Algorithm 1 Model-based Pose Estimation
> Input
{P;}; i =1,2,...,N : 3D description of the original ob-
ject(model),
{Q: : (xQ;,yQi)}; t=12...,N:
point coordinates on the image plane.
> Procedure

1 while (change in R or T not less than some threshold val-

ues)

2 Estimate{d;}; ¢ =1,2,..., NinEq.(1). {d;} isestimated
by |P; - 2;| where; isthe unit vector along the projection
ray formed by image point 2; and the origin.

3 Perform aleast square fitting to Eq. (1) to estimate R, and
T by the singular value decomposition method [4].

4 Update P; by P« RP; + T.

end while

Asseenin Fig. 1, the estimated position of the feature point

in the 3D space is only the perpendicular projection of the

model point on the projection ray. After each iteration, we
will get a better estimation and the model will be trans-
formed closer to the projection rays by the updating step in

our algorithm. According to Eq. (1), this corresponds to a

reduction in the objective function value at each iteration.

Eventually our algorithm will converge to the solution in

which the sum of the squares of the perpendicular distances

between the model and the actual locationsis aminimum or
zero.

transformed feature

3 Convergence analysis

The analysis of the convergence condition of a particu-
lar algorithm is usually neglected in most pose estimation
literatures. In this paper, we will try to estimate the ef-
fect of different motion parameters on the recovered values.
Assume a model point P is being transformed to another
location P’ by a rigid body transform, the perpendicular
projection of P onto © isq (see Fig. 1.), therefore

PP’ - P’
q=P'(1- ——).
P72
Thesecondterm on theright hand side of theequation, which
isthe difference between the estimated position and the true

one, can be treated as an error term & = I]II),”I: . Thiserror
term can affect the recovered transformation parameters in
the second stage of our algorithm. For alarge value of ¢
(say £ = 0.5, which corresponds to shifting the point along
the projection ray by a significant amount), the estimated
transformation would align the object farther away from the
original positionsuch that our a gorithmwill not convergeto
the correct result in the subsequent iterations. Substituting
P’ by RP + T inthe error term, we have

__RP RP+RP T4T.(I-P)-P RP

2
RP-RP+2RP-T+T T @

For the correct convergence of our agorithm, the above
equation suggests that the difference between T and P
should be small. In order to find the relationship between
¢ and input Euler angles, we plot the resulting ¢ against the
variation of one of the angles while others are kept fixed.
The resulting plots are shown in Fig. 2. It isfound that the
error increases rapidly after one of the input angles exceeds
20 degrees.

4 Syntheticand real data experiment

Experiment using synthetic data - To test the validity of
our approach, a randomly generated point set of 8 points
inside a unit cube is used. First the point set is trans-
formed(rotate and trandate) and projected on an image
plane. Then our agorithm is applied to recover the trans-
formation parameters. We vary one of the parameters, say
pitch angle, while keeping the other parameters at zero.
The resultant plots of recovered Euler angles against corre-
sponding input ones are shown in Fig. 3. This experiment
confirms the result estimated by Eq. (2) and Fig. 2. That is
our agorithm becomes unreliable after one or more of the
input angles exceed 20 degrees. Hence we conclude that
the convergence requirement under different valuesof R, T
and P can be estimated by Eqg. (2).



Plot of Error vs. Variation of Euler Angles
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Figure 2. Plot of error vs. variation of Euler
Angles

Recovered Angles vs. Input Angles
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Figure 3. Plot of estimated Euler angles vs.
input angles

Experiment using real data- We also use our algorithmto
track the movement of a person’s head in front of a camera.
The implementation is done on an SGI Indy workstation.
Some preliminary results are shown in Fig. 4. During ini-
tialisation, as shown in Fig. 4a, the user first selects the
invariant features, such as mouth corners, eyebrows, etc. as
the points to be tracked. The animated face to be controlled
is shown on the left of the display at the same time. The
feature points are then tracked automatically by the normal-
ized correlation method to give coordinates in successive
frames. Our algorithm can thus estimate the motion of the
human head and the results are used to control a computer
generated human face[2] 2 A shot made at the middle of the
run is shown in Fig. 4b. It can be seen that the head of the
user made some rotation about the X-axisand Y-axisto give
apose of looking up, and the pose can be reproduced by the
animated face accordingly. The pose information generated
by the whole sequence isrecorded and plottedin Fig. 4c and
Fig. 4d. In Fig. 4c, the plots of Roll(rotation about Z-axis),
Pitch(rotation about X -axis) and Yaw(rotation about Y-axis)
are shown for the whole run. In Fig. 4d, the estimations
for the trandation are plotted. Since the computation cost is
rather low, our algorithm is capable of runningin real time
in the above test.

5 Conclusion

A real time pose estimation algorithm is devel oped using
a two-stage iterative method. A convergence analysis is
performed and the algorithm has been tested by synthetic as
well as real data with satisfactory results.
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2The codesfor the computer synthesi zed human faceis apublic domain
implementation by Keith Waters.
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Figure 4. Sample run of the head tracking ap-
plication. a) initialisation,

[ track on

Figure 4. b) rotation of the head,

Fig. 4c Plot of estimated rotation during a sample run
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Fig. 4d Plot of estimated translation in a sample run
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