Music genre classification using a hierarchical long short term memory (LSTM) model

Chun Pui Tang, Ka Long Chui, Ying Kin Yu, Zhiliang Zeng, and Kin Hong Wong

Department of Computer Science and Engineering, The Chinese University of Hong Kong

ABSTRACT
This paper examines the application of Long Short Term Memory (LSTM) model in music genre classification. We explore two different approaches in the paper. (1) In the first method, we use one single LSTM to directly classify 6 different genres of music. The method is implemented and the results are shown and discussed. (2) The first approach is only good for 6 or less genres. So in the second approach, we adopt a hierarchical divide-and-conquer strategy to achieve 10 genres classification. In this approach, music is classified into strong and mild genre classes. Strong genre includes hiphop, metal, pop, rock and reggae because usually they have heavier and stronger beats. The mild class includes jazz, disco, country, classic and blues because they tend to be softer musically. We further divide the sub-classes into sub-subclasses to help with the classification. Firstly, we classify an input piece into strong or mild class. Then for each subclass, we further classify them until one of the ten final classes is identified. For the implementation, each subclass classification module is implemented using a LSTM. Our hierarchical divide-and-conquer idea is built and tested. The average classification accuracy of this approach for 10-genre classification is 50.00%, which is higher than the state-of-the-art approach that uses a single convolutional neural network. From our experimental results, we show that this hierarchical scheme improves the classification accuracy significantly.
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1. INTRODUCTION
Nowadays, machine learning has been widely applied to many different fields, for examples healthcare, marketing, security and information retrieval. Artificial neural network is one of the most effective techniques that is good at solving classification and prediction problems. In this project, we apply an artificial neural network to music genre classification. Our target is to classify music into different genres, for example 6-10 different genres. Our algorithm is very useful for the user to search for their favorite music pieces. The applications of machine learning techniques to music classification is not common compared to image classification. Tao et. al.\footnote{1} created a deep learning model that can identify the music from at most 4 different genres in a dataset. The method is also mentioned in a journal paper.\footnote{2} In this project, we make use of the Long Short-Term Memory (LSTM) model instead of CNN in the music genre classification problem. We are able to train a model that can classify music from 6 to 8 different genres. Furthermore, we adopt a divide-and-conquer scheme to further improve the accuracy. Firstly, we divide the music into two classes, namely the strong and mild class. A LSTM classifier is trained to categorize music into these two classes. Then the music is further classified into a number of subclasses. From our experimental results, we show that this hierarchical scheme improves the classification accuracy.

Our paper is organized as follows. In Section 2, we introduce the background of our work. In Section 3, the theory used is discussed. In Section 4, we describe the implementation details and the classification results of our LSTM approaches. The discussion and conclusion are found in Sections 5 and 6, respectively.

2. BACKGROUND
Research related to music is interesting and has many commercial applications. Machine learning can provide elegant solutions to some problems in music signal processing, such as beat detection, music emotion recognition and chord recognition. In 2013, Van den Oord etal\footnote{3} published a survey on deep learning in music. Moreover,
Table 1. Results of the system described in\textsuperscript{1}

<table>
<thead>
<tr>
<th>Number of Genres</th>
<th>Testing set</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 genres (Classic, Metal)</td>
<td>98.15%</td>
</tr>
<tr>
<td>3 genres (Classic, Metal, Blues)</td>
<td>69.16%</td>
</tr>
<tr>
<td>4 genres (Classic, Metal, Blues, Disco)</td>
<td>51.88%</td>
</tr>
</tbody>
</table>

Arora et al\textsuperscript{4} developed a project on environmental sound classification. Also, a music composition robot called BachBot is created by Feynman Liang.\textsuperscript{5} It uses LSTM to create J.S. Bach style music pieces.

In this paper, we are interested in applying machine learning to music genre classification. Feng et. al\textsuperscript{1} devised an algorithm to classify music into 2 to 4 genres. Their results are summarized in Table 1. From the table, we can see that the accuracy of classifying 2 genres is 98.15%. However, when the number of genres is increased to 4, the accuracy is reduced by 17%. Another work that tackles the same problem is proposed by Matan Lachmish.\textsuperscript{6} Their approach uses the convolutional neural network model. They achieved an accuracy of 46.87% in classifying music into 10 different genres. In this paper, we are going to use the LSTM model to solve the music classification problem. To the best of our knowledge, we believe that we are one of the first groups to solve this problem using LSTM.

3. THEORY

Figure 1 illustrates the overall structure of our project. We use the Gtzan\textsuperscript{7} music dataset to train our system. We apply the Librosa library\textsuperscript{8} to extract audio features, i.e. the Mel-frequency cepstral coefficients (MFCC), from the raw data. The extracted features are input to the Long Short-Term Memory (LSTM) neural network model for training. Our LSTM are built with Keras\textsuperscript{9} and Tensorflow.\textsuperscript{10}

3.1 Mel frequency cepstral coefficients (MFCC)

MFCC features are commonly used for speech recognition, music genre classification and audio signal similarity measurement. The computation of MFCC has already been discussed in various papers.\textsuperscript{11} We will focus on how to apply the MFCC data for our application. In practice, we use the Librosa library to extract the MFCCs from the audio tracks.

3.2 The Long Short Term Memory Network (LSTM)

Approaches such as Convolutional Neural Network (CNN) and Recurrent Neural Network (RNN) are popular machine learning framework. The LSTM network used in this project is a subclass of RNN. RNN is different from the traditional neural networks. It can memorize the past data and is able to predict with the help of the information stored in the memory. Moreover, LSTM solves the RNN long term dependencies problem. Although
RNN model can make use of the past information to predict the current state, the RNN model may fail to link up the information when the gap between the past information and the current state is too large. The details of the long-term dependencies have been discussed in a tutorial. Figure 2 reveals the structure of a typical LSTM model. Figure 3 shows the configuration of our LSTM network. The network has 4 layers. A LSTM can be formulated mathematically as follows:

\[
\begin{align*}
    u_t &= \tanh(W_{xu} \ast x_t + W_{hu} \ast h_{t-1} + b_u) : \text{update equation} \\
    i_t &= \sigma(W_{xi} \ast x_t + W_{hi} \ast h_{t-1} + b_i) : \text{input gate equation} \\
    f_t &= \sigma(W_{xf} \ast x_t + W_{hf} \ast h_{t-1} + b_f) : \text{forget gate equation} \\
    o_t &= \sigma(W_{xo} \ast x_t + W_{ho} \ast h_{t-1} + b_o) : \text{output gate equation} \\
    c_t &= i_t \odot u_t + f_t \odot c_{t-1} : \text{cell state} \\
    h_t &= \tanh(c_t \odot o_t) : \text{cell output} \\
    output_{class} &= \sigma(h_t \ast W_{outpara})
\end{align*}
\]

where \(W_{xu}, W_{xi}, W_{xf}, W_{xo}\) and \(W_{hu}, W_{hi}, W_{hf}, W_{ho}, W_{outpara}\) are weights, and \(b_u, b_i, b_f, b_o\) are biases to be computed during training. \(h_t\) is the output of a neuron at time \(t\). \(\odot\) denotes pointwise multiplication. \(\sigma()\) denotes a sigma function and \(\tanh()\) represents the tanh function. The input \(x_t\) is the MFCC parameters at time \(t\). \(output_{class}\) is the classification output.

4. IMPLEMENTATION AND EXPERIMENTAL RESULTS

4.1 Our dataset

We used the GTZAN dataset that contains of various samples of the ten music genres in our experiments. The genres are blues, classic, country, disco, hip-hop, jazz, metal, pop, reggae and rock. Each genre includes

| Table 2. The design of our LSTM network in experiment 1. |
|---------------------------------|-----------------|
| Input Layer (I) | 13 MFCCs features obtained as input |
| Hidden layer (II) | 128 neurons |
| Hidden Layer (III) | 32 neurons |
| Output Layer (IV) | 6 outputs corresponding to 6 different genres of music |
100 soundtracks of 30 seconds long in .au format. We randomly chose samples from the dataset for training and testing. Using the script written by Kamil Wojcicki, we created the waveforms of the soundtracks and compared their similarity. Samples of the waveforms are shown in Figure 4. 30% of the data are used for testing and 70% of the data are used for training. The testing and training dataset are not overlapped.

We compared the waveforms of 10 different genres. It is found that blues is similar to jazz and country. Rock is similar to pop and reggae. So we decided to use music from the classic, hip-hop, jazz, metal, pop and reggae to form the six genres for training in our first experiment.

4.2 Preprocessing

Before we can use the data in the GTZAN dataset, we need to preprocess the signals so that they can be input to the Long Short Term Memory (LSTM) model. MFCC is a good representation of music signals. It is one of the best indicators of the 'brightness' of the sound. In practice, it is able to measure the timbre of the music by the method discussed in the paper by Emery Schubert et al. We used the Librosa library to transform the raw data from GTZAN into MFCC features. In particular, we chose the frame size as 25ms. Each 30-second soundtrack has 1293 frames and 13 MFCC features, which are C1 to C13 in experiment. There are 14 MFCC features, which are C0 to C13 in experiment 2. Figure 5 shows some examples of the Mel frequency cepstrum plots of the music signals in the database.

4.3 Experiment 1 : LSTM for 6-genre classification

In this experiment, there are 420 audio tracks in the dataset for training, 120 for validation and 60 for testing. Each audio track lasts for 30 seconds. We set the batch size that defines the number of samples to be propagated through the network for training as 35. We can see that the accuracy and loss are improving within 20 Epochs. At 20, the test accuracy reaches the maximum and the loss is minimized. We achieved a classification accuracy of around 0.5 to 0.6. There are still some rooms for improvement. With more training samples, we may be able to achieve an accuracy of 0.6 to 0.7. The major limitation is the small training data size. It leads to low accuracy and overfitting. Although some genres, such as metal, are outstanding and easy to be recognized, it is hard to classify some other genres that are quite similar.

From Figure 6, there is a overlapping of some features among different genres. For instance, we can observe
that the data points of pop music overlap with other genres. It is reasonable because pop songs include features of other genres.

4.4 Experiment 2: The hierarchical approach for 10-genre classification

A divide-and-conquer scheme is employed. In our scheme, we applied 7 LSTMs. Then a multi-step classifier involving all these 7 LSTM classifiers were used to achieve 10-genre classification. The division of samples for training and testing is the same as that in experiment 1. The LSTM classifiers involved are listed below.

- **LSTM1**: It classifies music into strong (hiphop, metal, pop, rock and reggae) and mild (jazz, disco, country, classic and blues) group.
- **LSTM2a**: It divides the music into Sub-strong1 (hiphop, metal and rock) and Sub-strong2 (pop and reggae) classes. During training, only music samples of hiphop, metal, rock, pop and reggae are involved.
- **LSTM2b**: It categorizes music into Sub-mild1 (disco and country) and Sub-mild2 (jazz, classic and blues) groups. We used samples only from disco, country, jazz, classic and blues for training.
- **LSTM3a**: It classifies music into hiphop, metal and rock. Only music from hiphop, metal and rock class are involved.
- **LSTM3b**: It differentiates pop music from reggae
- **LSTM3c**: It differentiates disco music from country.
- **LSTM3d**: It recognizes jazz, classic and blues.

The proposed multi-step classifier involves the 7 LSTMs above. In the testing stage, the input music is first classified by LSTM1 to find if it is strong or mild. Then according to the result, either LSTM2a or LSTM2b is applied. Finally, LSTM3a, 3b, 3c or 3d is used to classify the music into the target categories according to the results obtained in the previous level. Results of this experiment are shown in Table 3. Our approach achieved an accuracy of 50.00%. It was better than the state-of-the-art approach based on convolutional neural network, which had an accuracy of 46.87%. A diagram showing the hierarchy of the LSTMs in our multi-step classifier is shown in Figure 7.
Table 3. Results of experiment 2. The accuracy of each LSTM component in the proposed multi-step classifier.

<table>
<thead>
<tr>
<th>LSTM classifiers</th>
<th>Accuracy</th>
<th>Epochs</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM1 (strong, mild)</td>
<td>80.0%</td>
<td>35</td>
</tr>
<tr>
<td>LSTM2a (sub-strong1, sub-strong2)</td>
<td>81.6%</td>
<td>20</td>
</tr>
<tr>
<td>LSTM2b (sub-mild1, sub-mild2)</td>
<td>81.6%</td>
<td>35</td>
</tr>
<tr>
<td>LSTM3a (hiphop, metal, rock)</td>
<td>74.6%</td>
<td>40</td>
</tr>
<tr>
<td>LSTM3b (pop, reggae)</td>
<td>88.0%</td>
<td>20</td>
</tr>
<tr>
<td>LSTM3c (disco, country)</td>
<td>78.0%</td>
<td>20</td>
</tr>
<tr>
<td>LSTM3d (jazz, classic, blues)</td>
<td>84.0%</td>
<td>40</td>
</tr>
<tr>
<td>Our multi-step classifier for all 10 genres</td>
<td>50.0%</td>
<td>N/A</td>
</tr>
</tbody>
</table>

5. CONCLUSION

In conclusion, the experimental results show that our multi-step classifier based on Long Short-Term Memory (LSTM) model is effective in recognizing music genres. For 6-genre classification, the accuracy was 50-60% using a single LSTM. We also used a divide-and-conquer approach to classify 10 genres of music. We achieved an accuracy of 50.00%, which was better than one of the state-of-the-art approaches having an accuracy of 46.87%.6
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