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Abstract

In maintaining consistencies, such as GAC*, FDGAC* and weak EDGAC*, for global cost functions, Weighted CSP (WCSP) solvers rely on the projection and extension operations, which entail the computation of the cost functions’ minima. Tractability of this minimum computation is essential for efficient execution. Since projections/extensions modify the cost functions, an important issue is tractable projection-safety, concerning whether minimum cost computation remains tractable after projections/extensions.

In this paper, we prove that tractable projection-safety is always possible for projections/extensions to/from the nullary cost function (W∅), and always impossible for projections/extensions to/from n-ary cost functions for n ≥ 2. When n = 1, the answer is indefinite. We give a simple negative example, while Lee and Leung’s flow-based projection-safe cost functions are also tractable projection-safe.

We propose polynomially decomposable cost functions, which are amenable to tractable minimum computation. We further prove that the polynomial decomposability property is unaffected by projections/extensions to/from unary cost functions. Thus, polynomially decomposable cost functions are tractable projection-safe. We show that the SOFT_AMONG, SOFT_REGULAR, SOFT_GRAMMAR and MAX_WEIGHT/MIN_WEIGHT are polynomially decomposable. They are embedded in a WCSP solver for extensive experiments to confirm the feasibility and efficiency of our proposal.

Introduction

Weighted Constraint Satisfaction Problems (WCSPs) give a framework for modeling and solving over-constrained and optimization problems. Besides being equipped with an efficient branch and bound procedure augmented with powerful consistency techniques, a practical WCSP solver should have a good library of global cost functions to model the often complex scenarios in real-life applications. Enforcing WCSP consistencies on a global cost function efficiently relies on two operations: (a) computing the minima of the cost functions and (b) projecting and/or extending costs among functions to create pruning opportunities. Global cost functions usually have high arities, but their special semantics enables specialized polynomial time algorithms for computing the minima. Unfortunately, projections/extensions modify a cost function so that its structure and even semantics might change, possibly making the original minimum computation algorithm no longer applicable. Therefore, the key notions here is tractable projection-safety, which concerns if the minimum computation of a projected/extended global cost function remains tractable.

In this paper, we first study tractable projection-safety in different scenarios of projections and extensions. We prove that a tractable cost function is always tractable projection-safe after projections/extensions to/from the nullary cost function (W∅), and always intractable after projections/extensions to/from n-ary cost functions for n ≥ 2. When n = 1, the answer is indefinite. While flow-based projection-safe cost functions (Lee and Leung 2009; 2012) are positive examples of tractable projection-safe cost functions, we give a simple tractable global cost functions and show how it becomes intractable after projections/extensions to/from unary cost functions.

We introduce polynomially decomposable global cost functions, which can be decomposed into a polynomial number of simpler cost functions for (minimum) cost calculation. Computing minima of such cost functions, which is usually done by a polynomial time recursive memoization algorithm (or dynamic programming), is tractable and remains tractable after projections/extensions. Thus, polynomially decomposable cost functions are tractable projection-safe. Adding to the existing repertoire of global cost functions, we further prove that the global cost functions SOFT_AMONG, SOFT_REGULAR, SOFT_GRAMMAR, and MAX_WEIGHT/MIN_WEIGHT, are polynomially decomposable. To demonstrate the feasibility of our proposal, we implement and embed these cost functions in Toulbar2 and conduct experiments using four benchmarks to evaluate the performance with different consistency enforcements.

Background

A WCSP (Schiex, Fargier, and Verfaillie 1995) is a tuple \((\mathcal{X}, \mathcal{D}, \mathcal{C}, \mathcal{T})\). \(\mathcal{X}\) is a set of variables \(\{x_1, x_2, \ldots, x_n\}\) ordered by their indices. Each variable has its finite domain \(D(x_i) \in \mathcal{D}\) containing maximum \(d\) values that only one can assign to \(x_i\). A tuple \(f \in L(S) = D(x_{s_1}) \times \ldots \times D(x_{s_n})\) is used to represent an assignment on \(S = \{x_{s_1}, \ldots, x_{s_n}\} \subseteq \)
The notation $\ell[x_i]$ denotes the value assigned to $x_i$ in $\ell$, and $\ell[S']$ denotes the tuple formed by projecting $\ell$ onto $S' \subseteq S$. $C$ is a set of cost functions. Each cost function $W_S \in C$ has its scope $S \subseteq X$, and maps $\ell \in L(S)$ to a cost in the valuation structure $V(T) = \{0, \ldots, T\}$. $V(T)$ contains a set of integers $\{0, \ldots, T\}$ with standard integer ordering $\leq$. Addition $\oplus$ is defined by $a \oplus b = \min(T, a + b)$. The subtraction $\ominus$ is defined only for $a \geq b$, as $a \ominus b = a - b$ if $a < T$. $\ell[S]$ contains a set of integers in the valuation structure $X$. The notation $\ell[S']$ denotes the tuple formed from projecting $\ell$ onto all tuples in $\ell[S']$. Furthermore, $W_S$ is tractable r-projection-safe if (a) $W_S$ is tractable, and (b) $\Delta_r \in W_S$ is tractable where $\Delta_r$ is a finite sequence of r-projection and/or r-extension from/to other cost functions $W_S'$, where $|S'| = r \leq |S|$, and $\Delta_r \in W_S$ is the cost function after applying $\Delta_r$. Note that, in practice, we do not enforce the costs not exceeding $T$ since it is expensive and tedious to maintain. When it comes to pruning, we treat any cost beyond $T$ practically as $T$.

We divide the discussion of tractable r-projection-safety into three cases: (a) $r = 0$, (b) $r \geq 2$ and (c) $r = 1$.

When $r = 0$, projections and extensions are only to/from $W_S$, which are employed in $\ominus IC$ (Zytnicki, Gaspin, and Schiex 2009) and strong $\ominus IC$ (Lee and Leung 2009; 2012) enforcement. If a cost function is tractable, it remains tractable after applying $\Delta_0$, since $\Delta_0$ is tractable and the set of cost functions $W_S$ and $W_S$ differ only by a constant.

**Observation 1** If a cost function $W_S$ is tractable, it is tractable 0-projection-safe.

**Theorem 1** If a global cost function $W$ is tractable, it is not tractable r-projection-safe for $r \geq 2$.

**Proof:** We show that if $W$ is tractable r-projection-safe for $r \geq 2$, then solving a general CSP $(A', D, C')$ becomes tractable, which is a contradiction. Without loss of generality, we assume the scope $S$ of all constraints in $C_h \in C'$ has size $r$. We define a WCSP $P$ and construct a particular $\Delta_r$, based on $P$ such that the CSP can be solved by $\Delta_r(W_X)$. $P$ is defined as $(A', D, C \cup \{W_X\}, T)$ based on the given CSP as follows. We define $T$ as a sufficiently large integer such that $T > W_X(\ell)$ for every $\ell \in L(A')$, $C$ contains $[C_h]$ cost functions. $W_S \in C$ is defined from $C_h$ as $W_S(\ell) = 0$ if $\ell$ is accepted by $C_h$ or $T$ otherwise. From the WCSP, $\Delta_r$ can be defined as follows: for each forbidden tuple $\ell[S]$ in each $C_h \in C'$, we add an extension of $T$ from $W_S$ to $W_X$ with respect to $\ell[S]$ to $\Delta_r$. Under this construction, $\Delta_r(W_X(\ell))$ is equivalent to $W_X(\ell) \oplus \bigoplus_{W_S \in W_S}[W_s(\ell[S])]$. If a tuple $\ell \in L(A')$ contains a tuple $\ell[S]$ forbidden by $C_h \in C'$, $\Delta_r(W_X(\ell)) \geq T$ because of extension. Thus, $\min(\Delta_r(W_X(\ell))) \geq T$ implies that the given CSP is unsatisfiable. Because solving CSPs is NP-Hard, $\Delta_r(W_X)$ cannot be tractable.

When $r = 1$, we have 1-projections and 1-extensions which are the backbone of the consistency algorithms of (G)AC* (Larrosa and Schiex 2004; Lee and Leung 2009; 2012), FD(G)AC* (Larrosa and Schiex 2003; Lee and Leung 2009; 2012) and (weak) ED(G)AC* (de Givry et al. 2005; Lee and Leung 2010; 2012). Tractable cost functions are tractable 1-projection-safe only under special conditions. For example, Lee and Leung (2009; 2012) propose sufficient conditions for tractable cost function to be (flow-based) projection-safe.

A global cost function $W_S$ is flow-based if it can be represented by a flow network $G$ such that the minimum cost

**Tractable Projection Safety**

A global cost function $W_S$ is tractable if computing $\min\{W_S\}$ is tractable under standard integer operations.
flow on $G$ corresponds to $\min\{W_S\}$ (van Hoeve, Pesant, and Rousseau 2006). Lee and Leung (2009; 2012) prove that a flow-based projection-safe cost function is flow-based, and it is still flow-based after 1-projections and 1-extensions. Flow-based projection-safety implies tractable 1-projection-safety. We state as the following theorem.

**Theorem 2** (Lee and Leung 2009; 2012) If a cost function is flow-based projection-safe, it is tractable projection-safe.

We also observed that tractable cost functions are not necessarily tractable 1-projection-safe. One example is $2SAT^{\text{const}}$. Given a set of boolean variables $S$, a set of binary clauses $F$, and a positive integer $c$. The cost function $2SAT^{\text{const}}(S, F, c)$ returns 0 if the assignments on $S$ satisfies $F$, or $c$ otherwise. $2SAT^{\text{const}}$ is tractable, because 2SAT problem is tractable (Krom 1967). However, it is not tractable 1-projection-safe.

**Theorem 3** $2SAT^{\text{const}}$ is not tractable 1-projection-safe.

**Proof:** We show that if $2SAT^{\text{const}}(X', F, k)$ is tractable 1-projection-safe, the NP-Hard problem $\overline{2SAT}(X', F, k)$ is tractable. Given a set of boolean variables $X'$, a set of binary clauses $F$, and a fixed integer $k$. $\overline{2SAT}(X', F, k)$ determines whether there exists an assignment on $X'$ such that at most $k$ variables in $X'$ is set to $\text{true}$ and satisfies all clauses in $F$ (Creignou, Khanna, and Sudan 2001).

We construct a particular $\Delta_1$ such that $\overline{2SAT}(X', F, k)$ can be solved from $W_{X'} = 2SAT^{\text{const}}(X', F, k)$ from the boolean WCSP $P = (X', D, C \cup \{W_{X'}\}, k + 1)$. $C$ only contains unary cost functions $W_i$ for each $x_i \in X'$, which returns 1 if $x_i = \text{true}$ and 0 otherwise. Based on $P$, we construct $\Delta_1$ as follows: for each variables $x_i \in X'$, we add an extension of 1 from $W_i$ to $W_X$ with respect to the value $\text{true}$ into $\Delta_1$. As a result, the tuple $\ell$ with $\Delta_1(W_X)(\ell) = k' \leq k$ ensures that $k'$ variables in $\ell$ is set to $\text{true}$ and satisfying $F$, because $x_j = \text{true}$ will incur a cost of 1. Thus, the $\overline{2SAT}$ has a solution iff $\min\{\Delta_1(W_X)\} \leq k$. However, $\overline{2SAT}$ is not tractable (Creignou, Khanna, and Sudan 2001), so is $\Delta_1(W_X)$.

When the context is clear, we refer tractable 1-projection-safety, 1-projection, and 1-extension to simply as tractable projection-safety, projection and extension respectively hereafter.

**Polynomial Decomposability**

Lee and Leung (2009; 2012) give one class of tractable projection-safe cost functions. In this section, we introduce an additional class, as inspired by dynamic programming algorithms and based on a decomposition of global cost functions.

A cost function $W_S$ can be safely decomposed to a set of cost functions $\Omega = \{\omega_{S_1}, \ldots, \omega_{S_m}\}$ using cost aggregation function $f$, where $S_i \subseteq S$, iff

1. $W_S(\ell) = f(\{\omega_{S_i}(\ell|S_i) \mid \omega_{S_i} \in \Omega\})$
2. $f$ is distributive, i.e.,
   a) $\min\{W_S\} = f(\{\min\{\omega_{S_i}\} \mid \omega_{S_i} \in \Omega\})$, and;
   b) For a variable $x \in S$, a cost $\alpha$ and a tuple $\ell \in L(S)$, $W_S(\ell) \oplus \alpha = f(\{\omega_{S_i}(\ell|S_i) \oplus \nu_{x, \omega_{S_i}}(\alpha) \mid \omega_{S_i} \in \Omega\})$ and $W_S(\ell) \oplus \alpha = f(\{\omega_{S_i}(\ell|S_i) \oplus \nu_{x, \omega_{S_i}}(\alpha) \mid \omega_{S_i} \in \Omega\})$, where the function $\nu$ is defined as $\nu_{x, \omega_{S_i}}(\alpha) = \alpha$ if $x \in S_i$, and 0 otherwise.

In other words, $W_S$ can be represented as a combination of $\Omega$. A distributive $f$ implies that (a) $\min\{W_S\}$ can be computed from $\min\{\omega_{S_i}\}$ for $i \in \{1, \ldots, n\}$ and (b) projections/extensions on $W_S$ can be distributed to its components. We state the latter directly as the following theorem: define $\delta_{x_i, v}(W_S)$ as the cost function from $W_S$ after applying a projection to or extension from $W_i$ with respect to $v \in D(x_i)$ if $x_i \in S$, or $W_S$ if $x_i \notin S$.

**Theorem 4** If $W_S$ can be safely decomposed to $\Omega$ using $f$, then $\delta_{x_i, v}(W_S)$ can also be safely decomposed to $\Omega'$.

Similarly, decomposable cost functions may not be tractable. We further give conditions for tractability. A (global) cost function $W_S$ can be polynomially decomposed into a set of cost functions $\Omega = \{\omega_{S_1}, \ldots, \omega_{S_m}\}$, where $S_i \subseteq S$, if

1. $m$ is polynomial in the size of $S$ and and maximum domain size $d$,
2. Each $\omega_{S_i} \in \Omega \cup \{\omega_{S_{m+1}}\}$, where $\omega_{S_{m+1}} = W_S$ is either a tractable unary cost function, or can be safely decomposed into $\Omega_i \subseteq \{\omega_{S_j} \mid j < i\}$ using a tractable cost aggregation function $f_i$.

Polynomially decomposable cost functions are tractable and also tractable projection-safe as stated below.

**Theorem 5** A polynomially decomposable cost function $W_S$ is tractable.

**Proof:** Algorithm 1 can be applied to compute $\min\{W_S\}$. The algorithm uses a recursion approach with memoization. A table $\text{min}$ is used to store minimum costs of each cost function to avoid re-computation. Thus, $\min\{\omega_{S_i}\}$ is evaluated only once in polynomial time. The time complexity of Algorithm 1 is based on the worst-case time complexity of computing each tractable function $f_i$. Result follows.

**Algorithm 1: Compute $\min\{W_S\}$**

```
function ComputeMin(W_S)
    for each 1 \leq i \leq m + 1 do
        Min[w_{S_i}] := NULL;
    return Eval(\omega_{S_{m+1}});
end function
```

```
function Eval(\omega_{S_j})
    if Min[w_{S_j}] = NULL then
        if \Omega_j = \emptyset or |S_i| \leq 1 then
            Min[w_{S_j}] := min(\omega_{S_j});
        else
            P_i := \emptyset;
            foreach \omega_{S_{j'}} \in \Omega_i do
                P_i := P_i \cup Eval(\omega_{S_{j'}});
                Min[w_{S_j}] := f_i(P_i);
            return Min[w_{S_j}];
end function
```

The following lemma is useful in proving our final result.
Lemma 1 Suppose \( W'_c \) is the cost function from \( W_S \) after applying a projection to or an extension from \( W_e \), where \( x_e \in S \), with respect to \( v \in D(x) \). If \( W_S \) is polynomially decomposable, so is \( W_S \).

Proof: We only prove on the part of projection, while the proof on extension is similar.

Consider a cost function \( \omega_{S_i} \in \Omega \cup \{\omega_{S_{m+1}}\} \), where \( \omega_{S_{m+1}} = W_S \). If \( \omega_{S_i} \) is a tractable unary cost function, then after applying projection on \( \omega_{S_i} \), the resultant cost function is \( \omega_{S'_i}(l) = \omega_{S_i}(l) \land \nu_{x_e}, S_i(\alpha) \), which is still tractable; if \( \omega_{S_i} \) can be safely decomposed into \( \Omega_i \subseteq \{\omega_{S_i}, \ldots, \omega_{S_{m+1}}\} \) using \( f_i \), by Theorem 4, the resultant function \( \omega_{S'_i} \) after projection can also be safely decomposed into \( \Omega'_i \subseteq \{\omega_{S'_i}, \ldots, \omega_{S'_{m+1}}\} \) using \( f_i \). Since \( m \) and each \( f_i \) are unchanged, \( W_S \) can be polynomially decomposed into a \( \{\omega_{S'_1}, \ldots, \omega_{S'_{m+1}}\} \). Result follows.

Directly from Lemma 1, \( W_S \) is tractable projection-safe, as stated below.

Theorem 6 If \( W_S \) is polynomially decomposable, it is tractable projection-safe.

We present another useful class of projection-safe global functions. Algorithm 1 also gives an efficient algorithm to compute the minimum cost. In the following, we give examples of this class of cost functions.

Examples

Checking if a cost function \( W_S \) is polynomially decomposable amounts to finding a polynomial sized set of simpler cost functions that can be combined using a distributive cost aggregation function to compute \( W_S \). In the following, we state without proof a distributive aggregation function for use in the rest of this section.

Lemma 2 If a global cost function \( W_S \) can be represented as \( W_S(\ell) = \min_{i=1}^r \{ \bigoplus_{j=1}^{n_i} \omega_{S_{i,j}}(H[S_{i,j}]) \} \), where:

- \( \sum_{i=1}^r n_i \) is polynomial in \(|S|\) and \( d \), and;
- for each \( i, S_{i,j} \cap S_{i,k} = \emptyset \) if \( j \neq k \) and \( \bigoplus_{j=1}^{n_i} S_{i,j} = S \),

then \( W_S \) is safely decomposable.

In the following, we give five examples of polynomially decomposable cost functions. They are SOFT_AMONG, SOFT_REGULAR, SOFT_GRAMMAR, MAX_WEIGHT and MIN_WEIGHT cost functions. For simplicity, we assume the scope of each global cost function is \( S = \{x_1, \ldots, x_n\} \).

The SOFT_AMONG Cost Function

Given a set of values \( V \), the lower bound \( lb \) and the upper bound \( ub \) such that \( 0 \leq lb \leq ub \leq |S| \). Define \( t(\ell) = \{ v \mid |x|_v \in V \} \). The SOFT_AMONG\(^{\text{var}}\) \((S, lb, ub, V)\) returns \( \max(0, lb - t(\ell) - (ub - t(\ell))) \) (Solnon et al. 2008).

Theorem 7 The SOFT_AMONG\(^{\text{var}}\) cost function is polynomially decomposable and thus tractable projection-safe.

Proof:

Assume \( W_S = \text{SOFT}_\text{AMONG}^{\text{var}}(S, lb, ub, V) \). Define \( \omega_{S_i}^{SOFT}_\text{AMONG}^{\text{var}}(S_i, j, j, V) \), where \( S_i = \{x_1, \ldots, x_l\} \subseteq S \). Each \( \omega_{S_i}^{SOFT} \) can be represented recursively as follows.

Define \( f_w(i, j, \ell) = \omega_{S_i}^{SOFT}(\ell) \). Each \( f_w(i, j, \ell) \) can be represented as follows:

\[
\begin{align*}
&f_w(0, j, \ell) = j \\
&f_w(i, 0, \ell) = f_w(i-1, 0, \ell[S_{i-1}]) \lor U_i(\ell[x_i]) \\
&f_w(i, j, \ell) = \min \left\{ f_w(i-1, j-1, \ell[S_{i-1}]) \lor U_i(\ell[x_i]) \right\} \\
&\quad \text{for } j > 0, i > 0
\end{align*}
\]

The function \( U_i(v) \), where \( v \in D(x_i) \), returns 0 if \( v \in V \), or 1 otherwise, while the function \( \overline{U}_i(v) \) returns 0 if \( v \notin V \), or 1 otherwise. For all tuples \( \ell \in \mathcal{L}(S) \), \( W_S(\ell) = \min_{0 \leq j \leq ub} \{ f_w(n, j, \ell) \} \). By Lemma 2, SOFT_AMONG \(^{\text{var}}\) is safely decomposable, so is \( \omega(S_i, j) \). By Theorem 6, results follow.

From the formulation in Theorem 7, the time complexity of enforcing GAC* on SOFT_AMONG\(^{\text{var}}\) can be stated as follows:

Theorem 8 Enforcing GAC* on SOFT_AMONG\(^{\text{var}}\) requires \( O(nd(n^2 + nd)) \), where \( n = |S| \) and \( d = \max_{x_i \in S} |D(x_i)| \).

The SOFT_REGULAR Cost Function

A regular language \( L(M) \) can be represented by a finite state automaton (DFA) \( M = (Q, \Sigma, \delta, q_0, F) \). \( Q \) is a set of states. \( \Sigma \) is a set of characters. The transition function \( \delta \) is defined as: \( \delta : Q \times \Sigma \rightarrow Q \). \( q_0 \in Q \) is the initial state, and \( F \subseteq Q \) is the set of final states. A string \( \tau \in L(M) \) if \( \tau \) can lead the transitions from \( q_0 \) to \( q_f \in F \) in \( M \). The constraint REGULAR\(_S\)(\( M \)) accepts a tuple \( \ell \in \mathcal{L}(S) \) if \( \tau \in L(M) \), where \( \tau \) is the string formed from \( \ell \) (Pesant 2004). The corresponding soft variant SOFT_REGULAR\(^{\text{var}}\)(\( S, M \)) returns \( \min \{ H(\tau_1, \tau_2) \mid \tau \in L(M), \} \), where \( H(\tau_1, \tau_2) \) returns the Hamming distance between \( \tau_1 \) and \( \tau_2 \) (Beldiceanu, Carlsson, and Petit 2004; van Hoeve, Pesant, and Rousseau 2006).

Theorem 9 SOFT_REGULAR\(^{\text{var}}\) is polynomially decomposable and thus tractable projection-safe.

Proof: Results follow directly from the directed DAG representation of SOFT_REGULAR\(^{\text{var}}\) (Beldiceanu, Carlsson, and Petit 2004; van Hoeve, Pesant, and Rousseau 2006), Lemma 2 and Theorem 6.

Note that the result collides with Theorem 18 by Lee and Leung (2012). The time complexity of enforcing GAC* on SOFT_REGULAR\(^{\text{var}}\) can be stated as follows:

Theorem 10 Enforcing GAC* on SOFT_REGULAR\(^{\text{var}}\) requires \( O(nd(n^d \cdot |Q|)) \), where \( n \) and \( d \) are defined in Theorem 8.

Note that the time complexity involves \(|Q|\), which can possibly dominate over \( n \) and \( d \) in some cases. In practice, \(|Q|\) is typically a constant, or polynomial in \( n \) and \( d \), which does not dominate the run-time.

Theorem 10 also gives another proof of the tractable 1-projection-safety of SOFT_REGULAR cost functions. The size of the DFA representing the AMONG constraint is polynomial in \( n \).
The **Soft_Grammar Cost Function**

A context-free language $L(G)$ can be represented as a context-free grammar $G = (\Sigma, N, P, A_0)$. $\Sigma$ is a set of characters called terminals. $N$ is a set of symbols called non-terminals. $P$ is a set of production rules from $N$ to $(\Sigma \cup N)^*$, where $*$ is the Kleene star. $A_0 \in N$ is a starting symbol. A string $\tau \in L(G)$ iff $\tau$ can be derived from $G$. The constraint $\text{GRASS}(S, G)$ accepts a tuple $\ell \in L(S)$ if $\tau_1 \in L(G)$ (Kadioglu and Sellmann 2010). Its soft variant $\text{Soft_Grammars}(S, G)$ returns $\min\{H(\tau_1, \tau_1) | \tau_1 \in L(G)\}$ respectively (Katsirelos, Narodytska, and Walsh 2011).

**Theorem 11** \text{Soft_Grammar}^{\text{var}}(S, G) is polynomially decomposable and thus tractable projection-safe.

**Proof:** Results follow from a direct adaptation of the modified CYK parsing algorithm (Katsirelos, Narodytska, and Walsh 2011) which is based on dynamic programming, Lemma 2 and Theorem 6.

The time complexity can be stated as follows.

**Theorem 12** Enforcing GAC* on \text{Soft_Grammar}^{\text{var}} requires $O(n(d(nd \cdot \log(nd))))$, $n$ and $d$ are defined in Theorem 8.

Again, in practice, $|P|$ is a constant, or polynomial in $n$ and $d$.

Again, the time complexity involves $|P|$, which does not dominate the run-time.

Note that Theorem 12 gives another proof of showing that \text{Soft_Among} and \text{Soft_Reg} are tractable projection-safe if the number of states in the DFA is constant, or polynomial in $n$ and $d$. A DFA with polynomial number of states can be transformed into a grammar with polynomial number of production rules.

### The Max_weight/Min_weight Cost Functions

Given a weight function $c(x_i, v)$ that maps a variable-value pair to a fixed cost. The $\text{Max_weight}(S, c)$ function returns $\max\{c(x_i, \ell[x_i]) | x_i \in S\}$, while the $\text{Min_weight}(S, c)$ function returns $\min\{c(x_i, \ell[x_i]) | x_i \in S\}$ for each tuple $\ell \in L(S)$. Note that they can be regarded the maximum/minimum of states in the DFA is constant, or polynomial in $n$ and $d$. A DFA with polynomial number of states can be transformed into a grammar with polynomial number of production rules.

**Theorem 13** $\text{Max_weight}(S, c)$ and $\text{Min_weight}(S, c)$ are polynomially decomposable, and thus tractable projection-safe.

**Proof:** Note that direct decomposition from definition is unsafe. In the following, we give a safe decomposition of $\text{Max_weight}(S, c)$, while that of $\text{Min_weight}(S, c)$ is similar.

We define two unary functions $H^v_x$ and $G^v_{j,u}$. $H^v_x(v)$ returns $c(x_i, v)$ if $v = u$ and $\bot$ otherwise. $G^v_{j,u}$ returns 0 if $c(x_i, v) \leq c(x_j, u)$ and $\bot$ otherwise. They give a safe decomposition for $\text{Max_weight}$ as follows:

$$\text{Max_weight}\left(\text{S}(c)\right)(\ell) = \min_{x_i \in S} \min_{x_i \in D(\ell)} \{H^v_x(\ell[x_i]) \oplus \bigoplus_{x_j \in S \setminus \{x_i\}} G^v_{j,u}(\ell[x_j])\}$$

$H^v_x$ represents the choice of the maximum weighted component in the tuple, while $G^v_{j,u}$ represents the choice of each component other than the one with the maximum weight. By Lemma 2 and Theorem 6, results follow.

**Theorem 14** Enforcing GAC* on $\text{Max_weight}(S, c)$ or $\text{Min_weight}(S, c)$ requires $O(nd(nd \cdot \log(nd)))$, $n$ and $d$ are defined in Theorem 8.

Note that the time complexity results stated above assume that we compute the minimum every time we need to find the support for each variable. In practice, the computation can be incremental, thus with a lower time complexity.

In the next section, we put theory into practice. We demonstrate our framework with different benchmarks and compare results with different consistency notions.

### Experiments

In this section, we put theory into practice, by implementing the cost functions described in the previous section in Toulbar2 v0.9 to demonstrate the practicality of our algorithmic framework in solving over-constrained and optimization problems. We also compare the results with strong $\otimes$IC, GAC* and FDGAC*, which have covered all three cases: 0-projections, 1-projections and 1-extensions.

In the experiments, variables are assigned in lexicographic order. Value assignment starts with the value with the minimum unary cost. The tests are conducted on an Intel Core2 Duo E7400 (2 x 2.80GHz) machine with 4GB RAM. Each benchmark has a different timeout. We first compare the number of solved instances. Among the solved instances, we report and compare their average run-time and number of backtracks. Out of 10 randomly generated test cases of each parameter setting, the best results are marked using the ‘$\dag$’ symbol.

#### The Car Sequencing Problem

The problem (CSPLib prob001) (Parrello, Kabat, and Wos 1986) consists of sequencing $n$ cars specified with different options on an assembly line. The model consists of $n$ variables and counting requirements. We generate over-constrained and under-constrained instances and soften the model using the \text{Soft_Among}^{\text{var}} and \text{Soft_PCC}^{\text{var}} cost functions.

Table 1 gives the experimental results. The results show that enforcing FDGAC* reduces the number of backtracks at least 25 times more than strong $\otimes$IC, and 10 times more than GAC*. Besides, enforcing FDGAC* runs at least 1.2 times faster than GAC*, and 4 times faster than strong $\otimes$IC.

<table>
<thead>
<tr>
<th></th>
<th>Strong $\otimes$IC</th>
<th>GAC*</th>
<th>FDGAC*</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Time (s)</strong></td>
<td><strong>Backtracks</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>20</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>30</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
</tbody>
</table>

#### The Nonogram Problem

The problem (CSPLib prob012) (Ishida 1994) is a typical board puzzle to shade blocks in an
The requirements involve patterns. The model consists of \( n^2 \) variables and SOFT_REGULAR*or cost functions.

Table 2 shows the results of the experiment. In a time limit of 5 minutes, enforcing strong \( \forall IC \) could only solve relatively small instances \( (n = 6) \). Enforcing GAC* could solve relatively larger ones \( (n = 8) \). For \( n = 10 \), all instances can only be solved when FDGAC* is enforced, and each instance is solved within a minute.

Table 2 also gives the comparison on the SOFT_REGULAR*or function when it is enforced by polynomially decomposable approach and flow-based projection-safe approach (Lee and Leung 2009; 2012). The two approaches result in the same search tree when we enforce the same consistency, but the run-time varies. Results show that using the polynomially decomposable approach speeds up searching by at least 3 times than using the flow-based projection-safe approach, due to the large constant factor behind the flow algorithm.

<table>
<thead>
<tr>
<th>( n )</th>
<th>strong ( \forall IC )</th>
<th>( \forall IC )</th>
<th>FDGAC*</th>
<th>GAC*</th>
<th>Solver Time</th>
<th>FDGAC* Solver Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>10</td>
<td>9.45</td>
<td>100.16</td>
<td>110</td>
<td>0.00</td>
<td>100.00</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>230.18</td>
<td>722.67</td>
<td></td>
<td>0.03</td>
<td>722.67</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>15.98</td>
<td>16.66</td>
<td></td>
<td>11.68</td>
<td>16.66</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>3.85</td>
<td>2.64</td>
<td></td>
<td>13.84</td>
<td>2.64</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>1.78</td>
<td>1.78</td>
<td></td>
<td>11.78</td>
<td>1.78</td>
</tr>
</tbody>
</table>

Well-formed Parentheses

Given a set of \( 2n \) even length intervals in \([1, \ldots, 2n]\). The problem is to find a string of parentheses with length \( 2n \) such that substrings in each of the intervals are well-formed parentheses. We model this problem by a set of \( 2n \) variables. We post a SOFT_GRAMMAR*or cost function for each interval to represent the requirement of well-formed parentheses.

Results are shown in Table 3. Enforcing FDGAC* reduces the search space 6 times and thus speeds up the search 20 times more than \( \forall IC \). Enforcing FDGAC* always outperforms GAC* by up to 6 times in terms of search space reduction and 3 times in term of runtime.

The Minimum Energy Broadcasting Problem

The task (CSPLib prob048) (Burke and Brown 2007) is to find a broadcast tree that minimizes the sum of the energy consumed by \( n \) wireless routers in a network. The model consists of \( n \) variables, and one hard global constraint TREE (Beldiceanu, Carlsson, and Ramon 2005) and MAX_WEIGHT(\( X_1, X_2 \)) cost functions. We also implement the GAC enforcement algorithm of the TREE constraint from Beldiceanu et al. (2005).

Results are shown in Table 4, which is different from the previous experiments. FDGAC* can reduce the search spaces up to 6 times more than GAC*, but runs 2 times slower than GAC*. The hard TREE global constraint accounts for the results, which can only achieve strong \( \forall IC \) and GAC* but not FDGAC*.

Table 4: Minimum energy broadcast (timeout=10min)

<table>
<thead>
<tr>
<th>( n )</th>
<th>strong ( \forall IC )</th>
<th>( \forall IC )</th>
<th>FDGAC*</th>
<th>GAC*</th>
<th>Solver Time</th>
<th>FDGAC* Solver Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>10</td>
<td>8.04</td>
<td>484.8</td>
<td></td>
<td>10.84</td>
<td>484.8</td>
</tr>
<tr>
<td>4</td>
<td>10</td>
<td>12.38</td>
<td>158.3</td>
<td></td>
<td>12.38</td>
<td>158.3</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>13.54</td>
<td>235.7</td>
<td></td>
<td>13.54</td>
<td>235.7</td>
</tr>
<tr>
<td>6</td>
<td>10</td>
<td>15.34</td>
<td>341.0</td>
<td></td>
<td>15.34</td>
<td>341.0</td>
</tr>
<tr>
<td>7</td>
<td>10</td>
<td>17.38</td>
<td>544.8</td>
<td></td>
<td>17.38</td>
<td>544.8</td>
</tr>
</tbody>
</table>

Conclusion

Bessiere et al. (2011) suggest another decomposition of global cost functions into simpler functions in table form based on the Berge-acyclic property. Their example is based on the REGULAR global constraint, and the decomposition is one level directly onto ternary functions. In the case of a polynomially decomposable cost function, the decomposition can be recursive, which is amenable to efficient minimum cost computation utilizing dynamic programming techniques.

Our contributions are four-fold. First, we define the tractable \( r \)-projection-safety property, and study the property with respect to projections/extensions with different arities of cost functions. We show that projection-safety is always possible for projections/extensions to/from the nullary cost function, while it is always impossible for projections/extensions to/from \( r \)-ary cost functions for \( r \geq 2 \). When \( r = 1 \), we show that a tractable cost function may or may not be tractable 1-projection-safe. Second, we define polynomially decomposable cost functions and show them to be tractable 1-projection-safe. We give also a polytime dynamic programming based algorithm to compute the minimum cost of this class of cost functions. Third, we further show that the cost functions SOFT_AMONG*, SOFT_REGULAR*or, SOFT_GRAMMAR*or, and MAX_WEIGHT/MIN_WEIGHT, are polynomially decomposable and tractable 1-projection-safe. Fourth, we perform experiments and compare typical WCSP consistency notions and shows that our algorithm framework works well with GAC* and FDGAC* enforcement, in terms of run-time and reduction in search space. We also compare against the flow-based approach (Lee and Leung 2009; 2012) and show that our approach is more competitive.

The concept of polynomial decomposability is inspired by a simple dynamic programming approach. It is unclear
if we can go beyond dynamic programming and yet maintain tractability. An immediate possible future work is to characterize exactly the class of polynomial decomposable cost functions. It will also be interesting to investigate other forms of sufficient conditions for polynomial decomposability. The sufficient conditions given in Lemma 2 provides only a partial answer.

On the practical side, besides polynomial decomposability and flow-based project-safety (Lee and Leung 2009; 2012), we would like to investigate other forms of tractable 1-projection-safety and techniques for enforcing typical consistency notions efficiently. It is also interesting to investigate possibility to apply our framework to other stronger consistency notions such as VAC (Cooper et al. 2010).
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