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Abstract. In many online shopping applications, traditional Asstioia Rule
(AR) mining has limitations as it only deals with the itemattlare sold but ig-
nores the items that a@most sold For example, those items that are put into
the basket but not checked out. We say that treds®st solditems carryhes-
itation informationsince customers are hesitating to buy them. The hesitation
information of items is valuable knowledge for the desigmobd selling strate-
gies. We apply vague set theory in the context of AR miningoas¢orporate
the hesitation information into the ARs. We define the cotxepattractiveness
and hesitation of an item, which represent the overall mttion of a customer’s
intent on an item. Based on these two concepts, we propos®tiza of Vague
Association Rules (VARs) and devise an efficient algoritionmine the VARs.
Our experiments show that our algorithm is efficient and tA®Y capture more
specific and richer information than traditional ARs.

1 Introduction

Association RuléAR) mining [1] is one of the most important data mining tasksaa-Tr
ditional AR mining has been extensively studied for over eadie; however, in recent
years, the emergence of many new application domains, sutheaWeb, has led to
many possibilities and challenges of studying new formsiREA

Consider the classical market basket case, in which AR mirinconducted on
transactions that consist of items bought by customers.adewthere are also many
items that are not bought but customers may have considaygugthem. We call such
information on a customer’s consideration to buy an itemhibstationinformation of
the item, since the customer is hesitating whether to bujhe hesitation informa-
tion of an item is useful knowledge for boosting the saleshefitem. However, such
information is not considered in traditional AR mining dwethe difficulty to collect
hesitation information in the past. Nevertheless, withatieance in Web technology, it
is now much easier to obtain the hesitation information efitems. Consider an online
shopping scenario, such as “Amazon.com”, it is possibl®tiect huge amount of data
from the Web log that can be considered as hesitation infiloma~or example, in the
online shopping scenario: (1) the items that customersmattheir online shopping
carts but were not checked out eventually; (2) the itemsateatn customers’ favorite
lists to buy next time; (3) the items that are in customershiig lists but not yet avail-
able in the store; and so on. The hesitation information ban be used to design and
implement selling strategies that can potentially turrsthtunder consideration” items
into “well sold” items.



We apply thevague set theorj2] as a basis to model the hesitation information
of the items. Vague set theory addresses the drawback ofjke sikembership value
in fuzzy set theor{3] by using interval-based membership that captures thnees
of evidence with respect to an object in a universe of dissengupport againstand
hesitation Thus, we can naturally model the hesitation informatiomofitem in the
mining context as the evidence of hesitation with respethéatem. The information
of the “sold” items and the “not sold” items (without any hHasion information) in the
traditional setting of AR mining correspond to the evideatsupport and against with
respect to the item.

To study the relationship between the support evidencelatdsitation evidence
with respect to an item, we propose the conceptattrhctivenessand hesitationof
an item, which are based on theedian membershiand theimprecision membership
[4,5] that are derived from the vague membership in vaguge et item with high
attractiveness means that the item is well sold and has gloiggibility to be sold again
next time. An item with high hesitation means that custonagesalways hesitating to
buy the item due to some reason (e.g., the customer is wédiryice reduction) but
has a high possibility to buy it next time, if the reason ofigivup the item is identified
and resolved (e.g., some promotion on the item is provided).

Using the notions of attractiveness and hesitation of itemesmodel a database
with hesitation information as aA H-pair database that consists 4f1-pair transac-
tions, whereA stands for attractiveness aftistands for hesitation. Based on tAé/-
pair database, we then propose the notioWafue Association Ruld¥ARS, which
capture four types of relationships between two sets ofdteihe implication of the
attractiveness/hesitation of one set of items on the aitearess/hesitation of the other
set of items. To evaluate the quality of the different typE¥ARS, four types of sup-
port and confidence are defined. We also investigate the giepef the support and
confidence of VARs, which can be used to speed up the miningepso Based on these
properties, an efficient algorithm is then designed to nmieeVARS.

Our experiments on both real and synthetic datasets vdrifly dur algorithm to
mine the VARs is efficient. Compared with the traditional ARged from transac-
tional databases, the VARs mined from tAé7-pair databases, which are modelled
from transactional databases by taking into account thigaies information of items,
are more specific and are able to capture richer informaltitame importantly, we find
that, by aggregating more transactions intoAH -pair transaction, our algorithm is
significantly more efficient while still obtaining almosttisame set of VARSs.
Organization. This paper is organized as follows. Section 2 presents thi@svand
defines related concepts. Section 3 discusses the algdothmme the VARs. Section
4 reports the experimental results and Section 5 offersdhelasions.

2 Vague Association Rules

In this section, we define the notion \@gue Association Ruld¥ARg and four types
of support and confidence used to evaluate the quality of &iRsVWe then present
some properties of VARSs that can be used to speed up the grotesning VARS.

Given the transactions of the customers, we then aggrdgateinsactions to obtain
theintentof each item. Based on the intent of an item, we next definattin@ctiveness
andhesitationof it.



Definition 1. (Intent, Attractiveness and Hesitation,AH-Pair Transactions) The in-
tent of an itemz, denoted as intefit), is a vague valuéa(x),1 — 3(x)]. The at-
tractiveness oft, denoted as\/4(x), is defined as the median membershippof.e.,
My(z) = (a(z) + (1 — B(z)))/2. The hesitation ofc, denoted asMy(z), is de-
fined as the imprecision membershipofi.e., My (z) = ((1 — 8(z)) — a(x)). The
pair (M (z), My (x)) is called the AH-pair ofc. An AH-pair transactioril” is a tu-
ple <vi,va,...,v,> on anitemsely = {z1,22,...,2,}, Wwherelpy C I andv; =
(Ma(z;), M (x;)) is an AH-pair of the item;, for 1 < j < m. AnAH-pair database
is a sequence of AH-pair transactions.

We now present the notion of VARs and define the support anfidemce of a
VAR.

Definition 2. (Vague Association RuleA Vague Association Rule (VAR) = (X =
Y'), is an association rule obtained from an AH-pair database.

Based on the attractiveness and hesitation of an item, weediefir different types
of support and confidence of a VAR depending on what kind of\kedge we want to
acquire. For clarity, we usd to denoteAttractivenessnd H to denoteHesitation
Definition 3. (Support) Given an AH-pair databasd), we define four types of sup-
port for an itemseZ or a VARX = Y, whereX UY = Z, as follows.

1. TheA-support of Z, denoted as Asupg), is defined asz H Ma(2)/|D|.

. TheH-support of Z, denoted as Hsuggy ), is defined asz H My (2)/|D|.
D zeZ
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3. The AH-support ofZ, denoted as AHsug), is defined asz [1 Ma(z)Mu(y)/|D|.
4

TeD z€X,yeY
. The HA-support ofZ, denoted as HAsugg), is defined as) | I Mu(x)Ma(y)/|D|.
TeD zeX,ycyY
Z isan A (or H or AH or HA) FI if the A- (or H- or AH- or HA-) support ofZ is no less
than the (respectivd or H or AH or HA) minimum support threshotd

Definition 4. (Confidence)Given an AH-pair databasd), we define the confidence
ofaVARy = (X = Y), whereX UY = Z, as follows.

1. If both X andY are A Fls, then the confidence of, called theA-confidence ofr and
denoted asdconf (r), is defined asA”;’;’((Z)
2. If both X andY are H Fls, then the confidence of, called the H-confidence ofr and

denoted asiconf (1), is defined ast2urr(Z).

3. f X isanAFlandY is anH FlI, then the )confldence aof, called the AH-confidence of
and denoted as AHcoff), is defined as5{=uelz).
4. If X isanH FlandY is an A Fl, then the confldence aof, called the HA-confidence of
and denoted as HAcoff), is defined as’ =222
Problem Description. Given anAH-pair databasé, ¢ and ¢, the problem of VAR
mining is to find all VARsr such thasupgr) > ¢ andconf(r) > ¢, wheresuppand
confare one of thed-, H-, AH-, andHA- support and confidence.

Note that the thresholdsandc can be different for different types of VARs. Here-
after, we just set them to be the same for different types dk&/fand this can be easily
generalized to the case of different thresholds.

We give some properties of VARs which can be used to desigrffaneat algo-
rithm for mining VARs. The following proposition states the support defined for an
itemset in arAH-pair database has the anti-monotone property.




Proposition 1. The following statements are true.

1. If X C X', thenAsupp(X') < Asupp(X) and Hsupp(X') < Hsupp(X).

. Given an iteny, 2@ < Ay (z) < 1 - M),

3. Givena VARr = (X = Y), where|X| = m and Y| = n, we have()™ Hsupgr)
<AHsupgr) < 2" Asupp(r); (5)" Hsupi(r) < HAsupp(r) < 2™ Asupp(r);
AHconfr) < 2" Aconf (r); (3)™" Hconf (r) < HAconf (r).

N

3 Mining Vague Association Rules

In this section, we present an algorithm to mine the VARs. Weerthe set of all, H,

AH andHA Fls from the inpuAH-pair database, and then generate the VARSs from FIs.
Let A; and H; be the set ofA FIs andH Fls containing: items, respectively. Let

A;H; be the set oAH Fls containing items with A values and items with 4 values.

Note thatA; H; is equivalent tad; A;. Let C's be the set o€andidate Flsfrom which

the set of FIsS is to be generated, whefeis A;, H;, or A; H;.

Algorithm 1 MineVFI (D, o)

1. Mine A; andH; from D;

2. Generat&€'4, from A1, Ca, g, from A; andH,, andCy, from Hy;

3. Verify the candidate FlIs i'a,, Ca, #, andCr, to give A2, A1 H, and Ho, respectively;
4.foreachk = 3,4, ..., wherek =i+ j, do

Generat&'y, from A;_; andCy, from H;_1, fori = k;

Generat€ ', u, from A;_1Hj, for2 <i < k, and fromA, H;_1, fori = 1;

Verify the candidate Fls i0a, , Cn,, andCa, i, t0 give Ax, Hy, andA; Hj;
.return all A;, H;, andA; H; mined;
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The algorithm to compute the Fls is shown in Algorithm 1. Wetfinine the set of
frequent items4; and H; from the inputAH-pair databasé. Next, we generate the
candidate Fls that consists of two items (Line 2) and comiti@& s from the candidate
Fis (Line 3). Then, we use the Fls containifig— 1) items to generate the candidate
Fls containingt items, fork > 3, which is described as follows.

For each pair of Flsy; - - - xp_oy andxy - - - xx_o2z In Ax_q or Hi_1, we generate
the itemsetr; - - - z,_2yz into Cy, or Cy, . For each pair of FIsg; - - - z;_quy: - - - y;
and:cl C T 20Y1 Yy in Ai—lij orz 1y - - Yj—2u andxlyl ce e Yj—20 in AlHj_l,
we generate the itemset - - - z;_suvy; - - - y; Or w1y1 - - - y;—2uv iNt0 Ca, g, -

After generating the candidate FIs, we obtain the Fls aevi@l For eacly € Cjy,
(orZ € Cp,),if 3X C Z, whereX containgk—1) items,X ¢ A, (or X & Hy,_1),
then we removeZ from Cy, (or Cg,). ForeachZ = 1 ---zy1---y; € Ca,m;, if
3, wherel < ¢/ < i, (Z — {ay}) & Ai—1H;j; or 35/, wherel < j' < j, (Z -
{yy}) & A;H;_1, then we removeZ from Cy, ;. Here, theanti-monotone property
[1] of support is applied to prung if any of Z's subsets is not an Fl. After that, the
support of the candidate Fls is computed and only those wigipart at least are
retained as Fls. Finally, the algorithm terminates whenaradaate Fls are generated
and returns all Fls.

After mining the set of all FIs, we generate the VARs from the Fhere are four
types of VARSs. First, for eacH or H FI Z, we can generate the VARS = Y, VXY



whereX UY = Z, using the classical AR generation algorithm [1]. Then gachAH
(orHA)FI Z = (X UY), whereX is anA Fl andY is anH FI, we generate two VARS
X = Y andY = X. The confidence of the VARs can be computed by Definition 4.

4 Experiments

In this section, we use both real and synthetic datasetsalo&e the efficiency of the
VAR mining algorithm and the usefulness of the VARs. All ekpeents are conducted
on a Linux machine with an Intel Pentium IV 3.2GHz CPU and 1GE\R

4.1 Experiments on Real Datasets

For the first set of experiments, we use the Web log data frad@atiRe [6], which is the
NLANR Web Caching project. Then we can classify Web pagestimtee categories:
target non-target andtransition according to the time spent on the Web page, the
position of the Web page in the browsing trail and the numbeisits to the Web page.
The three categories correspond to the three status of,itemg, 0 andh.

Since the Web log data contain a huge number of different \ites, sve only report
the result on the Web log of a single Web site (www.google Jdoom all nine IRCache
servers on a single day (Aug. 29, 2006).Wher0.001 and:=0.9, we obtain one VAR:
http://gmail.google.com/, http://gmail.google.comilha- http://mail.google.com/maijl/
with HA-support of 0.003 and HA-confidence of 0.99. This VAR®s thahttp://gmail.
google.comandhttp://gmail.google.com/maidllways play the role of transition pages
to the target paghttp://mail.google.com/mailAs a possible application, we can add a
direct link from the transition pagebttp://gmail.google.conor http://gmail.google.com
/mail/) to the target pagehftp://mail.google.com/maljlto facilitate the user traversal
of the Web site. Actually, by typing either the URL of the twarisition pages in a Web
browser, it is redirected to the URL of the target page, whieeeredirect mechanism
serves as a special kind of direct link.

In order to compare with the traditional ARs, we also testtandatabase that con-
tains all the trails without distinguishing the Web pagessA 0.0008 and=1, 70 ARs
are returned. Among them, 59 ARs (84%) contain the entraage (www.google.com),
which is not that interesting. Among the remaining ARs, téfving rule is found:
http://mail.google.com/, http://gmail.google.com/tpgagmail.google.com/mail/
= http://mail.google.com/maitkith support 0.001 and confidence 1, which is similar
to the VAR we find. This result shows the effectiveness of nir'WVARs, since the tradi-
tional AR mining approach returns many ARs but it is diffidolt the user to tell which
ARs are more important for practical uses, while mining VARs find more specific
rules directly.

4.2 Experiments on Synthetic Datasets

We test on the synthetic datasets to evaluate the efficiemtytee scalability of our al-
gorithm. We modify the IBM synthetic data generator [7] byland) “hesitation” items.
The ID and the number of “hesitation” items in each transactire generated accord-
ing to the same distributions as those for the original iteWis generate a dataset with
100000 transactions and 100 items. We use a parai@ttgio represent the number of
transactions which are aggregated to giveddi-pair transaction.

We first test the algorithm under different valuessofFig. 1 and Fig. 2 report the
running time and the number of Fls. From Fig. 1, the runninggtincreases with the
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decrease in the value efdue to the larger number of Fls generated. We also find that,
for the same value of, the running time decreases significantly with the increase
the value ofStep This is because we aggregate more transactions to a sir@ipair
transaction and hence the numberAff -pair transactions is smaller in the database.
However, Fig. 2 shows that the number of Fls for the diffeteipvalues varies only
slightly (note that all the four lines are coincided into dme in Fig. 2). We further
check the Fls obtained for the differeBtiepvalues and find that they are indeed similar.
This result shows that we can actually aggregate more trdosa to give theAdH-

pair transactions so that we can improve the efficiency ofrtiréng operation but still
obtain the same set of FIs and hence the VARSs.

5 Conclusions

We apply the vague set theory to address a limitation inticadil AR mining problem,
that is, the hesitation information of items is not consikeMVe propose the notion of
VARs that incorporates the hesitation information of iteim® ARs. We also define
different types of support and confidence for VARs in ordeevaluate the quality of
the VARSs for different purposes. An efficient algorithm i®posed to mine the VARS,
while the effectiveness of VARs is also confirmed by the ekpents on real datasets.
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