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Abstract
In the context of mixed reality, it is difficult to simulate

shadow interaction between real and virtual objects when
only an approximate geometry of the real scene and the
light source is known. In this paper, we present a real-
time rendering solution to simulate colour-consistent vir-
tual shadows in a real scene. The rendering consists of
a three-step mechanism: shadow detection, shadow pro-
tection and shadow generation. In the shadow detection
step, the shadows due to real objects are automatically
identified using the texture information and an initial es-
timate of the shadow region. In the next step, a protec-
tion mask is created to prevent further rendering in those
shadow regions. Finally, the virtual shadows are gener-
ated using shadow volumes and a pre-defined scaling fac-
tor that adapts the intensity of the virtual shadows to the
real shadow. The procedure detects and generates shad-
ows in real time, consistent with those already present in
the scene and offers an automatic and real-time solution
for common illumination, suitable for augmented reality.

Key words: Augmented reality, image based rendering,
common illumination.

1 Introduction

A wide range of applications use computer-generated an-
imations in combination with pictures or footage of real
scenes. Examples of such mixed reality applications are
manufacturing, medical training, medical surgery, en-
tertainment, education or cultural heritage. Some (e.g.
surgery [26]) require that the inclusion of the virtual el-
ements in the real scene is instantaneous, without pre-
processing time and without having a model of the real
scene. This implies numerous calibration and registra-
tion problems when inserting the virtual elements [2, 3].
Others (e.g. cultural heritage [19]) allow pre-processing
and use a reconstruction model of the real scene, allowing
a more accurate calibration and registration of the virtual
elements within this model.

Important progress has been made in registration and

calibration [3, 18]. However, the rendering of the virtual
objects within the real scene often remains inconsistent:
their illumination is different from that of the real objects.
Few attempts are made to understand the current lighting
in order to compute the shading. It is clear that a consis-
tent illumination improves the overall impression of the
mixed reality. First, a consistent shadow of the virtual ob-
jects gives a correct interpretation of the relative distance
between the virtual objects and the real objects. Second,
a correct lighting enhances the feeling that the virtual ob-
jects are part of the real scene.

Since the early nineties [16] a few solutions for the il-
lumination inconsistency have been proposed. Most of
them assume that a model of the real scene is available.
This reconstruction can be obtained with a scanner, but
most commonly real scenes are reconstructed using pho-
tographs from different viewpoints [22, 10, 21, 23, 15, 8].
The latter is a photogrammetric, error prone process as
the reconstruction usually contains a mismatch between
the simplified geometry and the texture. Due to the var-
ious errors, shadows generated using the approximated
geometry and light source position may not align with
the shadows visible in the texture.

Figure 1: Virtual model obtained using stereopsis. Left:
outdoor scene set-up. Middle: reconstructed geometry.
Right: geometry and texture combined, the shadow is vis-
ible in the texture. A clear mismatch between geometry
and texture is visible, the curved shape of the shadow in-
dicates that the geometric model is inaccurate.
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In Figure 1 (Middle) an example is shown of the 3D re-
constructed model of a real object photographed in a real
outdoor environment (Left). The reconstructed geometry
is a fair but simple approximation of the real shape that
consists of many curved surfaces. A clear mismatch be-
tween texture and geometry is visible (Right). Due to the
misalignments resulting from the reconstruction, it may
not be straightforward to extract the illumination prop-
erties accurately [20]. One can spend more time on the
geometry reconstruction or use a more accurate geometry
reconstruction procedure (e.g. laser) to guarantee that all
geometry parameters are exact, but this adds an overhead
cost to the application. In this paper a new procedure is
presented that offers a solution for rendering consistent
shadows in real time for mixed reality, regardless of the
quality of the geometric reconstruction.

1.1 Related work

Jacobs et al. [16] provid a classification of the illumina-
tion methods for mixed reality. The methods for consis-
tent rendering can be classified in two categories: com-
mon illumination and relighting. Common illumination
simulation provides a consistent lighting when virtual ob-
jects are inserted in a real context. Relighting goes one
step further and enables the modification of the original
illumination. Using inverse illumination [20] is one way
to achieve common illumination or relighting. This refers
to the retrieval of the illumination parameters such as the
BRDF of the objects in the real scene. In the classification
of Jacobs et al. [16], some methods provide a real-time
rendering for common illumination [5, 1, 13, 11]. How-
ever to our knowledge no method has yet been proposed
that provides a real-time illumination estimate. Most of
the time, a lot of effort is spent in the pre-computation
step to find an accurate model of the real scene and the
lighting properties via inverse illumination methods. Af-
ter the geometry is captured, the pre-computed set up usu-
ally takes a minimum of a few minutes to several hours.

Illumination methods in computer graphics can con-
sider local and global illumination. Local illumination ef-
fects simulate only the direct effects due to a light source,
global illumination deals with the inter-reflections be-
tween objects as well. While it is important to consider
the global effect of an added virtual object, local illumi-
nation is essential, especially for shadows. Recent devel-
opments provide the possibility of simulating shadows at
low cost, using for example shadow maps [6] or shadow
volumes [9]. A recent survey [14] presents the classifi-
cation of soft shadow methods that could be used in the
context of mixed reality. State et al. [27] demonstrate
the use of shadow maps in an augmented reality system.
To achieve a similar effect Haller et al. [13] use shadow
volumes. While these two methods showed impressive

improvement in the capability of registration, overlap be-
tween virtual and real shadows were avoided. Gibson et
al. [11, 12] developed two methods for simulating soft
shadows of virtual objects in complex mixed reality en-
vironments. While the rendering of the shadow is inter-
active, the method requires accurate input geometry and
a good estimate of the BRDF and original illumination.
From the examples shown in the papers, it is also not
clear if the overlap between real and virtual shadows are
handled. The method presented in this paper provides a
real-time system both for processing the original shadow
regions due to real objects and rendering new shadows
due to the insertion of virtual objects. Therefore over-
lap between real and virtual shadows are treated and the
shadows of virtual objects due to a real light source are
consistent with the shadows of real objects.

1.2 Method overview
In this paper, a solution is presented to provide consistent
shadows between virtual and real objects for a scene with
one main real light source. The geometry of the consid-
ered real objects and the position of the real light source
only need to be known approximately. Algorithms such
as State et al. [27] or Haller et al. [13] to render the
shadows of the virtual objects, provide a solution similar
to the one shown in Figure 2(a), where the shadows of
the virtual objects (virtual avatar and box) lie correctly
on the ground as expected, but overlap incorrectly with
the shadow of the real statue due to a real light source.
The correct result should be as in Figure 2(c) which is
computed using the algorithm presented in this paper.

When the virtual shadow is rendered using shadow
maps or shadow volumes, those pixels that lie inside the
virtual shadow have their intensity scaled using an appro-
priate scaling factor. When virtual and real shadow par-
tially overlap one need to decide how to select the scaling
factor. If the scaling factor is 1 (no scaling), those pixels
in the overlapping part have a colour consistent with the
real shadow pixels, the non-overlapping pixels, however,
will be brighter than required for a consistent shadow.
If the scaling factor is smaller than 1, the pixels in the
non-overlapping areas will have a colour similar to that
of the real shadow pixels, but the pixels in the overlap-
ping area will be too dark, making the shadow, again, in-
consistent. Based on this information, a three-step mech-
anism is designed and each step is briefly discussed here;
a schematic overview is given in Figure 3.

The shadow detection step, deals with the detection
of the position and shape of the real shadows of the real
objects in the scene, conform with the texture of the real
scene. It takes as input the scene geometry, its texture and
an approximation of the light source position present in
the scene. First a shadow contour estimate is calculated
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(a) (b) (c) (d)

Figure 2: (a) Generation of the virtual shadows using one scaling factor. (b) Pixels inside the geometrical estimate of
the real shadow are protected against the scaling. Due to misalignments not all pixels of the real shadow are protected.
(c) When using an appropriate scaling factor and protecting the shadow pixels identified by the shadow detection step,
the virtual shadows are consistent with the real shadow. (d) The virtual shadow is inconsistent with the real shadow
when an inappropriate scaling factor is used.

Figure 3: Three-step mechanism: a schematic overview
of the three steps and their interaction.

using the geometry and the light source position. Due to
the reconstruction errors, mentioned in the introduction,
and the error in the registration of the light source in the
scene, this estimate deviates from the shadows visible in
the texture. Next, the exact shadow contour is extracted,
for instance by using a Canny edge detector [7] in a re-
gion defined by the shadow contour estimate.

Once the true shadow contour is known, it is possible
to calculate a scaling factor per material in shadow that
reflects the colour intensity in the shadow region. This
factor relates the colour of the material in shadow with
the one not in shadow. A more detailed explanation of
the shadow detection step is given in section 2.

In the shadow protection step, a binary shadow mask
is created that is used to protect those points inside a real
shadow from any scaling. The scaling factor is chosen to
match the colour of the non-overlapping areas with the
points inside the real shadow. If the geometrical esti-
mate is used to protect the real shadow points, this re-
sults in a misalignment of the shadow mask with the real
shadow as can be seen in Figure 2(b). When the out-
put of the shadow detection step is used to complete the
shadow mask, all points inside the real shadow are cor-
rectly blocked from further rendering: the resulting vir-
tual shadow is consistent, see Figure 2(c). More details
about the shadow protection step are given in Section 3.

In the shadow generation step, a real-time shadow
method such as shadow maps or shadow volumes is used
to generate the virtual shadows. The intensity of the
shadow relates to the appropriate scaling factor computed
previously; overlap between real and virtual shadows is
prevented by using the mask generated in the previous
step. Those parts of the virtual shadow that lie inside
a real shadow are ignored. The intensities of the pixels
in the virtual shadow in the non-overlapping regions are
calculated by scaling the texture colour with the scaling
factor. The influence of the choice of the scaling factor
is illustrated in Figure 2(c) and 2(d). During the render-
ing, a different scaling factor needs to be used for differ-
ent materials and for polygons with a different orientation
towards the light source. Section 4 provides more details
about this third and final step.

After presenting the three-step method, the perfor-
mance of the system is illustrated using various scenes in
a different context in Section 5, followed by a conclusion
in Section 6.
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2 Automatic shadow detection

2.1 Shadow contour detection
In order to protect the existing shadows in the scene
from any post-processing, the shadow pixels in the tex-
ture need to be identified. Two types of shadows exist:
soft shadows and hard shadows. Ideally both types of
shadows are detected, but in practice it is much easier to
detect hard shadows. This paper does not aim at devel-
oping a new state of the art shadow detection method but
instead claims that the three-step mechanism is indepen-
dent of the choice of shadow detection in this first step. In
this paper a hard shadow detector is implemented. Hard
shadows appear in scenes with bright light sources, e.g.
sunny outdoor scenes, indoor scenes with one main light
source. The presented shadow detector has been tested
in both types of scenes with good results. However, it
should be stressed that if a soft shadow detector is used
the method can be applied on less restricted scenes.

A Canny edge detector [7] is implemented to detect
shadow contours in a similar approach as in [4, 25, 24].
The main advantage of the Canny edge detector is that it
returns one-pixel thick edges and that it effectively ne-
glects edges due to noise because of the non-maximal
suppression and hysteresis. The shadow detector uses
a geometric estimate of the shadow contour to generate
the contour of the real shadow. The geometric estimate
of the shadow contour comes from the generated shadow
computed from the approximate geometry and the light
position. In general the shadow estimate gives a good in-
dication of the position of the real shadow, but it can be
inaccurate due to the error of the estimated light source
position within the scene and the geometric approxima-
tion of the real scene geometry. An example of input and
output of the Canny edge detector is given in Figure 4.
This type of shadow edge detector guarantees a correct
shadow contour detection when:

1. The position of the geometrical estimate is close to
that of the real shadow, regardless of the difference
in shadow shape or detail.

2. The shadow is a hard shadow or a soft shadow
that shows a relatively high contrast with the back-
ground.

3. The contrast of the shadow and the background is
larger than the contrast in the texture pattern of the
background. Using an appropriate choice of the
size of the smoothing filter and the upper and lower
thresholds, the edges of the background texture will
be suppressed against the edges of the shadow.

Usually an edge detector can only detect hard shad-
ows and give a rough estimate of a soft shadow contour

Figure 4: Left: the input texture image of the shadow
detector. Right: based on a geometrical estimate, the
shadow contour visible in the texture is extracted.

as long as the gradient of the soft edge is larger than the
gradient of any other underlying structures in the texture.
When the parameters of the edge detector are tuned to
detect the soft edges, the amount of false edges due to
noise for instance, increases as well. This restriction to
hard shadows might be a limitation of the presented tech-
nique, since true hard shadows are rare in nature. Nev-
ertheless, a pseudo-shadow detection algorithm is imple-
mented with satisfying results, as is explained in Section
3. The pseudo-soft shadow detector achieves good re-
sults on outdoor sunny scenes and indoor scenes where
the main light source is a spotlight directed onto the ob-
jects under consideration, this is discussed in Section 5.

The computation speed of the shadow edge detector
depends on the resolution of the input image. Since the
most time consuming operations are the smoothing and
gradient convolutions these can be implemented in the
fourier domain, hereby decreasing the computation time.
However, this is not implemented since the search win-
dow in which the edge detector operates is already dras-
tically reduced by limiting the search to a region around
the geometrical estimate of the real shadows. In other
words, the computation speed rather depends on the size
of the real shadows. When the real shadows cover a large
region in the image, one can argue that the shadow edge
detector might not operate in real time. But even in this
case the size of the search window can be reduced if we
consider only the region where real and virtual shadows
overlap. In all experiments carried out, the shadow detec-
tion operated in real time (30 frames per second).

2.2 Automatic estimate of the shadow intensity

Once the shadow edge is defined, it is possible to cal-
culate a scaling factor for each material in shadow. The
scaling factor is in fact a triplet [ρR, ρG, ρB ], defined by
dividing the three colour channels of the pixels inside
the shadow with those outside the shadow. In the cur-
rent implementation, a small region of pixels inside and
a small region of pixels outside the shadow were selected
and used to derive a mean scaling factor. The follow-
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ing equation explains how the triplet is calculated. C =
{R, G,B} represents the colour channel: red, green or
blue; SR stands for shadow region, while NSR stands
for non shadow region; PSR and PNSR are the number
of pixels in respectively the shadow and non shadow re-
gion:

ρC =

∑
∀p∈SR

Cp

PSR∑
∀p′∈NSR

Cp′

PNSR

The colour of the virtual shadow is now defined by
the multiplication of the underlying texture value and the
scaling factor. In general this scaling factor varies across
the points on a surface, and depends on the orientation of
that surface to the light source. Though it would be bet-
ter to assign a scaling factor per pixel, only one scaling
factor was used per material, but it has been identified
that a better scaling factor selection procedure needs to
be implemented for future applications.

3 Shadow protection

Based on the shadow contour, a binary mask is con-
structed. This mask is used to indicate which points in
the real model are in shadow or not. In a way, it can be
considered as a texture map that overlays the textures of
the scene. The output of the shadow detector is an edge
image, containing information about the shadow contour,
at pixel level (see Figure 4, Right). Since the Canny edge
detector detects edges of one-pixel thickness and removes
most noise inside the image, the shadow region can be de-
rived relatively easy: the shadow mask construction takes
the edge map as input and uses a region growing algo-
rithm to fill the shadow region inside the shadow contour.
The starting point of the region growing can be any point
inside the shadow region, which can be derived from the
shadow estimate.

Figure 5: Left: close-up of a pseudo-soft shadow grey
level mask, the gradient of the border protection is
quadratic. Right: a binary shadow mask.

An example of a shadow mask is given in Figure 5
(Left). The edge detector can only detect hard shadows.
Nevertheless the creation of a pseudo-soft shadow mask
enables the use of the presented method on soft shadows.

As is illustrated in Figure 5 (Right), a grey-level shadow
mask is constructed with values ranging from 0 to 1 in-
stead of a binary one. Those pixels inside the shadow are
entirely protected (bright), the pixels outside the shadow
are not protected (dark), the pixels at the shadow edge are
partially protected (gradient grey level). The gradient in
the soft region is quadratic to reflect the visibility varia-
tion in respect to an area light source. The support of the
quadratic gradient increases with the degree of softness.
This can be estimated if the distance of the light source
and its area are approximately known. For instance for an
outdoor scene, on a sunny day it is known that the sun has
a solid angle of 0.5 degrees. Together with the geometry
estimate and the direction of the sunlight an approxima-
tion of the degree of softness can be calculated . In the
other cases, one can use the behaviour of the pixel inten-
sities around the detected shadow edge. Up till now, the
degree of softness has been defined manually.

The design of a shadow mask allows any upgrade of
the system to soft shadow detection once an implemen-
tation is provided to detect soft shadows at pixel level.
For each pixel a grey level can be written in the shadow
mask, that indicates how much light it still receives, with-
out modifying the shadow generation step.

4 Shadow generation

Once the real shadow regions are identified, it is possible
to simulate the shadows due to the insertion of the vir-
tual objects. These shadows can be generated with dif-
ferent algorithms. In the current implementation, shadow
maps and shadow volumes are used, but any other real-
time shadow generation procedure, including soft shad-
ows, is suitable. The shadows are computed using the ap-
proximate position of the real light source and consider
the interactions between virtual and real objects. Shad-
ows from virtual objects are therefore cast on real and
virtual objects, and real objects can cast shadows on vir-
tual objects. Shadows due to real objects onto other real
objects are already included. The intensity of the shad-
ows are estimated using the scaling factor as computed
in Section 2.2. This scaling factor differs for each object
on which the shadow is cast. It should reflect both the
material properties and the ambient light received in each
region.

In order to prevent any overlap between the generated
shadows and the real shadows the shadow mask com-
puted in Section 3 is used to indicate the regions that can
be drawn in the colour buffer. Regions with zero val-
ues (dark) in the shadow mask, can be overdrawn and
regions with one values (bright) are fully protected. Re-
gions with grey level values are partially protected. We
use the shadow mask in two different ways. When a
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textured model of the real scene is available, the multi-
texturing capability of OpenGL is used to multiply the
original texture and the shadow mask texture. When AR-
ToolKit is used, we draw the shadow mask directly in the
stencil buffer. In this implementation each (visible) scene
point needs to have one entry in the shadow mask.

An alternative implementation could pass a geometri-
cal shadow mask instead of the texture mask in the sten-
cil buffer. The geometric mask can be created by rep-
resenting the edges of the shadow contour as found in
the shadow edge detection step analytically. However the
texture mask ensures that complex shapes can easily be
dealt with. For a more complex scene for which texture
memory is an issue, a geometric mask can be extracted
from the shadow detection and used in the stencil buffer.

5 Results

The presented method has been tested in two different
contexts. One is computer augmented reality where a
textured model representing the reality is used and the
shadow detection is carried out offline. The other is aug-
mented reality using a pre-estimated geometry of the real
scene and texture information from a video camera. In
both cases the interactions of the virtual objects are com-
puted in real time.

5.1 Computer augmented reality
Figure 2 (c) already showed the result of the presented
method on an outdoor scene using a pseudo-soft shadow
map. Another example of a more complex scene is given
here. A geometric model, shown in Figure 6 (a), was re-
constructed from photographs of a real scene, see Figure
6 (b), using [15]. It is a fairly simple geometric model
but it contains many different objects that cast shadows
on different, sometimes textured materials. The scene
was illuminated by a spotlight to create distinct shadows
with a low degree of softness created by the indirect sun-
light coming through the windows, see Figure 6 (b). Once
the edge detector is used to find shadow edges, a shadow
mask with soft borders is constructed as explained in Sec-
tion 3.

Figure 6 (c)(d) illustrate the shadow protection and
generation, using the calculated shadow masks shown in
Figure 6 (f), when two virtual objects (a floating box and
an avatar) are added to the scene. Figure 6 (e) gives
a closeup of the shadow protection. It is clear that the
smoothness introduced in the grey-level shadow mask is
not sufficient to compensate for the soft shadow edges,
but the approximation is of such quality that the user
can hardly detect the shadow border when an appropri-
ate scaling factor is used.

In this type of application, the light source position
cannot change, since the texture information is only

(a) (b)

(c) (d)

(e) (f)

Figure 6: (a) The geometry extracted. (b) Scene set-up.
(c), (d) Addition of two virtual objects (floating box and
an avatar) in the scene projecting shadows onto the cap-
tured real objects. (e) A closeup view of the shadow of
the box on the wooden shelf, interacting with real shad-
ows. (f) The shadow masks projected on top of the ge-
ometry, white indicates that the pixels are in shadow.

known for one distinct light source position. There is
however no restriction on the viewpoint position.

5.2 Real-time application using ARToolkit
The second experiment uses ARToolkit [17] to perform
real-time tracking of the camera. While the camera cap-
tures the scene, a virtual avatar walks across the real
shadow borders. The virtual shadows of the avatar are
rendered consistently within the real scene, using the
scaling factor and the shadow mask calculated after the
real-time shadow detection. In the same manner, the
avatar receives shadows from the real object. The cam-
era calibration is updated every frame and therefore the
shadow mask also needs to be updated every frame, rather
than calculating it once and incorporating it into the scene
geometry.

The illumination sources in the scene are the light com-
ing from the windows in the room and a spotlight di-
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(a) (b)

(c) (d)

(e) (f)

Figure 7: (a) A picture of the real scene set up. (b) The
projection of the reconstructed laptop using ARToolKit.
(c) Shadow as computed using the geometry input is
shown in yellow. There is a clear mismatch with the real
shadow. (d) Result of the edge detector. (e) Search region
extracted from the shadow in (c), in which the shadow
region detection is performed. (f) Result of the shadow
mask generation.

rected to the real objects under consideration, to enhance
the sharpness of their shadows. No further action has
been undertaken to create more beneficial environment
influences and therefore the shadows are not hard shad-
ows. An example of the original scene and the process
of the shadow detection and masking is shown in Figure
7 (a)(b), the projection of the known geometry is over-
laid on the image. The computation of the shadow region
using only the geometric position of the light source and
the model is shown in (c). The position of the shadow at
this stage is incorrect compared to the real shadow. In (d),
the edge detection is shown. A search region, constructed
from (c) is shown in (e). The shadow extracted from the
region in (e) using our algorithm is shown in (f).

In Figure 8 examples of the shadow generation are
shown with a virtual avatar walking around the computer.

The program runs at 15 to 30 frames per second on an in-
put image of 320x240, and 10 to 15 frames per second on
an input image of 640x480. These timings were recorded
on a HP 3000+ Athlon with a GeForce FX 5950 Ultra.
These timings include all computations and the camera
capture at each frame; except for the geometry extraction
and the light source registration no pre-computations are
made.

Figure 8: Results of the algorithm for an animated vir-
tual avatar walking around a real laptop. Shadows are
automatically detected and generated using our real-time
algorithm.

It is important to notice that only a rough estimate
of the shadow region is needed. The light source can
be physically moved around its original position without
making a position update in the system. The shadow de-
tector has no problem with tracking the modified shadow
position. The new position of the shadow can be used to
track the position of the light source but this is currently
not implemented.

6 Conclusions and future work

A real-time algorithm was presented that offers a con-
sistent shadow simulation for mixed reality applications.
There are three requirements for a successful shadow de-
tection and generation: the geometry and the light source
position need to be known approximately and only hard
or semi-soft shadows are allowed.

The method consists of a three-step mechanism:
shadow detection, shadow protection and shadow genera-
tion. This three-step algorithm generates consistent shad-
ows between real and virtual objects in real-time. This
allows the use of the presented method in augmented real-
ity applications. Even though the shadow detection is not
implicitly made for soft shadows, the experiments carried
out show that the method manages to detect the shadow
contours. To our knowledge no such real-time and au-
tomatic algorithm has been presented before that treats
overlapping shadow regions between virtual and real ob-
jects.

We have shown results in two different contexts: com-

119



puter augmented reality and augmented reality. Further
efforts need to be undertaken to scale the method to more
complex environments. We will also search for ways in
making our algorithm more robust for any types of soft
shadows.

In this paper, we have considered only one light source
and we have ignored the overall lighting conditions. It
is therefore possible that the shadow of a virtual object
falls on a highlight making the blend unrealistic. In future
work we would like to provide a more general algorithm
that will adapt to several light sources and compensate
for illumination effects.
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