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ABSTRACT

This paper presents an interactive vision basdeirea system
for estimating light source positions and geneatitredible
shadows for augmented reality. The implementatiogesu
ARToolkit as a basis for geometric tracking, andeéflective
sphere for tracking light sources in the environinde paper
seeks to generate perceptually credible shadowes. tdsting was
conducted in order to determine the minimum ceatefior the
credibility of the shadows. User testing showed & shadows
are sufficient and indistinguishable from more cterp
compositions and a real image. It was clear tharsuseed a
reference object to distinguish between real artdali shadows.

The implementation and performance are tested using
consumer-grade web-camera and a regular laptop wemprhe
implementation can perform real-time with 256 gebed
shadows.

KeEyworDps: Image Based Lighting, Human
Augmented Reality.

Perception,

INDEX TERMS. D.2.6 [Programming Environments]: Interactive
Environments; H.5.1 [Multimedia Information Systdms
Artificial, augmented, and virtual realities;

1 INTRODUCTION

Augmented reality is a term for interactive and |-téae
visualization of virtual objects in a real scend. [[h the real
world, if an object is lit, it will cast a shadoWwespite shadows
being important for easier three dimensional pdicap and the
spatial relationship amongst objects [2], shadowmsrmt always
used in virtual or augmented settings.

Shadows most often reveal information of the scaneh as
spatial relationships and revealing shapes of thjg], [3]. To
reconstruct a realistic scene in a virtual spa@edsmplex task, in
terms of parameters influencing the lighting anddihg of a
room. These parameters are i.e. the light southesluminance
and the placement of objects, the geometry of therenment
and the structural composition of the environm®@etople have a
precise and well developed understanding of theenyidg
implications of shadows [1].

In this project, the research has only found Kaaketral. [4]
with a lightweight real-time shadow generating eyst even
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though the volume of research in the field of shadietection
and generation is quite large and extensive. Thezefie seek to
make a lightweight implementation for estimatinghli source
positioning and credible shadow generation.

User testing will determine the minimum criteriar fthe
credibility of the shadows, and so will the fealfpi of
algorithmically adding of visual effects that wilé used to reduce
the number of light sources necessary to generatihdity in the
augmented shadows.

The project seeks implement an augmented realistesy
capable of tracking light sources using state efdlt techniques
from the scientific community. The implementatidmald focus
on an easy-to-use approach and should make uskeapcand
simple tools and equipments.

2 RELATED WORKS

A lot of research has been devoted to find illurtiorain the
environment and to generate shadows based onntfeisriation
for augmented reality. An often occurring trendhis research, is
the need for a lot of different prerequisites, keown geometry
[5], [4], pre-computed environment map [5], steceorera setup
[6], [7], etc.

Yan [7] proposed a method for estimating illumipati
parameters in an environment using two cameras diheg
information of two lambertian spheres, each visitulethe light
source. This method generates parameters for &gpoint light
source and ambient light.

Kanbara et al. [4] estimates the light source emritent in
real-time using a mirror ball for photometric regagion. This
method uses a generated light source map from iterrball and
estimates the eight brightest light sources.

Supan et al. [6] uses an approach which trackseniall and
generates a reflective environment map from theramiball
information, as well as a diffuse irradiance mapad®ws are
created by placing a reasonable amount of lightcgsuin the
scene that gets their intensity and color inforovatfrom the
environment map.

Based on Kanbara et al. [4], the method in thisepams to
create a real-time application for estimating lightirce positions
and generate perceptually correct shadows using geheral
tools available to people, to stay in the spirif&Toolkit.

The implementation should create shadows that radilde to
the human perception with regards to placementnesé and
length of the shadows. Thus, it is necessary toné@ people’s
perception of shadows. The information gatherethftesting will
be compared to Nakano et al. [8], which states B@®&{128
shadows as the acceptable threshold, above whigblgpeannot
distinguish between virtual and real shadows.



3 METHODS

3.1 Implementation of the system

The implementation should track and process a knmarker
object and generate a user-defined number of ligirce
positions, using the median cut algorithm [9]. Thimits the

implementation to use "2shadows, due to the median cut

algorithm, dividing each area into two at eachatien.

OpenGL [10] is used for rendering the graphichtodcreen, as
it is the default renderer for ARToolkit [11].

In order to estimate light source positions, a redi
ARToolkit marker is used with a reflective spheteita center.
The marker is tracked for position in space anddplkere has
information of the light sources in the environmefih example
of the setup can be seen in Fig. 1.
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Fig. 1. The setup used for estimating light source position using a

laptop computer and a standard consumer web-camera

The pipeline of the system is showed in Fig. 2s®@rves as a
basis for the implementation of the system.
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Fig. 2. Pipeline of the system

The light tracking marker consists of a table tertmll painted
with a glossy black paint that can be bought intheasivenience
stores.

Different colored mirror balls were analyzed todfithe best
color suited for light tracking without a dynamange image. An
example of these can be seen in Fig. 3.

Fig. 3. Analysis of different colored spheres, to find optimal sphere
coloring for non-HDRI

A black colored sphere with high gloss was seleasdt shifts
less intense light to the lower end of the RGB escegsulting in
more data on higher intensity lights, making ittéeto track light
sources.

As Kanbara et al. demonstrated in [4] the reflecSphere can
be segmented , by projecting the center of thergpand a point
on the periphery onto the image plane. This caddre using the
model-view matrix supplied by ARToolkit and the kvrorelation
between the marker and the reflective sphere. Thé&thod
provides the center and the radius of the circjragenting the
sphere onto the image plane. The direction of argireflection
Trefiection (1,6, @) can be calculated using the radius, rMax, of
the circle in image coordinates, using the pixardaate P in the
segmented circle. This is done by assuming thatcmera is
positioned at an infinite distance along the pesitz-axis, thus
making all camera rays parallel. The formulas (&l §2) are
used. An illustration of the approach can be sed¥ig. 4.
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Fig. 4 lllustration of the approach for finding spherical

coordinates from 2D representation of a sphere



An environment map with aspect ratio 2:1, of thitentions in
the sphere is created using backwards mapping. @yyiag a
modified moving average [12], [13] on the enviromihmap, any
sudden changes can be smoothed more or less degemtithe
sample size without raising computation time sigaifitly. To
acquire light directions, the median cut algoritfghis applied to
the environment map. This is used to estimate 8nGpelight
source positions and"2light source directions for shadow
generation. The environment map and light souraections
generated using median cut can be seen in Fig. 5.
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Fig. 5. Environment map of the black reflective sphere, with
estimated light source directions, generated from the median cut
algorithm.

3.2 Establishing criteria for realistic virtual shadows

A threshold for credibility of perceived virtual athows as real
ones must be established through testing. Thevibsteek to find
whether it is possible to enhance virtual shadowsapplying
visual effects. It is assumed that an effectivedsiageneration
algorithm can be produced, by finding an optimampoomise
between realism and performance. The hypothesdbddest are:

¢ Itis possible to create computer generated vighabows,
that the user would rank as credible as real shadow

e |t is possible to find a lower bound of light soerc
positions necessary to make the shadows believatitee
user.

¢ By blurring the virtual shadows, it is possibleloaver the
bound of necessary light source positions.

From the hypotheses, two main problems for the ¢ast be
composed:

1. Determine the number of light source positions ssagy
to generate sufficient shadows.

2. Determine whether the use of visual effects caraeod
credibility of virtual shadows.

The test is composed of still images taken in tli€ferent real
environments with various light settings. Somehaf shadows on
the images were removed using Photoshop [14] aadwvireual
shadows were instead created and superimposedirxy ai$iDR
environment map created from a reflective sphecketha median
cut algorithm [9] to calculate light positions. &ach setting 10
images were composed with shadows generated from
[0, 2, 2, ..., 7] light sources, with and without a boxblur [15]
applied, and 1 image with genuine shadows were asedcontrol
image. The three different setting are shown in Bigeach with
256 light sources. In B and C where three objeapeesent, only
the middle object has virtual shadows. This givemper-cube, a
book and a box setting.

Fig. 6. Example images from the 3 different settings for use in the
test. All with superimposed virtual shadows created with 256 light
sources. In @) and b) only the middle objects have virtual shadows

The images are used to compare the imitated shadgaiast
the real image and against each other, in ordéndoa boundary
for credible shadows. The test will consist of tiest stages:

1. An initial rank-order test to rank credibility obmposited
images. This first test act as a pilot test, ta famy errors
that might emerge from the images and test setting.
Candidates from the initial test are used in a agbsnt
final test.

2. A second final test is a dose-response scenari$ [16
determining the percentage of the test populativet t
judges an image as real or imitated. This test uses
candidates from the first initial test.

4 EXPERIMENTS

4.1 Results from shadow criteria test

The initial rank order test was performed on 13tip@ants,
who were set to rank each image from least crediblenost
credible.
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Fig. 7. Rank-order test and the plotted variance for the answers of
each image in the different test settings

The diagram of Fig. 7 indicates two observationat tare
essential for our final dose-response test. Rirstdicates that an
object that casts no shadows at all is very hargéople to rank.
Second, the whole test setting with the paper-csbems to
confuse people as they have very scattered opin@nghe
ranking of each image. This could indicate thatpped difficult
evaluating shadows in images where no real shadogpresent
as a reference. Based on the results from thetdisst the first test
setting with no real shadows as reference togetfihrthe images
with zero shadows is discarded for the final dasponse test.

The final dose-response test was performed as dimeon
questionnaire and was posted on Facebook [17] artdeoforum
of Nordic-T [18]. This is done in order to reacbraad number of
different people. This of course, could influendee tresults
because both sites targets specific users, bualbiteshould give
a fairly good understanding of how people perceidual
shadows. 500 people took part in the test. To mtethe
participant from studying an image for too long amat getting
accustomed to the task, only 4 images from eachheftwo
setting were shown, for a duration of 10 seconth® farticipant
then had to make a choice whether he would ratetihelow as
obviously imitated or if he would not have noticedything
wrong. Also the participant had the possibility safbmitting a
“don’t know” answer, instead of choosing betweeeddle and
imitated.

In the diagram of Fig. 8, the results from the fimose-
response test can be seen. Some data have bearddisafter a
thorough analysis. The data that have been distaade that of
participants that have taken a very long time tbnsit their
answers. As the test is about finding the intuiteredibility
criteria from test subjects, it makes sense th&fests, who
answered did not know whether the shadows wastixitar real,
is not seen as an obvious imitated shadow. As aetprence this
data is plotted as if it was equal to a crediblevaer from the
participant.
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Fig. 8. Dose-response relationship between number of light sources
and acceptance rate

The first apparent result is that generally pe@ptevery skeptic
in an online questionnaire about shadows, as th&inmim
acceptance rate, even for real images, are justea®® pct. This
is in contrast to the initial first test, where npgrarticipants rated
images with about 64 shadows as images that coaNeé been
real. But if we hold on to the fact that the remlage indeed is
real, then the test shows that 64 shadows or mioogld be
enough to replicate a real scene. Also the visffatts seem to
have a very positive effect on images with a lownber of light
sources. But as we pass 64 light sources or highehlur effect
seems to have the opposite effect and just makénthge less
credible. On the other hand, when 64 light sousresenough to
simulate a real image, it would not be necessamnyst the blur
effect anyway.

4.2  Test of the implementation

4.2.1 Performance test

The performance test was conducted using a Dell MBR530
laptop computer, using windows operating systemminm on a
Core 2 Duo T7500 2.2 Ghz with 2.0 GB RAM, a NVIDIA
GeForce GO 8600M GT graphics card with 256 MB R/Avid a
web-camera with an 800x600 pixels resolution atimam 15
frames per second, using a 20 stacks and 20 sglere as the
virtual test object. The results can be seen ifelab

Table 1. Frame rate result of performance test. Camera is limited to
15 fps, which limited the performance

Nr. of shadows Frame rate (fps)

0 15.0
8 15.0
16 15.0
32 15.0
64 15.0
128 15.0
256 15.0
512 12.1
1028 8.8

2048 hid

The test results are limited due to the web-camararder to
limit the need for special equipment, a consumadgrweb-



camera has been used [19], which is limited to & With
800x600 resolution.

4.2.2  Qualitative user test

The final implementation has been evaluated by paetents
at the department. Interested parties have voltede® see and
review the results.

The interview form was based on an unstructurednirgw
[20]. The test subjects were presented with a fieleas from the
implementation, using 2-3 light sources. What weighd to
investigate was whether direction, length, softn@sd general
impression of the generated shadows lived up tetiredards that
they would expect.

The results are positive, based on feedback froerspelhe
direction and length of the shadows seems to bereah with
expectations. There are however some problemsthétmumber
of shadows generated, especially from a limited memof real
world light sources. This is a problem due to tlaure of the
median cut algorithm, when estimating a high numbfetight
source positions. The presence of reference regacisbin the
scene seems to make it harder to imitate the peooemf
shadows. Different shadow cast techniques couldrau® the
implementation even further.

5 CONCLUSION

In this paper, a method for light source estimati@s been
presented, which estimate the positions of lighirees in the
environment and generate credible shadows of aalibbject
augmented into the scene, in real-time. The systsms a
reflective sphere for tracking light source direntiin the
environment, which is mathematically converted tm a
environment map. The median cut algorithm [9] isf@ened to
find light source directions.

Virtual objects can then be placed in the scenegusiodified
ARToolkit markers with shadows generated from tséneated
light source directions.

Our implementation has succeeded in generatingibdeed
shadows with correct placement, and the implemientats
interactive with frame-rate limited by the currergb-camera.

The initial rank-order test confirmed our hypotlsesihich
states that it is possible to imitate shadows uaingmber of light
sources to create virtual ones. It also confirnfed &n increasing
number of shadows will increase perceptual realism,until
virtual and real shadows no longer can be distsiged from each
other.

The test showed an acceptance rate of about 60% feal
image in the tests, which also is the level fora®dl more virtual
shadows. This indicated that using 64 or more shkada this
implementation will generate shadows credible toméan
perception. This is within the range specified takhho et al. [8].

The qualitative interview with peers, who had sean
demonstration of the implementation, showed that th
implementation had the desired general impresshmat tvas
sought.

6 FURTHER DEVELOPMENT

The estimation of light source positions can berowpd by
using a high dynamic range camera and getting kigiamic
range information of the reflective sphere. Thidl \eiad to more
precise light source estimation. The coloring o tiyht should
also be considered, as the current implementatity wse RGB

values for determining intensity through median, carid not
coloring. This information could be used to generablor-
bleeding as well.

The current shadows of the scene should be trattkedioid
drawing shadows into shadows already in the sceaéing the
appearance look fake [21].

The type of shadows should be considered as walling the
option to render projective shadows, shadow mapaintyshadow
volumes should be an option to allow users the ehgenerating
shadows suited for their application.
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