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Abstract—In nanometer-scale VLSI physical design, clock net-
work becomes a major concern on determining the total perfor-
mance of digital circuit. Clock skew and PVT (Process, Voltage
and Temperature) variations contribute a lot to its behavior. Pre-
vious works mainly focused on skew and wirelength minimization.
It may lead to negative influence towards these process variation
factors. In this paper, a novel clock network synthesizer is pro-
posed and several algorithms are introduced for performance im-
provement. A dual-MST (DMST) geometric matching approach
is proposed for topology construction. It can help balancing the
tree structure to reduce the variation effect. A recursive buffer
insertion technique and a blockage handling method are also pre-
sented, and they are developed for proper distribution of buffers
and saving of capacitance. Experimental results show that our
matching approach is better than the traditional methods, and in
particular our synthesizer has better performance compared to
the results of the winner in the ISPD 2009 contest.

I. INTRODUCTION

In the procedure of VLSI design, the distribution and place-
ment of clock nets play an important role. With the continuous
reduction of transistor size, the signal delay of interconnection
becomes a dominant factor compared with internal delays of
logic cells and macro cells. In modern synchronous digital
devices, system performance is greatly determined by circuit
phase delay, clock skew and PVT variations. It is thus neces-
sary to pay more attention to clock network synthesis (CNS)
from the very beginning of the physical design stage.

Clock skew represents the timing variation of different ter-
minals in the clock net. In order to synchronize one circuit,
each terminal or sink must be reached within a specified small
time range. Otherwise, the extent of synchronization would
become unacceptable. There were plenty of researches fo-
cusing on clock skew minimization. Some earlier proposed
works concentrated on the distribution of wirelengths between
source and terminals to achieve delay equalization. Jackson [1]
firstly presented a clock routing algorithm based on a sub-
optimal equidistant network with recursive horizontal-vertical
partitioning. Later, more improvements were made to reach ex-
act equidistant tree [2] for clock net, and a pathlength skew bal-
ancing approach is proposed in [3]. Afterwards, delay balanc-
ing using Elmore delay model [4] became prevalent to acquire
more accurate information on time delay. Clock network with
exact zero skew [5] is proposed by applying balancing method

based on the Elmore model. Chao [6] used segment instead of
point to represent the set of best merging locations and deferred
embedding is applied to reduce the total wirelength. Edahiro
mentioned in his work [7] that unbalanced trees would have
shorter total wirelength. To supply sufficient driving power,
buffer insertion is also commonly involved, especially in multi-
level networks [8, 9].

Recently, process variation becomes a focus of attention be-
sides the skew and clock delay problems. It is mainly due to
the uncertainty of various factors inside a circuit, such as pro-
cess [10], voltage and temperature [11]. In order to keep a chip
stable and functioning well, methods with better adaptability
are widely favored. Many researchers focused on robust al-
gorithms for variation minimization. Techniques such as wire
sizing [12], buffer sizing [13] and link insertion [14, 15] are
applied. Other researchers proposed related works on chip-
level synthesis [16] and logic gates matching [17], etc. In
ISPD 2009 [18], a CNS contest was held in which a process
variation related objective, called Clock Latency Range (CLR),
was formulated and several benchmarks were released, and this
brought in more research interests on this CNS problem and
increased the comparability of different works on the variation
factor.

In this paper, we propose a new clock network synthesizer.
Some heuristics are proposed to optimize CLR as well as clock
skew and wirelength. It contains three main features: (1) An
approach to construct dual-MST (DMST) for geometric match-
ing. (2) A recursive buffer insertion technique for driving
power afford and capacitance reduction. (3) A blockage han-
dler to deal with buffer location violation.

The remainder of this paper is organized as follows. Sec-
tion II includes the problem formulation. Section III is com-
posed of our three main contributions, topology construction,
buffer insertion and blockage handling. In section IV, we
present our results based on the ISPD09 benchmarks. Finally,
we give our conclusion in section V.

II. PROBLEM FORMULATION

VLSI physical design can be basically divided into two
stages: placement and routing. After placement, all the clock
pins are fixed, including the source and a set of terminals. Be-
cause of the importance of clock synchronization, CNS is usu-
ally performed before routing other nets. Hence, wire resources
are fully available for the clock nets to utilize all over the cir-
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Notation Description
Cs clock skew of a clock network
S a set of sinks
si the ith sink in S

dsi
delay of sink si

Db buffer delay
Dw wire delay
Cd downstream capacitance
Cb input capacitance of a buffer
db internal delay of a buffer
Rb output resistance of a buffer
Rw resistance of a wire
Cw capacitance of a wire
ρR unit resistance of a wire
ρC unit capacitance of a wire
Ni a set of nodes at the ith iteration
ni

j the jth node at the ith iteration
Mi matching result of the ith iteration
cj,k the cost of the jth and kth nodes

dis(n1, n2) Manhattan distance between n1 and n2

Cn1
, Cn2

downstream capacitance of n1 and n2

Dn1
, Dn2

accumulated subtree delays of n1 and n2

TABLE I
NOTATIONS.

cuit. Detailed information of the definitions below can be found
in the ISPD 2009 Contest website [18].

A. Clock Slew Rate

The restriction on clock slew describes the requirement on
the rising and falling signal rate, so as to maintain the signal in-
tegrality. It is defined to be the lasting time from 10% to 90% of
the signal strength, and the upper limit is assumed to be 100ps.
During the simulation of CNS, it is necessary to maintain the
signal rising time under this upper limit throughout the whole
clock network.

B. Clock Skew

The skew of a clock network means the difference of the
source-to-sink delay among all the sinks. S is used to denote
the set of sinks which is {s1, . . . , s|S|}. dsi

represents the in-
ternal delay between the source and the sink si. To minimize
the skew, we need to build a clock network with all dsi

as close
as to each other as possible. Notice that the skew is not deter-
mined by the average delay of the sinks, but by the difference
between the maximum and the minimum. The equation for
clock skew (Cs) calculation is shown below.

Cs = max{dsi
|∀si ∈ S} −min{dsi

|∀si ∈ S}

C. CLR

Owing to the uncertainty of the manufacturing process, there
may be voltage uncertainty at each driving node. The supplied
voltage at each driving node may vary from Vdd1

to Vdd2
. This

will affect the accuracy of the buffer delay calculation. SPICE

simulations with these two different voltage sources Vdd1
and

Vdd2
are used in this case to simulate the voltage uncertainty.

CLR is the main criterion for evaluation. It is determined by
the difference between the maximal and minimal clock skew
values under the two given voltage sources.

p1max
= max{dsi

|∀si ∈ S, Vdd1
}

p1min
= min{dsi

|∀si ∈ S, Vdd1
}

p2max
= max{dsi

|∀si ∈ S, Vdd2
}

p2min
= min{dsi

|∀si ∈ S, Vdd2
}

CLR = max{p1max
, p2max

} −min{p1min
, p2min

}

¿From the above equations, we can see that CLR, to a certain
extent, represents both the pure clock skew and the clock skew
due to voltage variation. We will use it together with the pure
clock skew for CNS performance evaluation.

D. Resources of Wires and Buffers

We assume two types of buffers and two types of wires. The
unit capacitance and resistance cost of wires are predefined as
ρC and ρR. The two types of buffers are both inverted, so the
signs of the two signals at a merging point should be the same.
The upper limit of the total capacitance is also set to limit the
total power consumption. In the rest of this paper, we will use
parity check of the number of downstream buffer levels to rep-
resent signal sign check. We will also use the capacitance cost
to represent the power usage of the network.

Based on the buffer and wire types, we construct a look-
up table for slew checking. We run SPICE simulations to find
out the maximum distance between two successive buffers with
one specified wire type in order not to violate the slew con-
straint. These two successive buffers may have different sizes
(different number of buffers connected in parallel). The input
parameters of this table are the buffer type, the size of the first
buffer, the size of the second buffer and the wire type. The
output of this table is the maximum distance allowed between
these two buffers. The procedure of buffer insertion can be
simplified with this look-up table.

III. METHODOLOGY

In this paper, we propose two clock network synthesizers
applying our dual-MST for geometric matching. DMST is the
approach that calculates the delay by Elmore model only. DM-
STSS is the approach that also performs SPICE simulations in
order to adjust the location of each merging point. The design
flow of these two approaches is shown in figure 1.

Based on the approach of DMST, dual-MST is used first for
geometric matching with the clock terminals. A new recursive
buffer insertion method is developed together with blockage
handling to deal with the buffer distribution problem for each
matching pair. After matching and buffer insertion, the loca-
tions of the merging nodes at the bottom level of the tree can
be decided. This procedure is performed again with the merg-
ing nodes instead of the clock terminals. The locations of the
merging nodes at the next level can then be decided similarly.
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A set of nodes

Building dual-MST for

geometric matching

Buffer insertion with

blockage handling

Recursive buffer

insertion

Blockages exist along

the paths of edges

NoYes

Deciding the merging nodes

based on Elmore delay model

Adjusting the positions of the merging

nodes at tree level L based on Spice

simulation

Spice simulation of

the clock network

A set of clock terminals

(a) DMST approach

Building clock network

with DMST approach

(b) DMSTSS approach

L = bottom level

L = L - 1

A set of nodes at tree level L

A set of clock terminals

Fig. 1. Design flow of (a) DMST approach and (b) DMSTSS approach

This procedure is performed iteratively until a clock tree is con-
structed. For the approach of DMSTSS, SPICE simulation is
applied. A clock network is built first according to the approach
of DMST. The computed clock skew at the merging nodes is
zero but the actually clock skew may not be zero based on the
SPICE simulation. According to the simulated clock skew, the
locations of the merging nodes at the bottom level are adjusted,
or some snaking wires are inserted. The clock network is then
re-built based on the merging nodes at the bottom level instead
of the clock terminals. The clock network will thus be re-built
at each level until the location of the final merging node at the
top level of tree is fixed. DME technique [6] is also applied.
Thus, segment is used instead of points to represent the set of
best merging locations and deferred embedding is applied to
reduce the total wirelength. The total capacitance of the initial
clock network is a good indication for buffer sizing. To deter-
mine the size of buffer, one initial tree without parallel buffers
is first built for the estimation of the total capacitance. If the
estimated total capacitance of the initial clock network is too
small, larger buffers (more buffers connected in parallel) can
be inserted.

A. Iterative Geometric Matching

An iterative geometric matching technique is developed for
topology construction. In the ith iteration, let Ni denote the
group of nodes, ni

j denote the jth node, and Mi denote the
matching result (a specific definition of a geometric matching
of one iteration can be found in [3]). The cost of the merg-
ing of two nodes ni

j and ni
k is denoted as fc(n

i
j , n

i
k), and it is

calculated and stored at the beginning of the ith iteration. The
Manhattan distance of two nodes is used as the cost in our im-
plementation. The maximal cost of the ith iteration Ci

max is
denoted as below, and we can get Ci

min accordingly.

Ci
max = max

(ni
j
,ni

k
)
{fc

(
ni

j , n
i
k

)
: ∀
(
ni

j , n
i
k

)
∈Mi}

1n

2n

3n

4n

1n

2n

3n

4n

0v 1v
2v

0v

1v

2v

(a) T1 (b) T2

Fig. 2. Comparison of (a) an unbalanced tree and (b) a fully-balanced tree.

Unlike traditional matching algorithms which focused on
wirelength minimization [1, 7], our approach wants to build a
topology which is close to a fully-balanced tree. In each level,
all the connection paths of a fully-balanced tree have identi-
cal Manhattan distance, despite their corresponding parents and
children nodes are different. An example is shown in figure 2.
In T1, {n1, . . . n4} is the group of terminals, v0 and v1 are the
merging nodes at the first level and v2 is the root. The same
naming rule is also applied in T2. In both T1 and T2, all the
root-to-leaf paths are equidistant, and the total wirelength of
T1 is shorter than that of T2. However, T2 is fully-balanced and
T1 is unbalanced with dis (v2, v0) �= dis (v2, v1). Therefore,
the clock skew of T1 is more sensitive towards process vari-
ation factors. Meanwhile, the real time delay is not of linear
relationship with wirelength, and asymmetric buffer insertion
in T1 will increase the delay variations. As a matter of fact,
fully-balanced trees such as T2 is preferable in CNS. In our ap-
proach, we will get close to this target by means of reducing
Ci

max.

Procedure 1 partition(Ni)

Require: Ni ← the group of nodes to be merged in the ith
iteration
if |Ni| = 2 then

merge
(
ni

1, n
i
2

)
else if |Ni| ≤ 1 then

return
else

Build dual-MST with |Ni| − 2 edges inserted.
Two groups of nodes N ′

i and N ′′
i are formed respectively.

if |N ′
i | is odd and |N ′′

i | is odd then(
ni

a, ni
b

)
= arg(ni

u,ni
v) min{fc

(
ni

u, ni
v

)
|∀ni

u ∈ N ′
i , ∀n

i
v ∈ N ′′

i }
merge

(
ni

a, ni
b

)
remove ni

a from N ′
i

remove ni
b from N ′′

i

end if
partition(N ′

i)
partition(N ′′

i )
end if

To achieve this target, a novel method to build the dual-MST
is developed. It is an iterative approach, therefore we only
need to describe its functionality in one iteration. Based on
the Kruskal’s MST algorithm, our method is made up of a se-
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Fig. 3. An example of iterative geometric matching.

quence of recursive bipartitioning processes. The detailed de-
scription of constructing a dual-MST is shown in procedure 1.
Generally, during the generation of the Kruskal’s MST of Ni,
we only inserted |Ni| − 2 edges (without any cycles involved).
As a matter of fact, two subtrees N ′

i and N ′′
i are generated to

form a bipartition. A specific case is illustrated in figure 3, in
which |Ni| = 6. Let ej,k represent the edge connecting ni

j and
ni

k. The edges are sorted in ascending order according to their
costs, and in this case the sorted edge list would be

e1,3, e1,2, e4,5, e4,6, e3,4, e2,3, e5,6, . . .

At first, |Ni| − 2 = 4 edges {e1,3, e1,2, e4,5, e4,6} are sequen-
tially added, N ′

i = {n1, n2, n3} and N ′′
i = {n4, n5, n6}. Be-

cause |N ′
i | and |N ′′

i | are both odd numbers, we continue to add
one more edge from the list (still no cycles involved), which is
e3,4. Therefore, n3 and n4 form a match, N ′

i = {n1, n2} and
N ′′

i = {n5, n6}. The bipartition procedure continues on N ′
i

and N ′′
i . Here |N ′

i | = |N ′′
i | = 2, so the recursion of biparti-

tion is terminated according to procedure 1, and two more pairs
{n1, n2}, {n5, n6} are formed. Finally, the matching result at
iteration i, Mi, is {(n1, n2), (n3, n4), (n5, n6)} and Ci

max is
fc (n3, n4).

During each iteration of the matching, every node should
be paired according to our dual-MST algorithm (one node is
left when |Ni| is odd), so �log2 |S|� iterations are performed.
At the ith iteration, the time complexity of cost calculations

equals O
(
|Ni|

2
)

. On average, the number of partitioning

stages is �log2 (|Ni|)�, and the complexity is
(

|Ni|
2j−1

)2

for the

jth stage. Therefore, the total complexity of the ith iteration
is still O

(
|Ni|

2
)
, and |Ni| = � |S|

2i−1 �. Finally, the time com-
plexity on average for the whole geometric matching is shown
below.

�log
2
|S|�∑

i=1

(
�
|S|

2i−1
�
2

× 2i−1

)
= O

(
|S|2

)
Our approach aims at constructing a clock tree topology that

is close to a fully-balanced tree. It is only a heuristic with prox-
imity to the optimal solution. Compared to other geometric

a.)

b.)

c.)

d.)

Cn1,Dn1 Cn2,Dn2

L

Cn1,Dn1 Cn2,Dn2

v0

v0

l
d
1 l

d
2

n
B

1

n1 n2

n2n1

v0n
B

1

n2n1

v0n
B

1

n2

Fig. 4. Design flow of recursive buffer insertion.

matching methods, ours might generate longer wire length but
would help to boost the performance of the clock net. Specific
comparison can be found in the section of the experimental re-
sults.

B. Recursive Buffer Insertion

After the step of geometric matching, a set of node pairs
are obtained. In order to reduce the skew and satisfy the slew
limitation, the location of the merging point between a node
pair should be determined appropriately. In addition, buffers
are inserted if necessary. Elmore RC model is applied for de-
lay estimation. The buffer delay and wire delay are computed
by Db = db + Rb × Cd and Dw = Rw ×

(
1
2 × Cw + Cd

)
respectively. Real-time simulation of signal slew rate costs
much more time. Thus, we build a look-up table (Tslew) in
advance. This table can provide respective driving length for
different combinations of buffer and wire types. Reducing the
total amount of capacitance is also one of our major targets.
Our approach is implemented to cut down the usage of buffer
insertion and wire snaking.

An example is illustrated in figure 4 to demonstrate our ap-
proach for the construction of clock network. n1 and n2 are
the two nodes to be merged. The distance between n1 and n2

is denoted by L. Their downstream capacitances and sub-tree
delays are denoted by Cn1

and Cn2
, and Dn1

and Dn2
respec-

tively. Based on their downstream capacitances and the differ-
ence of their sub-tree delays, the location of the merging point,
v0 can be determined. The merging process of these two nodes
can be completed if and only if both of the following two con-
ditions are satisfied: (1) A buffer at v0 can drive n1 and n2

directly without causing any slew violation. In figure 4a, if a
buffer is inserted at v0, the corresponding driving capacitance
should be Cn1

+ Cn2
+ L × ρC . If the driving capacitance is

larger than the value obtained from the look-up table (Tslew),
the clock slew will be larger than the limitation. (2) The par-
ities of downstream buffer levels of n1 and n2 are the same.
While any of these two conditions is not satisfied, a recursive
buffer insertion technique is applied.

While either one condition is not satisfied, buffer insertion
should be performed. We assume that the distance between
the merging node v0 and n1 is X1. The distance between v0

and n2 is X2. The maximal driving length of n1 and n2 are
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denoted by ld1 and ld2 respectively. The maximal driving length
means that if a buffer is inserted further away from ld1 or ld2 , the
corresponding clock slew will be larger than the limitation. If
X1−ld1 is greater than X2−ld2 , a buffer will be inserted to drive
n1. The maximal driving length ld1 of n1 is obtained from the
look-up table (Tslew) based on Cn1

. A buffer will be inserted
at nB

1 in this case. An example is shown in figure 4b. The
location of the merging point, v0 should then be re-computed
based on the Elmore RC model such as in figure 4c. If v0 is not
located between nB

1 and n2 such as in figure 4d, the merging
point should be located at n2. In this case, delay balancing
can be obtained by inserting snaking wires. This step will be
repeated until condition 1 and 2 are satisfied.

C. Blockage Handling

There may be pre-assigned blockages in the routing region.
The connection of two nodes n1 and n2 may thus be con-
strained to avoid buffer insertion on blockages. Complete wire
detour followed by post-buffer-insertion will work, but it will
cost a lot of resources. Instead, we develop a blockage han-
dling method with free wire propagation and concurrent buffer
insertion. It is based on the maze routing technique in global
routing. However, we develop several techniques to adapt it
to satisfy CNS constraints. We first impose a m × n grid on
the whole routing region, and n1 and n2 (n1 and n2 are still
the segments due to the application of DME approach) are then
mapped to two groups of the closest grid points. Two inde-
pendent maze routers mz1 and mz2 with priority queues are
utilized for n1 and n2, and each queue is sorted by the down-
stream delay values of its elements. Let D1 and D2 denote the
downstream delay value of the first element of the two queues.
We assume that D1 < D2 at the beginning, so mz1 is selected
to be the primary router, and it will search the four adjacent
grid points of the current position. During the routing of mz1,
wire connection together with buffer insertion is concurrently
considered along the path of each node. The downstream delay
is then increased, so D1 will be updated. When D1 becomes
bigger than D2, mz2 will replace mz1 to be the primary router
and continue the routing job. In this way, mz1 and mz2 func-
tion in turns, and the values of D1 and D2 stay close to each
other. When the two routers meet at the end, their delays will
not differ a lot. This method can result in less buffer insertions
and wire detours.

An approximate performance comparison is shown in fig-
ure 5. We can see that our blockage handler can save buffers
and wires, so it will reduce the total capacitance. Notice that
the size of the grid graph (m × n) is manually determined in
our algorithm, m and n can be scaled up or down in order to
have either better CPU time cost or routing quality. In the ex-
periments, m and n are set as 1000.

IV. EXPERIMENTAL RESULTS

In this section, our experimental results are presented. We
implement our clock network synthesizer in the C language and
the program is executed on the Linux operating system with an
Intel Core2 Quad 2.4GHz CPU and 4GB memory. The bench-
mark circuits used in the experiments are released from the

(a)

(b)

: Merging point

: Node

Blockage for

buffer insertion

Fig. 5. Outputs of different blockage handling techniques: (a) complete
connection detour and (b) our approach.

ISPD09 CNS contest [18]. Detailed information of the bench-
mark circuits is shown in table II. According to the benchmark
circuits, two specified types of wires and buffers can be used in
the clock network.

No. of No. of Limitation onCircuits
sinks blockages total capacitance

11 121 0 118000
12 117 0 110000
21 117 0 125000
22 91 0 80000
31 273 88 250000
32 190 99 190000

nb1 330 53 42000
33 209 80 195000
34 157 99 160000
35 193 96 185000

nb2 440 1346 88000

TABLE II
CIRCUIT INFORMATION OF THE BENCHMARKS FROM ISPD 2009.

We implement the techniques of two widely used match-
ing methods MMM [1] and CL [7] in our synthesizer to re-
place DMST (dual-MST), with the other parts of our CNS un-
changed. In CL, the cluster size is maintained to be 2

3 of the
group of nodes (in [7], the ratio is between

(
1
2 , 1
)

so 2
3 is a

proper setting). The average result in table III is obtained from
execution on the benchmarks in table II, and SPICE simula-
tion is involved in every case. In table III, CLR (ps), nominal
clock skew (ps), total capacitance (fF ), total wirelength (nm)
and CPU time (seconds) are shown for performance compar-
ison, and the results are the average value of all the bench-
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marks. Compared to the approach of MMM, the approach of
CL can reduce the total wirelength of the clock network in sac-
rifice of the clock skew. Our DMST approach has a longer
total wirelength compared to the approach of CL. However,
DMST needs a smaller total capacitance because less num-
ber of buffers are required for delay balancing. In general, our
matching technique, DMST, can outperform MMM and CL in
clock skew, CLR, total capacitance and CPU time.

CLR Skew Cap. wirelength CPU
(ps) (ps) (fF ) (mm) (s)

MMM 13.35 8.75 142498.18 283.06 448
CL 13.79 9.88 123224.61 223.04 650

DMST 12.25 7.72 117587.45 239.62 317

TABLE III
COMPARISON BETWEEN DIFFERENT MATCHING METHODS.

A summary of the performance of our clock network synthe-
sizer is shown in table IV. CLR, capacitance percentage, total
wirelength and CPU time are listed. We run our program with
two scenarios. DMST is the approach without using SPICE.
DMSTSS is the approach with SPICE simulation. By using
SPICE simulation, the locations of the merging points are ad-
justed and the clock skew can be reduced. We compare our
results with those obtained from the two winners (T4 and T6)
of the CNS contest in ISPD09 and the best CLR (the result
without violation of the slew and total capacitance constraints)
of each circuit among all the teams in the competition. Notice
that the programs of the winners in the contest are executed
under the platform with dual-core AMD Opteron 2.8GHz CPU
and 128 GB memory.

According to the results in table IV, we can see that the CLR
obtained from both DMSTSS and DMST are outstanding. Al-
though SPICE simulation is not applied in DMST, the CLR
is still comparable and is even better than for some cases the
best result in the ISPD09 contest. In addition, the CPU time
used by DMST is extremely small (mostly less than one sec-
ond). DMST has this efficient performance because it uses a
tree structure that is close to a balanced tree. On the other hand,
the CLR can still be minimized even though the Elmore delay
model is not accurate to evaluate the locations of the merging
points. For DMSTSS, the clock skew (based on particular volt-
age source) can be further minimized by obtaining the delays
of subtrees from the SPICE simulations. Although the CPU
time used is increased, it is still the fastest approach compared
to the winners of the contest. Generally, the average CLR of
our approach is only 38.0% of T4, 34.9% of T6, and 51.3%
of the best results in the contest. Meanwhile, the average CPU
time of our approach is only 1.8% of T4, 4.7% of T6 and 1.7%
of the best results from different teams in the contest. CLR
is the first criterion for evaluation according to the ISPD 2009
contest, and the experimental result shows the effectiveness of
our approach.

V. CONCLUSION

In conclusion, a dual-MST approach for clock network syn-
thesis has been proposed. Several novel techniques are applied
to solve the CNS problem. Our DMST approach can give a
tree structure that is close to a balanced tree. This can reduce
the sensitivity of clock skew against voltage variation. Experi-
mental results show that the CLR can be improved significantly
with much shorter CPU time by applying our approach.
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