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Abstract— With recent advances in the measurement technology for allsky astrophysical imaging, our view of the sky is no longer
limited to the tiny visible spectral range over the 2D Celestial sphere. We now can access a third dimension corresponding to a broad
electromagnetic spectrum with a wide range of allsky surveys; these surveys span frequency bands including long wavelength radio,
microwaves, very short X-rays, and gamma rays. These advances motivate us to study and examine multiwavelength visualization
techniques to maximize our capabilities to visualize and exploit these informative image data sets. In this work, we begin with the
processing of the data themselves, uniformizing the representations and units of raw data obtained from varied detector sources. Then
we apply tools to map, convert, color-code, and format the multiwavelength data in forms useful for applications. We explore different
visual representations for displaying the data, including such methods as textured image stacks, the horseshoe representation, and
GPU-based volume visualization. A family of visual tools and analysis methods is introduced to explore the data, including interactive
data mapping on the graphics processing unit (GPU), the mini-map explorer, and GPU-based interactive feature analysis.

Index Terms—Astrophysical visualization, multiwavelength data, astronomy.

1 INTRODUCTION

Over thousands of years, astronomers have observed and studied the
night sky within the range of visible light; it is now known that the
light observable by the human eye covers just a very tiny fraction of
the entire measurable electromagnetic spectrum. With the develop-
ment of spectroscopy in 1814 by Joseph Fraunhofer, scientists began
to study the electromagnetic waves as a function of their spectra, and
astronomers began to search for effective methods to observe the sky in
different wavelengths. However, only in recent decades have we had
access to very large ground-based telescopes, designed for the mea-
surement of long radio waves as well as optical light from outer space,
and orbiting satellites especially designed to detect the parts of the
electromagnetic spectrum that are blocked by the upper atmosphere
(e.g., the ROSAT Project, a space mission dedicated to measuring X-
rays). Astronomical observers all over the world now focus on Earth-
based and space-based observations of portions of the electromagnetic
spectrum invisible to the human eye. Many of these observing mis-
sions are “allsky surveys” that attempt to cover a major portion of the
entire Celestial sphere.

These advances open a new window for us to observe and depict the
two-dimensional sky; we can regard the electromagnetic spectrum as
a third observable dimension in addition to the coordinates on the 2D
Celestial sphere. Astrophysical objects have widely varying physical
characteristics, and these manifest themselves in enormously differ-
ent signatures in their electromagnetic emission features, intensities,
and wavelengths. A given astrophysical object can be invisible in one
wavelength range and while shining brilliantly in another. These inter-
esting phenomena provide astronomers with significant hints about the
origin, history, and behavior of astrophysical objects and materials.

Current practice for examining multiwavelength data typically in-
volves creating false-color images and comparing images side-by-side
to search for significant features and correlations. Since data with dif-
ferent wavelengths are produced by different research groups, a variety
of color maps and different data mappings are applied to the raw data,
while the raw data themselves are recorded in a variety of incompati-
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ble formats and units from different detector technologies. The differ-
ences hinder flexible and intuitive visual comparison and data explo-
ration. In addition, with recent advances in measurement technology,
both the quality and the quantity of allsky surveys are continually in-
creasing; the most recent survey data have higher angular precision, a
wider range and precision of wavelengths, and higher dynamic range.
Some survey data contain multiple images, each covering a specific
frequency band. These advances further increase the amount of mul-
tispectral image data being collected and motivate us to investigate
more efficient and effective visualization techniques applicable to the
increasingly large volume of available data.

In this paper, we discuss first the acquisition of raw allsky data in
various spectra, and then we propose the following visualization work-
flow to present and explore multiwavelength astronomical data:

• GPU-based Data Processing: This step includes data conversion,
data mapping, color coding, and transfer function selection, with
the purpose of creating consistent representations of allsky data
obtained from different sources.

• Multiwavelength Data Presentations: This step includes the cre-
ation of a number of visual representations for presenting multi-
wavelength data, including textured image stacks, the horseshoe
representation, and GPU-based volume visualization.

• Multiwavelength Visual Exploration: This step includes the de-
velopment of a set of interactive tools for exploring multiwave-
length data: an interactive data mapping tool, the mini-map ex-
plorer, and a GPU-based interactive feature analysis toolbox.

Paper organization After reviewing related work on astronomical
visualization in the next part of this section, we itemize in Section 2
the unique characteristics of multiwavelength astronomical data.
The next three sections focus on the three components noted above:
Section 3 details the data processing pipeline, Section 4 describes our
visual representations for presenting the allsky data, and Section 5 de-
scribes our interactive visualization tools for exploring and analyzing
the data. Finally, Section 6 presents the implementation details and
examples of multiwavelength visualization results, while Section 7
contains concluding remarks.

Related Work Computer graphics and visualization techniques
have long been used in the visualization of astronomical data. One
early pioneering example is Blinn’s set of “Voyager Fly-by Anima-
tions” [3] produced by the NASA Jet Propulsion Laboratory. This
series of animations illustrates various space missions including the
Voyager 2 fly-by of Jupiter and the Pioneer 11 fly-by of Saturn.

Among relevant astronomical visualization work we note that of
Gooch [17], who proposed different shading methods for data ob-



Fig. 1. Multiwavelength data centered at the Milky Way core, covering 360×25 degrees. The Galactic longitude l increases to the left from its origin
at the image center.

Table 1. Allsky surveys: Example Multiwavelength Astrophysical Data
Survey name EM range Frequency Wavelength Measured Data Unit Resolution Coverage Reference

408MHz Radio 408 MHz 7.3E-1 m degrees Kelvin 0.85 degrees allsky Haslam et al. [23]

nH (Neutral H) Radio 1420 MHz 2.1E-1 m atoms/cm2 1 degree allsky Dickey and Lockman [8, 22]

SFD Dust Map Infrared 3 THz 1E-4 m MegaJanskys/steradian 0.1 degrees allsky Schlegel et al. [48]

COBE DIRBE Infrared 1.25-240 THz 1.3E-6 - 2.4E-4 m MegaJanskys/steradian 0.75 degrees allsky Hauser et al. [24]

Mellinger Optical 428-750 THz 4E-7 - 7E-7 m scaled intensity 0.025 degrees allsky Mellinger [39]

H-Alpha Optical 457 THz 6.56E-7 m Rayleighs 0.1 degrees allsky Finkbeiner [12]

RASS X-ray 2.42E16-4.84E17 Hz 6.20E-10 - 1.24E-8 m 10−6 counts/s 2 degrees 98% allsky Snowden et al. [50]

EGRET Gamma 7.25E21-2.42E24 Hz 1.24E-16 - 4.13E-14 m count/cm2/steradian/s 2 degrees allsky Hartman et al. [21]

tained from radio telescopes, Ostriker and Norman [47], who pro-
posed a framework for simulating cosmology and reviewed the related
requirements in high performance computing environments, Hanson
et al. [18, 19], who proposed a visualization framework for illustrat-
ing the context of time in cosmological data, Nadeau et al. [15, 42],
who simulated a fly-through of a volumetric model of the Orion Neb-
ula [9], Baranoski et al. [1], who proposed a rendering method for sim-
ulating the Aurora Borealis (the Northern Lights), Jensen et al. [29],
who devised a physically-based model to render the night sky as seen
from Earth, Kahler et al. [31], who used a supercomputer and adap-
tive mesh rendering to simulate the life-span of a star, Hopf et al. [27],
who developed a PCA-based splatting technique for rendering point-
based data in dynamic galaxy models, and Magnor et al. [35, 36], who
developed an inverse volume rendering method for constructing and
rendering planetary nebulae and reflection nebulae.

In addition, Miller et al. [41] derived a visualization tool to reveal
structures such as filaments and voids in the Horologium-Reticulum
supercluster. Li et al. [34] developed a scalable WIM (world-in-
miniature) user interface for facilitating the efficient exploration of
large-scale astrophysical environments. Weiskopf et al. [52] applied
visualization techniques as a tool to explain and illustrate various rel-
ativity effects such as gravitational lensing. Fu et al. [14] proposed a
transparently scalable visualization architecture for modeling and ren-
dering astronomical models across large-scale astrophysical spaces. Li
et al. [33] designed and proposed an assortment of uncertainty visual-
ization techniques to meet the unique characteristics of astronomical
visualization, and Navratil et al. [46] developed a system to visualize
and simulate cosmological point-based datasets. The closest efforts
we aware of are those of [4] and [28], where Brugel et al. [4] exam-
ined only the multi-spectral data within a very limited spectral range,
while Jacob et al. [28] mainly focused on the information extraction
process. In contrast, we propose a more comprehensive and general
visualization framework, and focus on a much broader spectral range.

2 MULTIWAVELENGTH ASTROPHYSICAL DATA

Figure 1 shows some example multiwavelength astrophysical image
data [2, 5, 16]. Typical datasets are allsky image data, meaning that
they cover the entire 4π radian solid angle of the sky. The value of
each pixel in the data image records the energy response per unit area
per unit time of the detection equipment when it receives light within
certain spectral ranges. To make these values visualizable, these data
are all color-coded by our visualization system using the same color
map, shown on the right hand side; for detailed descriptions of their
physical properties, see Table 1. It is worthwhile noting that in mak-
ing Figure 1, we crop the central region in the allsky images centered
at the Milky Way core, with ranges 360× 25 degrees in Galactic co-
ordinates [6]. See Figure 2 for a summary of the Galactic coordinate
system.

After describing the data, we summarize some unique character-
istics (properties and features) of multiwavelength astrophysical data
and contrast them with other image-by-image visualization domains,
such as video visualization [7] (stack of continuous time frames), or
medical visualization (stack of consecutive image scans):

Fig. 2. The Galactic coordinate system: longitude l and latitude b.



Fig. 3. Image-stack model. (Left) With Galactic coordinate grid but no transfer function. (Right) With transfer function enabled. The tags attached
to the images indicate the data source. Moreover, we show also a color map on the right of the image stack to highlight the visible range location.

• Discontinuity Due to its physical properties, the third dimen-
sion (frequency or wavelength in the electromagnetic spectrum)
of the image representation in the multiwavelength astrophysi-
cal data is encoded with an exponential scale; the data are ar-
ranged in small discrete ranges because the measuring apparatus
can only cover a limited range of the electromagnetic spectrum at
one time. This property is very different from the continuity and
homogeneity in video data (temporal) and medical data (spatial).

• Large data range Since the physical composition of actual as-
tronomical objects strongly influences their signature in different
parts of the EM spectrum, the pixel response (at the same image
location, galactic coordinate (l,b)) could be quite different in
different frequency ranges; for example, Cygnus, see Figure 1,
is a strong source of X-rays (because of its central black hole,
Cygnus X-1), but it is weak at the other parts in the spectrum.
Therefore, the data/feature correlation is not straightforward.

• Different measurement units Since different measuring de-
vices are needed for acquiring data in different parts of the EM
spectrum, the physical units of measured data typically vary (see
Table 1); data conversion is needed to normalize the input data.

3 DATA PROCESSING PIPELINE

After downloading the allsky raw data, e.g., from [38], we carry out
the following four steps to process the data before the visualization
step. These are required because the raw data have high dynamic
range (typically 32-bit floating point precision in the FITS image file
format) and are recorded with diverse physical units.

Data conversion First, we apply appropriate transformation
formulas to convert the raw data to a uniform physical unit that we
choose as flux density in MegaJanskys (MJy); this is a tedious task
because of the diversity of common data formats. See the Appendix
for the conversion formulas.

Data mapping The second step is similar to tone mapping
in high dynamic range imaging because we also have to convert
the float values to an 8-bit display. In detail, this step includes:
1) threshold converted data values (some surveys contain invalid
pixel values of certain pixel regions, e.g., the RASS X-ray data),
2) compute min/max and normalize the data values to the range
[0,1], and 3) apply data mappings, for example, linear, sqrt, and log
(with user parameters), where these are standard maps commonly
used by astronomers. Note that since we have already converted all
multiwavelength data into the same physical units, we can either
globally rescale all data (with a global min/max) or locally rescale

each image data collection individually to the range [0,1]. Though
the global rescaling mechanism seems to be a reasonable choice to
compare data across wavelength ranges, we may lose the capability to
do relative comparison; for example, if we have a strong X-ray source,
is it strong at other wavelengths relative to comparable objects? This
is challenging because the flux density varies exponentially rapidly
across wavelengths, e.g., the ratio between the flux density of infra-red
light and gamma rays can be as large as 15 orders of magnitude [40].

Color mapping After mapping the data to the normalized range
[0,1], we can apply color maps (or grey scale pseudocolor maps)
to shade the image data. In practice, different color maps are used
by astronomers working on different parts of the electromagnetic
spectrum; see [16] for commonly used color maps. We provide all
these common maps for user selection in our data processing module.

Transfer Function To reveal structure in the image data, we
apply transfer function techniques to compute opacity based on user
parameters and the image pixel values. This step is necessary to
support the volume visualization step to be presented in Section 4.

To provide interactive control of data exploration, we load the
converted multiwavelength data into the graphics memory and apply
shader programs to carry out the related data processing on the GPU.

4 MULTIWAVELENGTH DATA REPRESENTATIONS

Conceptually, the multiwavelength data set can be viewed as a 4D data
volume (with each data sample as a point in 4D space) or a 3D scalar
field [20]: 2D for the Galactic coordinates (l,b) (spatial), 1D for the
wavelength/frequency (electromagnetic spectrum), and 1D for the flux
density (energy per second). In other words, we can regard each data
pixel as a point in 4-space. To bring this data set into the visualiza-
tion, we can intuitively map the galactic coordinates (l,b) to the X −Y
dimensions (the image plane) in the data presentation space, and the
wavelength dimension to the third spatial dimension perpendicular to
this image plane. The 1D flux density values can be color-coded ac-
cording to the intensity at each 3D point of (l,b)×λ space. Note that
in conventional astronomy presentations (see, e.g.,[40]), line charts are
used with log(flux density) versus log(wavelength).

In general, we map the galactic longitude (l), the galactic latitude
(b), and the wavelength (in logarithmic scale), to the X, Y, and
Z dimensions of the 3D data space (when creating a reference
volume texture data), respectively, because mapping the wavelength
dimension to a spatial dimension in the data presentation space
is an intuitive choice. In this way, we can visually perceive the
relative locations of individual multiwavelength image data along



Fig. 4. Volume-rendered model: An image sequence depicting a continuous change in the transfer function (left to right, and then top to bottom).

Fig. 5. Horseshoe model. (Left) Combined with textured image-stack model. (Right) Combined with volume-rendered model.

the wavelength dimension; however, it is also possible to swap the
role of wavelength and flux density in the presentation mapping,
and to visualize the distribution of flux density over wavelength. In
summary, to render this data presentation space, we propose to use
the following visual representation models:

Image-stack model The image stack is a basic visual model
that stacks individual multiwavelength colored-coded images along
the third dimension; here, we first use a logarithmic scale for the
wavelength dimension (in meters) and arrange the color-coded images
at their corresponding locations. Since our data processing pipeline is
built on the GPU, we can have interactive data and color mapping as
well as transfer function control. Hence we can interactively adjust
the pixel opacity according to the flux density range we want to
expose. In Figure 3, transparency allows us to see through the images.
We can also adjust the range of spectra of interest and only show data
within that range. Note that the color bar at the lower left hand side of
the images denotes the wavelength dimension in logarithmic scale.

Volume-rendered model Observing the fact that the multiwave-
length data volume can be viewed as a 3D scalar function of flux
density values, our second visual model re-organizes the data and
presents it using volume visualization methods. Since the given
allsky surveys do not fully cover the entire wavelength range in the
electromagnetic spectrum, we can either interpolate the flux density
values (like the 2D line charts used by astronomers: log(flux density)
versus log(wavelength)) across the wavelength dimension or blank
out the missing regions in the visualizations, see Figure 4 for the
corresponding illustrations. Note that in this visualization model, we
can also apply standard interactive volume visualization techniques
such as clipping planes and transfer functions.

Horseshoe model Finally, we adopt the horseshoe presentation

model [7, 53] as an alternative to the rectangular box model for stack-
ing the multiwavelength images. With this model, the semi-circular
sweep can help to spread out the image data across the wavelength
dimension. Note that we can combine the horseshoe model with the
textured image-stack model or the volume-rendered model [7] to
produce the visualizations; see Figure 5.

5 VISUAL EXPLORATION

Following the data processing pipeline and the data presentation
models for displaying the data volumes, the last component in the
visualization workflow consists of a set of interactive visual tools for
exploring and analyzing the multiwavelength data:

Interactive Data Mapping Our UI controls support interactive ad-
justment of the following parameters in the data processing pipeline:

1. Data thresholding, clamping the flux density value against a user-
specified range

2. Selection of the data mapping scheme: linear, sqrt, and log

3. A checkbox for global or local rescaling

4. Selection of the color map

5. Adjustment of the transfer function

Mini-map Explorer The mini-map explorer is a navigation and
visual cue tool consisting of a small window gadget showing the part
of the galactic (l,b) space that the input multiwavelength data covers;
it has the following three functionalities:

• Visualizer – First, it shows on its background the image data (at
a particular wavelength) that is selected by the user. When the
user tunes the parameters in the data processing pipeline, this
background image is altered to reveal the individual effect on the
selected image data.



Fig. 6. Using the mini-map explorer to select regions over the galactic l −b coordinate space (left), and to probe the multiwavelength data (right).

• Region selection – Secondly, we can define a bounding region
on this mini-map explorer to select a particular region of interest
over the (l,b) domain. See Figure 6 (left) for an example.

• Data Probing – Finally, we can click on the mini-map to probe
the multiwavelength data at a specific (l,b). The two sub-figures
on the right hand side of Figure 6 show two examples probing
Cygnus (left) and the Vela Nebula (right). The plot shown on
the top of these two subfigures plot the normalized flux density
(in local rescaling mode) against the logarithm of wavelength.
Since Cygnus is a strong X-ray source, while Vela Nebula is a
strong Gamma-ray source, we see that we can use this probing
tool to interactively examine contrasting data. Note that we can
also drag the probing point over the mini-map explorer to search
over the (l,b) space; this probing tool can interactively sample a
3×3 window of flux densities centered on the probing point. The
white line segments correspond to the surrounding data samples,
while the red line segments represent the mean values.

Interactive feature analysis The feature analysis toolbox supports
exploration of feature correlations in the multiwavelength data. We
first select a reference image data set at a certain wavelength; after
this selection, the reference data will be shown on the background
of the mini-map explorer. Then we can draw (like a paint brush) a
mask over the mini-map to outline the feature on the image that we
want to explore. After that, the GPU will compute the data correlation
between the reference image against each of the other image data
within this selected mask. Since the GPU is used for computing
the feature correlation, we revert to a distance metric that can be
easily programmed to support interactive exploration, typically a
Gaussian-weighted SSD (Summed Square Difference). After that,
we can further threshold the resulting values and apply color coding
to visualize the data correlation. An example is presented in Section 6.

6 IMPLEMENTATION AND RESULTS

6.1 Implementation Details

This subsection details the employed hardware configuration, our soft-
ware implementation, and also the shader programs we developed.

• The hardware system employed is an HP xw4400 workstation
with an Intel Core(TM)2 CPU 6400 running at 2.13GHz with
2GB Memory. We installed two NVidia Geforce 8800 GTX
graphics boards, each with 768MB memory (in SLI Mode).

• We implemented the visualization software using OpenGL 2.0
(using the OpenGL shading language, GLSL). We first load
the high-dynamic-range multiwavelength data (after data conver-
sion) into the graphics memory as float textures, using the GL
extension GL LUMINANCE32F ARB. Then we apply a series
of fragment programs to carry out the data processing pipeline
and feed the result to an offscreen buffer (a framebuffer object)
for storage before the visualization. When we adjust parameters
in the data processing pipeline, we can interactively update this
buffer texture and modify the visualizations.

• We use GPU-based ray casting techniques [10] to produce the
volume visualizations in both the rectangular box mode and the
horseshoe mode. In the horseshoe mode, after we compute the

ray-horseshoe intersection, we require additional shader code to
transform the 3D locations inside the horseshoe model to texture
coordinates in the framebuffer object (by using the parameters in
the semi-circular sweep). These computations can also be done
on the GPU, and hence we can employ the same buffer texture
(the framebuffer object) in different presentation models.

6.2 Visualization Results

In this subsection, we visualize three different kinds of astronomical
objects, including a supernova remnant, a nebula, and a galaxy.

Supernova remnant: Loop I The first example is the supernova
remnant called Loop I. This is a very large-scale coherent bubble-like
structure that spans over 100 degrees of angular size in the sky; since
this thin structure is invisible in the optical range, human observers
did not notice it until the development of large radio telescopes. Fig-
ure 7 shows a sketch of the 3D position and size of Loop I, published
in a recent astronomy article [54], together with an illustration of its
appearance in the 408MHz radio survey [23].

Since Loop I is invisible in the optical range, multiwavelength
imaging is needed to reveal and study this interesting structure.
Typically, if we look at the northern portion of the sky in the radio
spectrum, we can find the prominent structure of Loop I, as shown
on the right hand side of Figure 7. Now, if employ our visualization
system and select the 408MHz radio survey as the reference (refer to
Figure 8), we can interactively draw a mask on the mini-map explorer
to highlight the Loop-I region on the radio survey. The GPU can then
instantaneously compute Gaussian-weighted SSD over the masked
region and display the SSD values over all other wavelength images
(refer to the right hand side of Figure 8). With the GPU support, such
a visual exploration can be performed at interactive speeds and we
can progressively modify the mask, the color map for the SSD values,
and also the parameters in the data processing pipeline.

The Crab Nebula The Crab Nebula is detectable as a variety of
structures appearing in many different wavelengths (see, e.g., [5]).
Images of the Crab derived from several different data sets can be
displayed in our system, as shown in Figure 9 (top). Here we show
an image-stack model and a volume-rendered model, and then cut
through the volume-rendered model to unveil the flux density variation
inside; original false color multiwavelength images produced by
various astronomy groups are shown below for reference.

The Andromeda Galaxy Galaxies are another natural target for
multiwavelength examination. Andromeda, the Milky Way’s sister
galaxy, can be seen in multiple aspects using our system, as shown
in Figure 10. Here, we can see that Andromeda’s spiral arm is a
stronger source of radiation relative to its disk. We note that since there
is a large gap between the radio and far-infrared spectral ranges, the
flux density interpolation fills the frontal part of the volume rendering
mostly with the radio spectrum data, and hence produces finger-like
shapes in the volume renderings.

Since different images have been acquired by diverse astronomy
research groups, the raw images may not be well-aligned with each
other; further image alignment [14] is needed, for example, to generate
compatible data sets for the multiwavelength data of the Crab nebula
and the Andromeda galaxy.



Fig. 7. Left: sketch of the Loop I model in interstellar space, courtesy of Wolleben [54]. In this sketch, l is the galactic longitude (see Figure 2);
GC stands for the direction to the galactic center (the Milky Way center is l = 0); NGP and SGP refer to north galactic pole and south galactic pole,
respectively, while pc denotes distance in parsecs, where 1 parsec = 3.262 light-years; Right: Loop I in the allsky radio survey at 408MHz.

Fig. 8. A Visualization Example: Highlighting the Loop-I structure by a mask interactively drawn by the user on the mini-map.

7 CONCLUSION

This paper proposes a comprehensive visualization workflow to
address the visualization of multiwavelength astronomical data.
Supporting a uniform visualization environment for a wide variety
of multiwavelength astronomical data opens a new window into the
study of these data collected from the sky. In our workflow, three
major components are offered: GPU-based data processing, new
ways of visualizing the multiwavelength astronomical data including
volume visualization and the horseshoe model, and a collection of
interactive visual exploration tools tailored for both examining and
analyzing the multiwavelength data volume. Three examples of
multiwavelength data exploration were presented using this workflow
architecture: the supernova remnant called Loop I in the allsky data,
the Crab nebula, and the Andromeda galaxy.

Future work As a succeeding development, we plan to construct
an integrated visualization architecture that considers not only
the multiwavelength data, but also three-dimensional spatial data
(distances to stars, galaxies, intergalactic clouds, etc.) as well as
sketched 3D models, such as Loop I and the local bubble, in the
interstellar environment to provide integrated visualizations with the
largest possible variety of scientific data.
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Appendix: converting multiwavelength data

Since techniques for measuring different frequency bands in the EM
spectrum result in different physical units, we need the following for-
mulas to convert the data values to common units:

• Conversion between wavelength λ (m) and frequency ν (Hz)
c = λν ,

where c is the speed of light in vacuum (∼ 2.9979×108 in m/s).

• The energy E (eV) of a particle with frequency ν (Hz) is
E = hν ,

where h is Planck’s constant (4.13566733 × 10−15 in eV s,
electron-Volt-seconds).

• Conversion between temperature (degrees Kelvin, K) and flux
density (Janskys, Jy)
The conversion from antenna temperature in degrees Kelvin
(in radio astronomy) to flux density in Janskys (Jy) is detailed
in [32]. The conversion depends on the telescope diameter and
aperture efficiency; in practice, we use the conversion factor
in [25]: 1mJy/bm = 0.127K.

• Conversion between flux density per steradian (Jy/sr) and en-
ergy (eV)
By definition, 1MJy (MegaJanskys) = 1Wm−2Hz−1

×10−20,

and 1kW -hour = 2.247×1025eV . Thus we can first determine
the effective detection area of the related device, combine these
two definitions, and convert between flux density and energy. In
addition, we also have to normalize the pixel data by the solid
angle (in steradians) of each pixel.

• Conversion between luminous power in Rayleighs (R) and en-
ergy in electron-Volts (eV)

By definition, 1R = 1
4π

× 1010photons s−1m−2sr−1, so we can
first apply E = hν to compute the energy of a photon in electron-
Volts, and then normalize the result by using the solid angle and
effective detection area as above.

• Note: the allsky Mellinger image for the optical portion of the
electromagnetic spectrum is uncalibrated, and hence, we can
only show it in the image stack model, but not the others.


