
1

The Design Trade-offs of BitTorrent-like File
Sharing Protocols

Bin Fan† John C.S. Lui† Dah-Ming Chiu‡

Abstract—The BitTorrent (BT) file sharing protocol is very
popular due to its scalability property and the built-in inc entive
mechanism to reduce free-riding. However, in designing such P2P
file sharing protocols, there is a fundamental trade-off between
keeping fairness and providing good performance. In particular,
the system can either keep peers (especially those resourceful
ones) in the system for as long as possible so as to help the system
to achieve better performance, or allow more resourceful peers
to finish their download as quickly as possible so as to achieve
fairness. The current BT protocol represents only one possible
implementation in this whole design space. The objective ofthis
paper is to characterize the design space of BT-like protocols. The
rationale for considering fairness in the P2P file sharing context
is to use it as a measure of willingness to provide service. We
show that there is a wide range of design choices, ranging from
optimizing the performance of file download time, to optimizing
the overall fairness measure. More importantly, we show that
there is a simple and easily implementable design knob so that
the system can operate at a particular point in the design space.
We also discuss different algorithms, ranging from centralized to
distributed, in realizing the design knob. Performance evaluations
are carried out, both via simulation and network measurement,
to quantify the merits and properties of the BT-like file sharing
protocols.

Index Terms—BitTorrent, File Sharing Protocol, Performance,
Fairness, Incentive Mechanism.

I. Introduction

In the past few years, a class of peer-to-peer (P2P) content
distribution protocols, typified by a P2P file sharing application
called BitTorrent (BT) [1], has been receiving a lot of atten-
tion in the computer networking research community. Unlike
the conventional client/server style of content distribution in
which performance usually degrades as the number of clients
increases, the performance (i.e., file downloading time) of
BT-like file sharing systems may actually improve when the
number of participants increases. The main reason which
makes BT scalable is credited to itscooperativemechanism.
It can be explained intuitively as follows. The original file
content is partitioned into many small pieces. Each peer can
get the content either from the server who holds the original
file, or from other peers holding those pieces it does not
already have. Each peer offers upload service to other peers
only to the extent the service is reciprocated. Also, each
peer tries to obtain the rarest piece in the system so as to
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maximize its ability to serve others hence also the service it
will receive. By coupling the service each peer can receive to
its contribution to others peers, the BT protocol successfully
makes each peer play the role of a server and a client at the
same time. Therefore, as the number of peers increases, the
service capacity of the whole system increases accordingly.

Although the performance of BT-like systems scales well
with the peer population, such kind of protocols may face
the throughput-fairness dilemma which can be explained as
follows. Peers that participate in a BT file sharing process
are likely heterogeneous, i.e., they have different upload-
ing/downloading capacities. Afat (or resourceful) node which
connects to the Internet via the latest broadband access tech-
nology, typically has a high uploading capacity. On the other
hand, athin (or less resourceful) node is one that has a lower
uploading capacity. Therefore, the overall system throughput
of a BT-like file sharing protocol depends critically on how
long the resourceful peers are retained in the system so as to
sustain as large an aggregated system capacity as possible.

However, keeping the resourceful peers in the system longer
than necessary so as to serve others seems inherently unfair.
Note that the upload capacity is usually a parameter control-
lable by a peer. If offering a high uploading rate leads to
receiving poorer service, a user’s rational choice would beto
artificially lower its upload capacity. Intuitively, a userwould
look for service differentiation proportional to the amount
of contribution it provides to the network (in a BT system,
contribution refers to uploading). The more a protocol offers
such service differentiation, the more likely to succeed.

In this paper, we formally study this fundamental trade-off
by defining two separate design objectives:

1) Performance: In a BT-like P2P file sharing system, the
basic performance metric is to minimize theaverage
downloading time. Naturally, this is compatible with
each peer’s desire because all peers want to finish the
file downloading process as soon as possible.

2) Fairness: To make the system scalable, peers need to
contribute (via uploading to other peers) in order to
receive service. A well-designed protocol should encour-
age peers to contribute as much as possible: those peers
who contribute more should receive a better service (i.e.,
achieve a smaller average file downloading time) than
those who contribute less.

In this paper, we first formally define theperformanceand
fairnessmetrics, and use these two measures to analyze dif-
ferent BT-like file sharing protocols with heterogeneous peers.
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In particular, we address the following important questions:

1) If a protocol optimizes performance, what would happen
to the overall fairness?

2) If fairness is optimized, what happens to the overall
system performance?

3) What degree of performance and fairness the current BT
file sharing protocol is achieving?

4) Can we characterize the different trade-offs between
performance and fairness?

5) Is there a distributed approach to implement the protocol
so as to realize different operating points in the trade-
offs between performance and fairness?

In this study, we assume that peers share each others’ upload
capacity. Peers arrive randomly in joining the system, and
leave after completing the file download. For the general case
of multiple types of peers (i.e., each type of peer is defined
by its upload/download capacity), the complete spectrum of
performance versus fairness trade-offs is analyzed.

The organization of this paper is as follows. In Section II,
we present a mathematical model and define the performance
measures which we will use to illustrate the whole design
space. In Section III, we describe several rate assignment
strategies to achieve different forms of optimality, namely,
(1) optimal downloading time, (2) optimal fairness, and (3)
max-min fairness. In Section IV, we present a “distributed
framework” via uploading policy and show how this can
achieve different operating points in the whole design space.
In Section V, performance evaluation is carried out to quantify
the merits of our proposed method. Related work is given in
Section VI and finally, Section VII concludes.

II. Mathematical Model

A. A Basic Model of Uplink Sharing

Let us first describe a basic model of a BT-like file sharing
system. The system is designed to disseminate a specific file
among the set of peersN = {1, 2, . . . , n}. Without loss of
generality, we assume the file size to be unity. A peer, sayi, in
this file sharing session has its upload capacity denoted asUi

and download capacityDi. In other words,Ui is the maximum
uploading rate andDi is the maximum downloading rate that
peeri can sustain. For the BT-like systems that we consider
in this paper, we make the followingasymmetric up/down link
assumption:

Ui ≤ Di, (1)

which is true for most of the recent Internet access technolo-
gies and this inequality has been verified by the measurement
studies in [2], [3].

To ease the dissemination, this file is divided intoM distinct
chunks. The uploading utilization is highly depended on the
chunk scheduling efficiency of peers. In this paper we study
the system under theperfect scheduling assumption, which
indicates that each peer always has some chunks useful so
that it can upload these chunks to one or more other peers.
This assumption can be justified whenM is very large (the

size of each chunk is very small), so it will cost little time for
an empty peer to download one or more chunks. After that,
this peer can serve what it owns to other peers in the system.
In this way, in a short time after joining the system, a peer
can provide its uploading service to the system. Letui denote
the actual uploading rate of peeri. This uploading rate has to
satisfy the upload capacity constraint:

ui ≤ Ui. (2)

At the same time, peeri can achieve its downloading ratedi,
which has to satisfy the following inequality:

di ≤ Di. (3)

From the system’s perspective, the total downloading ratesof
all peers must be equal to the total uploading rates, or

∑

i∈N

di =
∑

i∈N

ui. (4)

Note that this model is similar as theuplink capacity sharing
model studied in [4], [5], in which the network is assumed
not to be the bottleneck, but the limit to the throughput is
the uplink capacities. In this paper we also make a similar
capacity sharing assumption where we neglect the bottleneck
or topology inside the network, but assume the limit of the
system are both uplink and downlink capacity.

Since there aren = |N | peers in the system, any rate vectors
u = [u1, u2, . . . , un] andd = [d1, d2, . . . , dn] that satisfy the
above constraints of (2) to (4), are considered as afeasible
rate allocation strategy. Then the performance of a P2P file
sharing system can be evaluated based on the feasible rate
allocation strategy of the uplink capacity resource.

It is important to point out that the uplink capacity sharing
model involves an assumption of perfect scheduling. But in
reality, it is possible that the content one peer has may not be
useful for other peers, so this peer cannot provide any upload
service to the others. If there are many peers in a file sharing
system and the wanted file is divided into a large number of
chunks, it is likely that each peer is able to obtain some distinct
content to serve other peers (i.e., by following therarest first
heuristic in BT).

B. A Dynamic Model of Multiple Classes of Peers

In our paper, we extend the basic model in the following
aspects:

• In [4], [5], all peers join the system simultaneously at
the beginning and depart from the system together after
the last peer finishes its downloading process. In here, we
allow dynamic arrival and departure of peers. Specifically,
peers arrive at the system with an average rateλ. Once
a peer is in the system, it performs the uploading and
downloading operations at the same time. Peers will
remain in the system until they finish downloading the
entire file. Peers won’t abort during the downloading
session. In this paper, we consider the system underno
server assumption, which means that upon completion of
a file download, a peer will leave the system immediately
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since there is no incentive for a peer to become a seeder
after downloading the file. This assumption is compatible
to the existing measurement-based study of current BT
protocol such that most of the peers leave the system in
a very short time after downloading the entire file [6].

• In the dynamic version of the model, the number of
peers in the system varies with time. Therefore, instead
of assumingn peers in the system, we assume that
there aren classes of peers in the system. For each
new peer arrival, with probabilitypi, it is assumed
to be of type i. Thus, the average arrival rate of the
type-i peers isλpi, with

∑n
i=1

pi = 1. For a typei
peer, its upload (download) capacity isUi (Di). Due to
the previous asymmetric up/down link assumption, we
haveUi < Di, for i = 1, . . . , n. Besides, we have the
following downlink capacity ordering assumption that for
these different types of peers, they have the following re-
lationship in their downloading and uploading capacities:

U1 >U2 >. . .>Un; D1 >D2 >. . .>Dn, (5)

this assumption is reasonable given most of currently
deployed technologies. As we will show, based on this
assumption, we can characterize the relationship between
different resource allocation policies in later section. All
peers of the same type get the same uploading rateui(t)
and downloading ratedi(t) respectively at timet. For
all type-i peers, according to the physical constraints
in Equations (2) and (3), we haveui(t) ≤ Ui and
di(t) ≤ Di. Since type-1 peers has the highest uploading
capacity, for simplicity of presentation, in the remaining
of this paper we will refer to type-1 peers as“fat” peers,
and all the other types of peers as“thin” peers.

Fig. 1 illustrates the dynamic model of the system when
n = 2 and associated notations. Here we have two classes of
peers: Type-1 (“fat”) peers with a higher upload capacity and
type-2 (“thin”) peers which have a lower upload capacity.

Internet
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bandwidth
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Fig. 1. Illustration of the Dynamic Model with two types of peers.

C. Performance Measure

For traditional network services such as web browsing and
email, the service capacity is determined by the dedicated
server (assuming that the network has sufficient bandwidth).
As a result, when the number of requests increases, the
bottleneck is on the server side and the quality of service
deteriorates rapidly. A BT-like file sharing system resolves this
problem by distributing the service to every participatingpeer,
which acts both as a resource provider and a consumer at the
same time. LetNi(t) denote the number of type-i peers in the
system at timet. The service capacity of the entire system to
upload the file,C(t), can be expressed as:

C(t) =
n
∑

i=1

ui(t)Ni(t). (6)

Here ui(t)Ni(t) is the uploading capacity brought by type-i
peers. From Eq. (6), one can find that the service capacity is
also related to the number of different types of peers and the
distribution of peers’ uploading capacity.

Since a file sharing process usually takes a significant
amount of time, let us consider the steady state behavior of the
system. We define the average number of type-i peers in the
steady state asNi. One can use the Little’s result to relate the
number of type-i peers (Ni) and their average file downloading
time (Ti) as:

Ni = (piλ) · Ti =
piλ

di
for i ∈ {1, . . . , n}. (7)

Here,Ti anddi are the average downloading time and down-
loading rate for type-i peer. Substituting Eq. (7) into (6) for
i = {1, . . . , n}, the steady state system service capacityC
becomes:

C = p1λ
u1

d1

+ . . . + pnλ
un

dn
. (8)

In the steady state, the system service capacityC should be
equal to the total arrival rateλ (since the size of the file is
normalized to one), and we get the following equation:

p1

u1

d1

+ . . . + pn
un

dn
= 1. (9)

Let us defineci = ui/di. Using the BT terminology,ci is
called “share ratio” of type-i peers, and it represents the
amount of uploading divided by the amount of downloading. A
share ratio of 1.0 means that a peer has uploaded as much data
as it has downloaded. A share ratio greater than 1 means that
a peer has uploaded more than it has downloaded. Naturally
a peer with a higher share ratio makes more contribution to
the system. Using the notation ofci, Eq. (9) becomes:

p1c1 + . . . + pncn = 1, (10)

which means that for a steady and balanced system, the
average share ratio of all types of peers in the system should
be equal to 1.

Now, applying the Little’s result, the average system down-
loading timeT for all peers can be expressed as:

T =
N1 + . . . + Nn

λ
=

p1

d1

+ . . . +
pn

dn
. (11)
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The above two equations provide the feasible solution space,
or operating points for the P2P file sharing algorithm, as well
as the resultant performance in terms of the average down-
loading timeT . The feasible solution space is characterized in
terms of the uploading and downloading rates of the different
types of peers, namely,{ui, di|i = 1, . . . n}.

So far, we have derived the expression for a particular metric
of interest, namely, average system downloading timeT . In the
following, let us focus on the other system measure of interest,
namely, fairness.

D. Fairness Measure

The issue offairnesshas long been studied in the network-
ing community. For example, in [7], [8], one can find various
expressions to quantify the fairness among competing entities.
In here, we will discuss the fairness issue in the context of
BT-like P2P file sharing. Note that share ratio is generally
considered as a good indicator to measure the contribution to
the P2P system relative to the obtained service. Share ratios
are more important for BitTorrent protocol than other peer-to-
peer file sharing systems, because some BT systems require
peers to maintain a minimum share ratio. Due to the physical
meaning of share ratio, a well-designed system should try to
make all its peers maintain the same share ratio.

To quantify the fairness of a system according to the peers’
share ratios, we have the following Fairness Index:

F(x1, . . . , xn) =
(
∑n

i=1
xi)

2

n(
∑n

i=1
x2

i )
. (12)

This index measures how equal the assignment(x1, . . . , xn) is.
This fairness measure has the following attractive properties:

• F is independent of scale. If we have x′
i = a · xi

for i = 1, . . . , n and a > 0, then F(x1, . . . , xn) =
F(x′

1, . . . , x
′
n). In other words, scaling the allocated

resource will not affect the measureF .
• F is continuous. If we change anyxi for i ∈ {1, . . . , n},
F will be changed continuously.

• F is independent of population size. It can be applied to
any number of peers, as long asn ≥ 1.

• F is aboundedfunction between 0 and 1. This facilitates
us to precisely measure the degree of fairness. The greater
valueF is, the more fair the assignment is.F equals to
1, if and only ifx1 = . . . = xn. This indicates the perfect
fairness of the assignment because all measured elements
are the same.

The above properties ofF are useful for us to quantify
the fairness of share ratios among all peers. Assume that
the system reaches the steady state, all togetherK peers
have finished downloading, andKi is the number of type-i
peers which finished downloading. Therefore,Ki = pi · K.
Substitutexi = ci and use Eq. (10), we have:

F =
(K1c1 + . . . + Kncn)2

K · (K1c2
1 + . . . + Knc2

n)
=

(p1c1 + . . . + pncn)2

p1c2
1 + . . . + pnc2

n

=
1

p1c2
1 + . . . + pnc2

n

. (13)

It is important to point out that from the properties of the
Fairness Index, we know that whenc1 = . . . = cn, F reaches
its maximum value. In other words, when all peers have the
same share ratio, the system reaches its maximum fairness
measure.

So far we have defined two metrics for the P2P uplink
sharing problem, performance according to the average delay
T and the fairness measureF , and both expressed in terms
of the feasible upload and download rate assignments vector
[u1, . . . , un] and [d1, . . . , dn]. The different solutions to the
P2P uplink sharing problem, hence the design of the P2P file
sharing algorithm, can thus be understood based on the merit
of these rate assignments.

III. Rate Assignment Strategies

In this section, we present several rate assignment strategies
to realize different operating points in the design space ofthe
BT-like file sharing protocol.

A. Uploading Rate

Since peers are heterogeneous and autonomous, they can
choose different uploading and downloading rates, it is impor-
tant for us to seek the fundamental understanding of the proper
rate assignment ofui anddi in the whole design space of BT-
like protocols so that desirable trade-off can be achieved.

First, let us investigate the uplink rate assignment for all
peers. BitTorrent protocol is generally considered very effec-
tive in file content distribution. Both experimental results [9]
and measurement results [10] indicate that BitTorrent performs
near-optimally in terms of uplink bandwidth utilization. To
achieve good performance, we have

ui = Ui for i = 1, . . . , n, (14)

which implies that due to the efficiency of BT protocol, the
upload capacity of type-i peers is always saturated.

Let us now derive the feasible settings ofdi when the system
wants to (a) minimize the average downloading timeT , or (b)
maximize the fairness measureF , or (c) achieve the “max-
min” allocation of the downloading rate.

B. Rate Assignment for the Optimal Downloading Time

First, we investigate the condition to achieve the optimal
average system downloading timeT . To minimize the average
system downloading timeT defined by Eq. (11), one needs to
solve the following constrained optimization problem:

min T =
p1

d1

+ . . . +
pn

dn

s.t. p1

U1

d1

+ . . . + pn
Un

dn
= 1, (15)

0 ≤ di ≤ Di, i = 1, . . . , n.

The first equality constraint is the steady state condition given
by Eq. (9). The other inequality constraints are due to its
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physical capacity:Di and Ui keep the relationship assumed
in Section II.

To find the optimal solutions fordi, we can use the method
of Lagrangian multiplier. Define

L(d, λ, ν) =

n
∑

i=1

pi

di
+

n
∑

i=1

λi(di −Di) + ν

(

n
∑

i=1

pi
Ui

di
− 1

)

.

The Karush-Kuhn-Tucker (KKT) conditions [11] for the above
optimization are:















∂L
∂di

= 0;

0 ≤ di ≤ Di, i = 1, . . . , n;
p1

U1

d1
+ . . . + pn

Un

dn
= 1;

λi ≥ 0, i = 1, . . . , n.

Solving this optimization problem, one can determine the
proper choice of uploading and downloading rates as:

Type-1 peer: d1 =
p1U1

1−
∑n

i=2
pi

Ui

Di

,

(16)

Type-i peer: di = Di, i = 2, . . . , n.

The rate assignment strategy to achieve the optimal download-
ing time by (16) gives us the following insights:

• Sincedi = Di for i = 2, . . . , n, in order to achieve op-
timal average downloading time, the system will provide
the “thin” (other than type-1) peers as much uploading
resource as possible so that these peers can fully utilize
their downlink capacity. From the inequalityUi < Di

for i = 2, . . . , n, one can observe that the “thin” peers
get more than they contribute to the system. When
u1 = U1 > d1, one can observe that although the
“fat” (type-1) peers have better access technology to the
Internet than the “thin” peers, they can only download
the file at the rate which isless thantheir uploading rate.
Under this rate assignment strategy, the “fat” peers are
actually helping the “thin” peers and this is the reason
why the system can achieve the optimal performance of
file downloading time.

• Consider the service differentiation of uploading resource
for both “fat” and “thin” peers, we have:

d1 − di =
p1

1−
∑n

j=2
pj

Uj

Dj

U1 −Di. (17)

From the above equation, one can find that when the
parameters satisfyp1

U1

Di
+
∑n

j=2
pj

Uj

Dj
< 1, we have

d1 < di, which means that the “thin” peers receivebetter
service than those “fat” peers eventhough “fat” peers are
contributing more to the system (i.e.U1 > Ui)! This
indicates the potentialunfairness, or thecostof achieving
the optimal file downloading time.

For this policy, one can use Eq. (11) to express the achieved
average file downloading timeTopt, which is:

Topt =
1

U1

+

n
∑

i=2

pi

Di

U1 − Ui

U1

. (18)

One can use Eq. (13) to express the fairness measureFopt as:

Fopt =

[

p1

(

1−
∑n

i=2
piUi/Di

p1

)2

+

n
∑

i=2

pi

(

Ui

Di

)2
]−1

.(19)

C. Rate Assignment for Optimal Fairness

Now let us consider the strategy to achieve the optimal
fairness. From the properties of Fairness Index, we know that,
the condition forF to be 1 is:

c1 = . . . = cn = γ,

where γ is a positive real number. Due to the steady state
condition of (10), we have:

γ(p1 + . . . + pn) = 1.

Sincep1 + . . .+ pn = 1, we getγ = 1, indicatingdi = ui for
all type i. This implies that if we want to achieve a perfect
fairness ofF = 1, the system needs to ensure that each type
of peers can only receive as much resource as they contribute.

We can solve the above optimization problem using a sim-
ilar technique as described before. Solving this optimization
problem, we obtain:

Type-i peer: di = ui = Ui, i = 1, . . . , n. (20)

The rate assignment strategy given in Eq. (20) means that to
achieve the maximum fairness, the system needs to set the
downloading rate of each peer to its uploading rate. One can
observe that this service differentiation policy is fair because:

• Ui < Di, therefore no peer will saturate its downlink
capacity.

• The share ratio is 1 for all peers, therefore a “fat” peer can
download faster than a “thin” peer since the “fat” peer
contributes more. So peers have incentive to contribute
more to the P2P network.

In summary, one can use Eq. (11) to derive the average
downloading time for this policy as:

Tfair =
p1

U1

+ . . . +
pn

Un
, (21)

and one can use Eq. (13) to derive the fairness metric:

Ffair = 1. (22)

D. Rate Assignment for Max-min Allocation

So far, we explored the conditions to achieve the optimal file
downloading time and optimal fairness. Another possibility is
to consider a rate assignment strategy which can achieve the
max-minallocation index. Let us first state the definition of
max-min allocation [12].

Definition 1: Consider a setP ⊂ Rn. A vector~x is a max-
min allocation on the setP if and only if

(∀~y ∈ P) (∃s ∈ {1, . . . , n}) ys > xs =⇒

(∃t ∈ {1, . . . , n}) yt < xt ≤ xs. (23)
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In other words, any feasible increase of one component in the
max-min allocation, sayxi, will inevitably result in decreasing
another component,xj , which is no larger thanxi to start with.

The max-min allocation can be constructed using a water-
filling algorithm [13], increasing the downloading rates of
all types of peersd1, d2, . . . , dn simultaneously from zero.
SinceD1 > D2 > . . . > Dn, it is possible that during this
waterfilling procedure, some types of peers may saturate their
downloading capacity (i.e.,di = Di). Then we do not increase
the downloading rates of these saturated peers any more. We
use the following pseudo code to describe the strategy:

Pseudo Code of Waterfilling

1. d1 = . . . = dn = 0
2. S ← {1, 2, . . . , n}
3. repeat{
4. for i in S

/* δ is waterfilling rate*/
5. if di + δ ≥ Di {
6. di ← Di

7. S ← S \{i}
}

8. else{ di ← di + δ }
10. } until (p1

U1

d1
+ . . . pn

Un

dn
≤ 1)

11. k ← max{i|i ∈ S}

We increase the downloading rate of every type of peers
at each rate until some peers achieve the download capacity.
Since D1 > D2 > . . . > Dn, therefore by using the
waterfilling algorithm above, we can findk such that, for type-
(k + 1), . . . , type-n peers, due to their lower downloading
capacities, the download link of these peers are saturated
(i.e. di = Di, i ∈ {k +1, . . . , n}). But for the other types
of peers (from type-1 to type-k), they achieve the same
downloading rate. Thus, it guarantees that the downloading
rate assignment solution is a max-min allocation. Formally,
the resulting downloading rate assignment will be:

di =











∑

k

j=1
pjUj

1−

(

∑

n

j=k+1
pj

Uj

Dj

) , i = 1, . . . , k,

Di i = k+1, . . . , n.

(24)

From the above rate assignment strategy, one can have the
following insights:

• The system allocates type-(k+1) to type-n peers their
maximal downloading rate. Thus for these peers, this
strategy is similar to the rate assignment which provides
the optimal downloading time. The difference is for type-
1 to type-k peers, they share the same downloading rate.
GivenU1 > . . . > Un andD1 > . . . > Dn, by this max-
min allocation, if a type-i peer provides more uploading
than type-j, this type-i peer will receive the downloading
service which is no less than that of type-j peer. In
terms of fairness, this strategy is at least better than the
strategy of achieving the optimal average downloading

time because under that strategy, the “fat” peers may have
worse performance than the “thin” peers.

• Type-1 peers contribute more than the peers of type-2 to
type-k, but they received service at the same downloading
rate. Although all peers receive the same service, the “fat”
(or resourceful) peers may feel unfair about the outcome
compared to the strategy which achieves optimal fairness.

For the max-min fairness policy, one can use Eq. (11) to obtain
the average downloading time as:

Tmm =

k
∑

i=1

pi

w
+

n
∑

i=k+1

pi

Di
, (25)

wherew is defined by

w =

∑k
j=1

pjUj

1−
∑n

j=k+1
pj

Uj

Dj

.

Also we use Eq. (13) to obtain the fairness index as:

Fmm =
1

∑k
i=1

pi(
Ui

w )2 +
∑n

i=k+1
pi(

Ui

Di
)2

. (26)

E. Performance and Fairness Comparison

We have calculated the performance and fairness measures
of three different rate assignment strategies for BT-like file
sharing systems. Their relationships are summarized in the
following theorem:

Theorem 1: In terms of the average system downloading time
T , we have:

Topt < Tmm < Tfair.

In terms of the generalized fairness index, we have:

Fopt < Fmm < Ffair.

Proof: Proof is given in the Appendix.

Remark: The above theorem reveals afundamental tussle:
the more the system differentiates the peers according to their
contributions, the higher the fairness index can be achieved,
but at a cost of worse performance in downloading a file.
This is important for protocol designers to know since we
need to realize this trade-off and make the appropriate decision
according to the objective of the application.

To illustrate Theorem 1, let us consider a numerical ex-
ample. We consider a BT-like file sharing system with two
types of peers and parameters are set as the following:
p1 = 0.4, p2 = 0.6, D1 = 8, D2 = 6, U1 = 4, U2 = 2.
Both types of peers saturate the uploading capacity which
meansu1 = U1, u2 = U2, but the downloading rates are
adjustable. Fig. 2 illustrates the design space for all feasible
downloading rate assignment strategies. In this figure, they-
axis represents the fairness measurementF and x-axis is the
average system downloading timeT . Given a feasible rate
assignment strategy, we can always calculate the performance
and fairness measures which correspond to a point on the
curve in this figure. From this figure, one can observe that
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the optimal performance strategy gives the smallest average
downloading time, but the lowest fairness index. Obviouslythe
optimal fairness strategy is the best in terms of fairness, but
its performance is much worse. The max-min strategy gives a
trade-off in between the former two strategies.
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Fig. 2. Illustrating the design space in a system with two types of peers

IV. A Family of Distributed Algorithms

So far, we present the rate assignment strategies to achieve
different trade-offs in performance and fairness. Note that
these rate assignment strategies require the knowledge of
maximum uploading and downloading capacities,Ui andDi,
of all peers, and assume all peers work together in an unselfish
manner to achieve a particular trade-off. In real life, peers are
autonomous and it is difficult to have global information of
Ui and Di. Therefore, we are interested in those distributed
algorithms which are based on peers’ local objectives, and to
study how well these algorithms achieve the desired system-
wide performance measures.

Inspired by BitTorrent system and its variants, we describe
a couple of generic distributed algorithms for a peer to assign
its uploading and downloading rates to and from its neighbors
- namely: “selective uploading” and “non-discriminative up-
loading”. By combining these two strategies in different ratios,
we are able to analyze a family of distributed algorithms.

Assume that a peer can potentially connect to any of the
othern− 1 peers in the system. Each peer selects a subset of
other peers as neighbors to provide uploading service to them
as well as obtain downloading service from them. The two
neighbor selection policies are:

• Selective uploading:a peer will provide uploading service
to ns neighboring peers, and these neighboring peers are
the topns peers based on their uploading rates to this
particular peer. Note that this policy is implemented in
the current BitTorrent protocol to encourage each peer
to provide as much uploading as possible. This is also
known as the’tit-for-tat’ policy in the BT protocol.

• Non-discriminative uploading:a peer will provide up-
loading service tona neighboring peers,independentof
their uploading rates to this particular peer. This is also

implemented in the BitTorrent protocol, but mostly as a
way to discover neighbors which can provide the best
downloading rates to the local peer. This is referred to as
the optimistic-unchokingpolicy in the BT protocol.

We make the following assumptions about how a peer assign
its rates, once neighbors are selected:

1) Each peer uses its full upload capacity to help other
peers. This ensures that we only consider those solutions
that are Pareto efficient. Implicitly, we are assuming that
the achieved fairness level gives sufficient incentive for
all peers to contribute.

2) Each peer divides its uploading capacity equally among
its neighbors. This simplifies the implementation and the
analysis.

Both assumptions are based on how the BT-like protocol is
implemented in practice. In the following, we explore some
important properties of these two uploading policies. In other
words, we analyze the achieved downloading rates and the
resulting performance and fairness trade-off for each case.

A. Selective Uploading

Before deriving the achieved average downloading rate, we
need to first address whether an equilibrium can be reached
when the selective uploading policy is used by all peers. In
other words, if each peer has all the information, will all peers
select certain peers as their neighbors to upload and make no
change for their choice?

Assume that in a simple, fully connected BT-like file sharing
system, all peers are in the setN = {1, 2, , . . . , n}. Every peer
i ∈ N has uploading rateui > 0 (or 0 < ui ≤ Ui). To finish
the downloading process as quickly as possible, peers want to
get the maximal downloading ratedi. So theutility function
for peer i is fi(di) = di, wheredi ∈ [0, Di]. According to
the “tit-for-tat” policy, a peer only serves those peers from
which it receives the highestns downloading rates, and this
peer will provide upload service to each of thesens peers with
an uploading rate ofui/ns. Let Ai denote peeri’s uploading
set (i.e., nodes inAi are those nodes that peeri will provide
upload service). This setup can be viewed as a game, where
peer i needs to findAi which can provide peeri the best
benefit (i.e., maximum downloading ratedi). For simplicity
and without loss of generality, we sort peers according to their
uploading rateui in a non-increasing order, so peer1 has the
highest uploading rate while peern has the lowest uploading
rate. Based on this ordered list, we define⌈ n

ns+1
⌉ groups of

peers as follows:

G0 = {1, 2, . . . , ns + 1},

G1 = {ns + 2, ns + 3, . . . , 2(ns + 1)},

G2 = {2(ns + 1) + 1, . . . , 3(ns + 1)}, . . . .

whereGk is the group of peers with thekth highest uploading
capacity. The following theorem states that peers will form
cliques in the equilibrium.
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Theorem 2: Using selective uploading, the selected serving
sets (of all peers) reach an equilibrium,Ai = Gk \ {i}, for
eachi ∈ Gk, and this is a Nash Equilibrium.

Proof: If any peeri ∈ Gk decides to upload to a peerj ∈ Gk′

wherek′ < k, peerj will not upload to peeri because all other
ns peers in groupGk′ have larger or equal uploading rates than
the peeri. On the other hand, if peeri provides upload to peer
j ∈ Gk′ wherek′ > k, we have the following cases: (a) When
peeri has the same uploading rateui as peers inGk′ \ {j},
peerj has no reason to change its uploading set by providing
service to peeri. (b) When peeri has an uploading rate of
ui which is greater than at least one peer inGk′ \ {j}, peer
j will provide upload service to peeri. But the downloading
ratedi of peeri will not increase. So peeri cannot increase
its utility fi(di) by uploading to peers in other groups.

Corollary 1: Whenu1 < u2 < . . . < un, which implies that
uploading rates of all peersi ∈ N are unique, the Nash
equilibrium of the game is unique.

Proof: When ui is unique, the grouping ofGk is unique.
According to Theorem 2, one can easily see the uniqueness
of the Nash Equilibrium.

In this Nash Equilibrium, the average downloading rate of
peeri ∈ Gk is:

di =
1

ns

∑

j∈Gk\{i}

uj . (27)

A special case to consider is that if for alli ∈ Gk, the
difference of their uploading rates is very small (i.e., they all
have similar uploading rates), then based on Eq. (27), one can
claim that the average downloading rate is:

di ≈ ui. (28)

The analysis above shows that if all peers use the “tit-for-
tat” policy as their peer selection algorithm, eventually the
system will reach the Nash equilibrium, and if we maximize
the uploading rates of all peers, i.e.,ui = Ui for all i ∈ N , this
ensures the optimal fairness indexF = 1. The justification of
the above claim is that this isexactly the rate assignment as
specified in Eq. (20). Note that in [10], measurement based
study shows the similar “grouping effect” that peers with
higher uploading rates tend to serve each other more. And
this is reflected by the above theorem and corollary.

B. Non-discriminative Uploading

When the non-discriminative uploading is used, a peer will
“ randomly” choosena ≥ 1 peers to provide upload service,
and each of these peers will receive an uploading rate of
ui/na. Since there aren peers in the system, the probability
that peerj is chosen by peeri is na/(n−1). If peeri doesn’t
saturate its downlink capacity, the average total downloading
rate for peeri is:

di =
∑

j∈N\{i}

uj

na
·

na

n− 1
≈

∑

j∈N uj

n
(for largen),

= ū.

Here, ū is the average uploading rate for all peers in the
system. If the downlink capacities for all peers are large
enough, i.e., no peer reaches its maximal downloading rate
(which is often the case in practice), then by using the non-
discriminative uploading, all peers get thesamedownloading
rate. In practice, this can be achieved by a peerconstantly
changing its uploading set, soAi is non-stationary, but the
average downloading ratēu is stationary.

Again, if all peers maximize their uploading rates, i.e.,
ui = Ui for all i ∈ N , this implies that the non-discriminative
uploading policy actually achieves the max-min fairness cri-
terion. The above claim is justified because this isexactlythe
rate assignment as indicated by Eq. (24) whenk = n.

From Theorem 1, we know that when the system provides
the max-min fairness in the downloading rates, it has a better
performance than system which provides optimal fairness (i.e.,
Tmm ≤ Tfairness). But this achieved performance is at the
cost of losing some fairness. Note that a side-effect of the non-
discriminative uploading is that it makesfree-riding possible.

C. Design Knobs

To explore the whole design space of the BT-like protocol,
we consider the following design knobs:

• uploading rate of a peer (i.e.,ui);
• number of uploading peers based on the selective upload-

ing policy (i.e.,ns), and
• number of uploading peers based on the non-

discriminative uploading policy (i.e.,na).

As a matter of fact, one can express the average downloading
rate of peeri, wherei ∈ N as:

di =
ns

ns + na
ui +

na

ns + na
ū. (29)

It is easy to check that whenna = 0, this becomes the selective
uploading policy. Whenns = 0, this becomes the non-
discriminative uploading policy. One can view thatns is used
to “tune” the degree of fairness; whilens is used to “tune”
the degree of performance. By adjusting the combinations
of ui, ns and na, the system can satisfy various degree of
performance and fairness requirements.

It is interesting to note that the current BitTorrent protocol
is one particular implementation in the whole design space.
In particular, the BitTorrent protocol has both the “tit-for-tat”
policy and the “optimistic-unchoking” policy, some BitTorrent
implementations specifyns = 4 and na = 1. So one can
conclude that, the BitTorrent protocol puts more emphasis on
the fairness (or incentive) measure.

V. Performance Evaluation

In this section, we quantify the merits and validate the
claimed properties of BT-like file sharing protocols based
on both simulation evaluation and network measurements. In
particular, both simulation and network measurement (of real-
life BitTorrent file downloading sessions) are used to evaluate
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the performance of the different rate assignment strategies as
well as the family of distributed algorithms in a dynamic
system (i.e., peers arrive randomly and leave after the file
download immediately). We develop a discrete event simulator
to simulate the performance of BT-like file sharing systems.

A. Simulation 1: Verification

In the first simulation, we show that our mathematical model
presented in Section II can capture the behavior of BT-like
P2P file sharing system. We simulate the BT-like system
with heterogeneous (two types of) peers. We divide the file
into 100 chunks, and it takes one unit of time to transfer
a chunk between two peers. Note that in the model, we do
not consider the chunk selection but in the simulation, the
data transfer takes place at the chunk level and we use the
rarest-first chunk selection algorithm in BT. In our simulation,
peers arrive according to a Poisson process with an average
arrival rateλ = 1.5. Once the peer joins the system, the peer
is fully connected with all other peers. Peers will leave the
system immediately after they collect all 100 chunks from
their neighbors. A new peer has probability of0.4 to be a
“fat” peer and0.6 to be a “thin” peer. For fat peers, we have
D1 = 8, U1 = 4, while for thin peers, we haveD2 = 6
andU2 = 2. These system parameters are the same as in the
example we have illustrated in Fig. 2. We use different random
seeds to start the simulation. For the theoretic prediction, we
compute the average downloading/uploading rated̄i and ūi

for each class of peers and substitute them into (11) and (13);
these values are tabulated in the ”Numerical” column of Table
I and II. For the simulation result (the ”Simulation” column
of the Tables), we record all peers’ actual downloading times
and share ratios to get the average downloading time and
fairness index of the system. Then we compare the theoretical
prediction with the simulation results to see how close is the
prediction onT andF under different values ofdi and ui.
From the tables, we observe that the percentage error is small
even under the dynamic setting. One can conclude that our
mathematical model can accurately predict the performance
of T andF for a BT-like file sharing system, based on the
class average downloading/uploading rates.

rate assignment T

d1 d2 u1 u2 Numerical Simulation % Err
1.91 5.39 3.43 1.81 32.1 33.9 5.4%
0.98 4.65 1.88 1.73 53.1 52.9 1.7%
2.64 3.48 3.78 1.89 32.4 35.1 8.3%

TABLE I
COMPARING NUMERICAL & SIMULATION RESULTS FOR AVERAGE

DOWNLOADING TIME T

B. Simulation 2: Trade-off between average downloading
time T and fairness measureF

As we discussed, there is a fundamental trade-off between
performance and fairness for a BT-like file sharing system.
We illustrate this trade-off via simulation. For the system

rate assignment F
d1 d2 u1 u2 Numerical Simulation % Err

1.91 5.39 3.43 1.81 0.62 0.63 1.4%
0.98 4.65 1.88 1.73 0.63 0.58 7.5%
2.64 3.48 3.78 1.89 0.81 0.77 4.6%

TABLE II
COMPARING NUMERICAL & SIMULATION RESULTS FOR FAIRNESS INDEX

F

parameter, we use the same settings as in Sim. 1. In this
simulation, we test many different strategies under the capacity
constraint as in Sim. 1:D1 = 5, D2 = 6, U1 = 4, U2 = 2 and
pick out three strategies that yielded the highest performance,
highest fairness and max-min downloading rate respectively.
These three strategies and their performance are summarized
in the following table: One can compare the performance and

d1 d2 u1 u2 T F
1.95 5.51 3.72 1.61 30.5 0.53
3.36 3.37 3.78 1.90 36.3 0.83
3.70 1.88 3.62 1.84 42.6 0.98

TABLE III
FUNDAMENTAL TRADE -OFF BETWEENT AND F

fairness trade-off from Table III with the numerical results
shown in Fig. 2 (Note since the simulation used a chunk
number of 100, the average downloading time in the table
is equivalent to 100 times the value shown in Fig. 2). The
table shows that when a strategy achieves better performance
(i.e., low value ofT ), its fairness index is also low. In other
words, good performance is obtained at the cost of fairness.
For strategy that achieves high fairness index, the performance
on average file downloading time is also high. This is the
important trade-off that designers need to keep in mind. Note
that, in our analytical derivation, we assume all peers can
saturate their uplink capacity. From the results in Sim. 1 and
2, this assumption is validated since real downloading rates
are quite close to the uplink capacity of both types of peers,
although there is still a small gap (e.g. between the realized
uploading rates and the actual capacities). We have carried
more simulation and we observe that if one divides the file
into more chunks, it improves the result since the achieved
uploading rates are even closer to the uplink capacities.

C. Simulation 3: Performance at the Nash Equilibrium

3.1: In this simulation, we want to verify the claimed property
of the selective uploading policy. In particular, when the
system reaches the Nash Equilibrium, peers will form cliques
(based on Theorem 2) and at the equilibrium, the average
downloading rate of a peer is given by Eq. (29). The question
is that in a dynamic system (i.e., with stochastic arrivals and
departures), whether this relationship still holds. We carry
out a simulation wherein peers use the “tit-for-tat” policyin
the BT-like file sharing system. In the simulation, we set the
number of selective uploading neighbors asns = 6. We also
use two non-discriminative uploading (na = 2) neighbors
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to find a better peer to connect to. For each time unit of
the simulation, there areλ = 4 new peers joining the file
sharing system. Each of these peers will have its own uplink
capacity Di, uniformly distributed between(0, 10]. Fig. 3
depicts the relationship between the average uploading rates
and the downloading rates of different peers in the system. The
solid line is the prediction based on Eq. (29) withns = 6 and
na = 2, while the dots are the results from the simulation. One
can conclude that under the “tit-for-tat” policy, the relationship
of di andui given by Eq. (29) is correct even for a dynamic
arrival/departure system.
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Fig. 4. Downloading Rate vs Uploading Rate by Measurement

3.2: We also carry out network measurements in the Internet
to verify the claimed equilibrium. In particular, we use a BT
client (version 4.1.6.) to download the file via a public torrent
from a vantage point of a single peer using different uploading
rate limits. We vary the uploading rate and record the corre-
sponding downloading rates. The relationship is plotted inFig.
4. The dots are the measurement results from the Internet. The
solid line is the linear regression from all points. OfficialBT
client version 4.1.6 setsns = 3 and na = 1 but ns may be
higher when the uploading rate is higher. One can observe
that indeeddi ≈ αui holds andα is greater than3/4. This
measurement study illustrates that the current BT-protocol is
actually trying to achieve a high level of fairness (hence strong
incentive for peers to contribute).

D. Simulation 4: Performance Under Various Design Knob
Settings

As we have shown, the number of selective and non-
discriminative uploadingns and na can be considered as
the design knob for BT-like protocol designer to achieve
various degree of fairness and performance requirements. In
this Simulation, we examine the effect of the design knob
under different network settings. We carry out simulation to
see the performance of adynamicBT-like file sharing system.
The simulation setup is similar to Exp. 3.1 but we keep
ns+ns = 7. We vary the number of non-discriminative upload
na from 1 to its maximum value. We also consider several
cases where the upload capacityU is uniformly distributed in
the following range: (a)(0, 5], (b) (0, 10], (c) (0, 15].
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Fig. 5 illustrates the average downloading timeT for these
different settings. The larger the capacity range is, the better
performance the system achieves. The reason is that peers have
better uplink resource to contribute to the system. Note that
the average downloading time will improve when largerna

are used. It means that as the system shifts from the primarily
selective uploading strategy to the non-discriminative upload-
ing strategy, the lower the average system downloading time
becomes. This observation confirms our theoretic result that
the max-min allocation strategy can perform better than the
most fair strategy (assuming peers do not loose incentive to
contribute).
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From Fig. 6, one finds that whenna = 1 the fairness
metric is quite low. But our theoretic result states that the“tit-
for-tat” policy can ensure high degree of fairness. So what
is the justification of this phenomenon? From the viewpoint
of implementation, one can justify this outcome. In this
simulation, peers only have the local information and they do
not connect toall other peers in the system. So a peer does not
know which neighbor can provide better uploading service. In
this case, the non-discriminative uploading is helpful so as to
explore the potential good neighbors. In fact, periodically, if
thena connection has a better downloading bandwidth than the
worst of thens connections, this ”selective” connection will be
dropped, and the best of thena connections will be switched
to the ”selective” class and the peer randomly selects a new
peer as a non-discriminative neighbor. Whenna is 1, it means
that the peer can only use one and only one non-discriminative
connection to discover other peers with high uploading rate. In
this simulation, the average number of peers in the system is
around 100. So only one non-discriminative connection is not
sufficient for peers to find a “good neighbor”. From the figure,
we know that whenna = 2, F improves dramatically, which
means that two to three non-discriminative connections are
sufficient to discover good neighbors in this network. From
this perspective, we can understand why the fairness metric
gets worse whenna is too small. When we increasena, it
means the system is more biased toward non-discriminative
uploading, so the fairness metric will decrease (as predicted
by our mathematical model). Lastly, note that using the same
na, the system that has the largest capacity range is the worst
in terms of fairness. So fat peers are actually contributingmore
to the system than those thin peers.

VI. Related Work

There are numerous measurement studies on the perfor-
mance and behavior of actual BT system. In [14]–[16], the
characteristics of BitTorrent system and users such as down-
load performance, availability, integrity, flash crowd effect and
the session features are presented by actual BitTorrent traffic.
In [17], fluctuation of peer’s performance in small torrents
is reported and an inter-torrent collaboration is proposedto
provide extra incentives for leechers. In [18], the existing
peer selection and piece selection algorithms of BitTorrent,
namely,chokingand local rarest first are evaluated. In [19]
great variability of downloading time by using BT system is
reported. The authors claim that instead of network bandwidth,
“close neighbor set”(i.e., those peers in a stable data-exchange
relationship) is the major contributing factor for the variability
in file downloading time. In [10], experimental investigation
shows the clustering effect of similar-bandwidth peers.

There are number of analytical studies on the BT protocol’
performance. In [20], a coarse-grain Markovian model is pre-
sented and authors study the service capacity of the BT-likefile
sharing system. In [21], a fluid model is proposed to overcome
the computation problem in [20]. The Nash equilibrium as
the outcome of the “tit-for-tat” policy is also discussed and
the clustering effect is proved. But the relationship between
fairness and performance and its design choice are not studied.

In [22], [23], a detailed Markovian models are proposed to
investigate the scalability and effectiveness of a file swarming
P2P system . The service availability when file popularity
changes is analyzed in [17]. In [24] a model of BT systems
with heterogeneous peers is studied. In [25], [26], authors
present the analytical modeling of BT-like streaming systems.

Service differentiation in a P2P network (though not BT-like
file sharing system) are also widely studied. In [13], a game
theoretic approach is proposed to provide incentive and service
differentiation in P2P networks. In [27], an incentive mecha-
nism is discussed to allocate bandwidth resource ’fairly’ in a
P2P system by three different service differentiation policies.
In [28], the steady-state performance of multi-class BitTorrent-
like systems with service differentiation is analyzed. In [29] a
auction framework is presented to study the resource sharing
in P2P networks. In [30], [31], different incentive mechanisms
are proposed to overcome the free riding problem.

Previous work only address either the performance or the
fairness (incentive) issues. In [32], a strategic BitTorrent client
is proposed to improve the performance of the peers that con-
tribute more to the system, meanwhile achieve better fairness
degree. This work is from system design and implementation
perspective. To our knowledge, we are the first to propose a
mathematical framework to investigate the fundamental trade-
off between performance and fairness in a BT-like file sharing
system, as well as how to realize a BT-like protocol in different
point of the design space.

VII. Conclusion

In this paper, through a complete characterization of the
different rate assignment strategies, we show the fundamen-
tal trade-off between performance and fairness for BT-like
protocols. We show that the current BT-protocol is only one
particular point in the whole design space. We use the fairness
index as a measure of the amount of received service when
one contributes, and fairness is crucial for BT-like file sharing
protocols. We show the rate assignments that optimize (a)
average downloading time, or (2) perfect fairness, or (c) max-
min allocation. To realize these different possible trade-offs
in the design space, we propose a simple design knob which
can be implemented in a distributed manner. We quantify the
performance merits, both in average downloading time and
fairness, as we vary the design knob. Lastly, performance
evaluation and network measurement are carried out to validate
our model and quantify the merits and properties of these BT-
like protocols.

APPENDIX A
Proof of Theorem 1

From Eq. (24), we know that, under the max-min allocation,
those peers which have not saturated their downloading capac-
ities (i.e., type-1,. . . , type-k), they have the same downloading
rate. Let us denote this downloading rate asw where:

w =
p1U1 + p2U2 + . . . + pkUk

1− (pk+1
Uk+1

Dk+1
+ . . . + pn

Un

Dn
)
.



12

First, we prove the relationship of the performance in average
downloading time:

Tmm − Topt

=

(

k
∑

i=1

pi

w
+

n
∑

i=k+1

pi

Di

)

−

(

1

U1

+

n
∑

i=2

pi

Di

U1 − Ui

U1

)

=
k
∑

i=1

pi

w
−

1

U1

(

1−
n
∑

i=k+1

pi
Ui

Di

)

−
k
∑

i=2

pi

Di

(

1−
Ui

U1

)

=

k
∑

i=2

pi

w
+

p1

w
−

∑k
i=1

piUi

w · U1

−
k
∑

i=2

pi

Di

(

1−
Ui

U1

)

=
k
∑

i=2

pi

w
−

k
∑

i=2

piUi

w · U1

−
k
∑

i=2

pi

Di

(

1−
Ui

U1

)

=

k
∑

i=2

pi

(

1−
Ui

U1

)(

1

w
−

1

Di

)

Since fori = 2, . . . , k, Ui < U1 andDi > w, we haveTmm−
Topt > 0.While
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2

(1−
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Ui
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)
−
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pi

w
+

n
∑
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pi

(

1

Ui
−

1
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)

= −

∑k
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pi
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piUi

n
∑

i=k+1
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(

1−
Ui

Di

)

+
n
∑
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pi

Ui

(

1−
Ui

Di

)

=

n
∑
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pi

(

1−
Ui

Di

)

(

1

Ui
−

∑k
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pjUj

)

>

n
∑

i=k+1

pi

(

1−
Ui

Di

)(

1

Ui
−

1

Uk

)

Since fori = k + 1, . . . , n, Ui < Di andUi < Uk, we know
Tmm > Topt. In summary, we haveTfair > Tmm > Topt.

Now let us consider the relationship of fairness:

Fmm −Fopt =
1

∑k
i=1

pi(
Ui

w )2 +
∑n

i=k+1
pi(

Ui

Di
)2

−
1

p1(
1−
∑

n

i=2
piUi/Di

p1
)2 +

∑n
i=2

pi(
Ui

Di
)2

.

Since
[

k
∑
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(

Ui

w

)2

+

n
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pi

(

Ui

Di

)2
]

−



p1

(
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Ui

Di
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)2

+

n
∑

i=2

pi

(

Ui

Di
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



=

(
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w
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pi

Ui

Di

p1

)(

p1

U1

w
− p1

1−
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i=2
pi

Ui

Di

p1

)

+

k
∑

i=2

(

Ui

w
+

Ui

Di

)(

pi
Ui

w
− pi

Ui

Di

)

<

(

U1

w
+

1−
∑n

i=2
pi

Ui

Di

p1

)(

p1

U1

w
− p1

1−
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pi

Ui

Di

p1

)

+

k
∑

i=2

(

U1

w
+

1−
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pi

Ui
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p1
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(

pi
Ui

w
− pi

Ui
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= 0,

thus, we haveFmm > Fopt.

Under the max-min strategy, fori, j ∈ {1, . . . , k} andi 6= j,
ci = Ui

w 6= cj , so we haveFmm < 1 = Ffair. In summary,
we haveFfair > Fmm > Fopt.
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