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Abstract—The BitTorrent (BT) file sharing protocol is very
popular due to its scalability property and the built-in inc entive
mechanism to reduce free-riding. However, in designing sucP2P
file sharing protocols, there is a fundamental trade-off betveen
keeping fairness and providing good performance. In particlar,
the system can either keep peers (especially those resouide
ones) in the system for as long as possible so as to help theteys
to achieve better performance, or allow more resourceful pers
to finish their download as quickly as possible so as to achiev
fairness. The current BT protocol represents only one posble
implementation in this whole design space. The objective dhis
paper is to characterize the design space of BT-like protods. The
rationale for considering fairness in the P2P file sharing cotext
is to use it as a measure of willingness to provide service. We
show that there is a wide range of design choices, ranging fro
optimizing the performance of file download time, to optimiang
the overall fairness measure. More importantly, we show tha
there is a simple and easily implementable design knob so tha
the system can operate at a particular point in the design spze.
We also discuss different algorithms, ranging from centralzed to
distributed, in realizing the design knob. Performance evhiations
are carried out, both via simulation and network measuremet,
to quantify the merits and properties of the BT-like file sharing
protocols.

Index Terms—BitTorrent, File Sharing Protocol, Performance,
Fairness, Incentive Mechanism.

I. Introduction

In the past few years, a class of peer-to-peer (P2P) cont
distribution protocols, typified by a P2P file sharing apgtion

called BitTorrent (BT) [1], has been receiving a lot of atten
tion in the computer networking research community. Unlike

the conventional client/server style of content distiidtin
which performance usually degrades as the number of clie
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maximize its ability to serve others hence also the sertice i
will receive. By coupling the service each peer can receive t
its contribution to others peers, the BT protocol succdlysfu
makes each peer play the role of a server and a client at the
same time. Therefore, as the number of peers increases, the
service capacity of the whole system increases accordingly

Although the performance of BT-like systems scales well
with the peer population, such kind of protocols may face
the throughput-fairness dilemma which can be explained as
follows. Peers that participate in a BT file sharing process
are likely heterogeneous, i.e., they have different upload
ing/downloading capacities. fat (or resourceful) node which
connects to the Internet via the latest broadband accelss tec
nology, typically has a high uploading capacity. On the othe
hand, athin (or less resourceful) node is one that has a lower
uploading capacity. Therefore, the overall system thrpugh
of a BT-like file sharing protocol depends critically on how
long the resourceful peers are retained in the system so as to
sustain as large an aggregated system capacity as possible.

However, keeping the resourceful peers in the system longer
than necessary so as to serve others seems inherently. unfair
Note that the upload capacity is usually a parameter centrol
lable by a peer. If offering a high uploading rate leads to
receiving poorer service, a user’s rational choice wouldde
artificially lower its upload capacity. Intuitively, a usewould
logk for service differentiation proportional to the amoun
8Ptcontribution it provides to the network (in a BT system,
contribution refers to uploading). The more a protocol Gffe

such service differentiation, the more likely to succeed.

In this paper, we formally study this fundamental trade-off
ki defining two separate design objectives:

increases, the performance (i.e., file downloading time) of 1) Performancen a BT-like P2P file sharing system, the

BT-like file sharing systems may actually improve when the

number of participants increases. The main reason whi
makes BT scalable is credited to iteoperativemechanism.

It can be explained intuitively as follows. The original file
content is partitioned into many small pieces. Each peer carp)
get the content either from the server who holds the original

file, or from other peers holding those pieces it does n

already have. Each peer offers upload service to other peers
only to the extent the service is reciprocated. Also, each

basic performance metric is to minimize tlawerage
downloading time Naturally, this is compatible with
each peer’s desire because all peers want to finish the
file downloading process as soon as possible.

Fairness To make the system scalable, peers need to
contribute (via uploading to other peers) in order to
receive service. A well-designed protocol should encour-
age peers to contribute as much as possible: those peers
who contribute more should receive a better service (i.e.,
achieve a smaller average file downloading time) than
those who contribute less.
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peer tries to obtain the rarest piece in the system so as
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In this paper, we first formally define thgerformanceand
fairnessmetrics, and use these two measures to analyze dif-
ferent BT-like file sharing protocols with heterogeneousrpe



In particular, we address the following important question size of each chunk is very small), so it will cost little timar f

n empty peer to download one or more chunks. After that,
is peer can serve what it owns to other peers in the system.
Iln this way, in a short time after joining the system, a peer
all N . .

can provide its uploading service to the system.detlenote

lgcie actual uploading rate of peerThis uploading rate has to
satisfy the upload capacity constraint:

1) If a protocol optimizes performance, what would happe
to the overall fairness? t

2) If fairness is optimized, what happens to the over
system performance?

3) What degree of performance and fairness the current
file sharing protocol is achieving?

4) Can we characterize the different trade-offs between u; < Uj. 2
performance and fairness? . , . ; .

5) Isthere a distributed approach to implement the protod%LFhe same tlme_, pearcan achlev_e Its doyvnloadmg rat,
so as to realize different operating points in the trad&! ich has to satisfy the following inequality:
offs between performance and fairness? d; < D;. (3)

In this study, we assume that peers share each others’ upleagim the system’s perspective, the total downloading rates

capacity. Peers arrive randomly in joining the system, apfi peers must be equal to the total uploading rates, or
leave after completing the file download. For the generat cas

of multiple types of peers (i.e., each type of peer is defined Z di = Z Wi (4)
by its upload/download capacity), the complete spectrum of ieN ieN
performance versus fairness trade-offs is analyzed. Note that this model is similar as thuplink capacity sharing

The organization of this paper is as follows. In Section [fnodelstudied in [4], [5], in which the network is assumed
we present a mathematical model and define the performafgd to be the bottleneck, but the limit to the throughput is
measures which we will use to illustrate the whole desigh® UPlink capacities. In this paper we also make a similar
space. In Section Ill, we describe several rate assignm&APacity sharing assumption where we neglect the bottienec
strategies to achieve different forms of optimality, naynel©F topology inside the network, but assume the limit of the
(1) optimal downloading time, (2) optimal faimess, and (3jYStém are both uplink and downlink capacity.
max-min fairness. In Section IV, we present distributed Since there are = || peers in the system, any rate vectors
frameworR via uploading policy and show how this canu = [uj,us,...,u,] andd = [d1,ds, ..., d,] that satisfy the
achieve different operating points in the whole design epa@bove constraints of (2) to (4), are considered dgasible
In Section V, performance evaluation is carried out to gif\ant rate allocation strategyThen the performance of a P2P file
the merits of our proposed method. Related work is given g@iaring system can be evaluated based on the feasible rate

Section VI and finally, Section VII concludes. allocation strategy of the uplink capacity resource.
It is important to point out that the uplink capacity sharing
I1. Mathematical Model model involves an assumption of perfect scheduling. But in

. . . reality, it is possible that the content one peer has may eot b

A. A Basic Model of Uplink Sharing useful for other peers, so this peer cannot provide any dploa

Let us first describe a basic model of a BT-like file sharingervice to the others. If there are many peers in a file sharing
system. The system is designed to disseminate a specific $tem and the wanted file is divided into a large number of
among the set of peet¥ = {1,2,...,n}. Without loss of chunks, itis likely that each peer is able to obtain somertitt
generality, we assume the file size to be unity. A peerjsay content to serve other peers (i.e., by following taeest first
this file sharing session has its upload capacity denotdd asheuristic in BT).
and download capacit®;. In other words[J; is the maximum
uplogding rate a_noDZ- is the max?mum downloading rate th_atB_ A Dynamic Model of Multiple Classes of Peers
peeri can sustain. For the BT-like systems that we consider
in this paper, we make the followirgsymmetric up/down link  In our paper, we extend the basic model in the following
assumption: aspects:

U; < D, 1) « In [4], [5], all peers join the system simultaneously at

o the beginning and depart from the system together after
which is true for most of the recent Internet access technolo the last peer finishes its downloading process. In here, we

gies.anq this inequality has been verified by the measurement ;o dynamic arrival and departure of peers. Specifically,
studies in [2], [3]- peers arrive at the system with an average pat®©nce

To ease the dissemination, this file is divided intodistinct a peer is in the system, it performs the uploading and
chunks. The uploading utilization is highly depended on the downloading operations at the same time. Peers will
chunk scheduling efficiency of peers. In this paper we study remain in the system until they finish downloading the
the system under thperfect scheduling assumptiowhich entire file. Peers won't abort during the downloading
indicates that each peer always has some chunks useful so session. In this paper, we consider the system under
that it can upload these chunks to one or more other peers. server assumptigrwhich means that upon completion of
This assumption can be justified whéd is very large (the a file download, a peer will leave the system immediately



since there is no incentive for a peer to become a seederPerformance Measure

after downloading the file. This assumption is compatible For traditional network . h bb . d
to the existing measurement-based study of current BT or traditional NEWOrk SErvices such as web browsing an

protocol such that most of the peers leave the systemqﬂ]a"’ the seryice capacity is determined _b_y the dedic_:ated
a very short time after downloading the entire file [6]. server (assuming that the network has sufficient bandwidth)

« In the dynamic version of the model, the number s a result, when the number of requests increases, the

peers in the system varies with time. Therefore, inste ttlgneck s on the server S.ide anq the quality of sgrvice
of assumingn peers in the system, we assume th eteriorates rgp@ly._A BT-like f”? sharing SVSte”? Tes‘?'“*"s
there aren classes of peers in the system. For ea&{o_blem by distributing the service t9 every participatpegr,

new peer arrival, with probabilityp;, it is assumed which acts both as a resource provider and a consumer at the
to be of typei. Thus, the average arrival rate of thedMe tlme._Lef\fi(t) denot_e the ”“”.‘ber of typepeers in the
type< peers isAp;, with S p; = 1. For a typei system at tlme. The service capacity of the entire system to
peer, its upload (download) capacity i (D;). Due to upload the fileC(t), can be expressed as:

the previous asymmetric up/down link assumption, we ~

havelU; < D;, fori=1,...,n. Besides, we have the ct) = Z“i(t)Ni(t>' (6)
following downlink capacity ordering assumption that for =1

these different types of peers, they have the following rélere u;(t)N;(t) is the uploading capacity brought by type-
lationship in their downloading and uploading capacitiegeers. From Eq. (6), one can find that the service capacity is
also related to the number of different types of peers and the
distribution of peers’ uploading capacity.

Since a file sharing process usually takes a significant
this assumption is reasonable given most of current?moum of time, _Iet us consider the steady state beha_vidmaoft
deployed technologies. As we will show, based on thi stem. We define the average numper of ypeers in the
assumption, we can ch.aracterize the rela’tionship betweere}ady state a&;. One can use the Little’s result to relate the

) ’ . o . humber of type:peers (V;) and their average file downloading
different resource allocation policies in later sectiot. Atime T) as:
peers of the same type get the same uploadingugte Yo
and downloading ratel;(t) respectively at timet. For Ni = (pi\) - Ty = pid forie {1,...,n}. (7)
all type+ peers, according to the physical constraints d;
in Equations (2) and (3), we have;(t) < U; and Here,T; andd; are the average downloading time and down-
d;(t) < D;. Since typet peers has the highest uploadingoading rate for type-peer. Substituting Eq. (7) into (6) for
capacity, for simplicity of presentation, in the remaining = {1,...,n}, the steady state system service capaC€ity
of this paper we will refer to typé-peers asfat” peers, becomes:
and all the other types of peers ‘dBin” peers.

Ui >Us>...>U,; Di1>Dy>...>D,, (5)

C:pl)\%—i—...—i—pn)\%. (8)
Fig. 1 illustrates the dynamic model of the system when ! " )

n=2 and associated notations. Here we have two classesdbfth€ steady state, the system service capatighould be

peers: Typet (“fat”) peers with a higher upload capacity ancfqual tp the total arrival rata (since the size of thg file is

type-2 (“thin”) peers which have a lower upload capacity. normalized to one), and we get the following equation:

u u

1 n
— 4.t pp— =1 9
prgs et (9)
Arrival Rate] Let us definec; = u;/d;. Using the BT terminologyg; is
called “share ratid of type-i peers, and it represents the
Peers with high p, =1-p peers with low amount of uploading divided by the amount of downloading. A
bandwidE/ Kbandwidth share ratio of 1.0 means that a peer has uploaded as much data

as it has downloaded. A share ratio greater than 1 means that
a peer has uploaded more than it has downloaded. Naturally
a peer with a higher share ratio makes more contribution to

the system. Using the notation of, Eqg. (9) becomes:

pic1 + ...+ ppcp = 1; (10)

which means that for a steady and balanced system, the
average share ratio of all types of peers in the system should
be equal to 1.

Now, applying the Little’s result, the average system down-
loading timeT" for all peers can be expressed as:
Ni+...+N, pm Dn

Fig. 1. lllustration of the Dynamic Model with two types ofes.



The above two equations provide the feasible solution spatteis important to point out that from the properties of the
or operating points for the P2P file sharing algorithm, ad wetairness Index, we know that whepn= ... = ¢,,, F reaches

as the resultant performance in terms of the average dovits-maximum value. In other words, when all peers have the
loading timeT'. The feasible solution space is characterized same share ratio, the system reaches its maximum fairness
terms of the uploading and downloading rates of the differemeasure.

types of peers, namelyu;, dii = 1,...n}. So far we have defined two metrics for the P2P uplink

So far, we have derived the expression for a particular metgharing problem, performance according to the average dela
of interest, namely, average system downloading fime the 7T and the fairness measusg, and both expressed in terms
following, let us focus on the other system measure of istereof the feasible upload and download rate assignments vector
namely, fairness. [u1,...,u,] and[dy,...,d,]. The different solutions to the
P2P uplink sharing problem, hence the design of the P2P file
sharing algorithm, can thus be understood based on the merit
of these rate assignments.

The issue ofairnesshas long been studied in the network-
ing community. For example, in [7], [8], one can find various
expressions to quantify the fairness among competingiestit
In here, we will discuss the fairness issue in the context of |n this section, we present several rate assignment sieateg

BT-like P2P file sharing. Note that share ratio is generally realize different operating points in the design spacthef
considered as a good indicator to measure the contributiongT-like file sharing protocol.

the P2P system relative to the obtained service. Sharesratio

are more important for BitTorrent protocol than other peer-

peer file sharing systems, because some BT systems reqéirdJploading Rate
peers to maintain a minimum share ratio. Due to the physical
meaning of share ratio, a well-designed system should tryéR
make all its peers maintain the same share ratio.

D. Fairness Measure

[1l. Rate Assignment Strategies

Since peers are heterogeneous and autonomous, they can
oose different uploading and downloading rates, it isamp

tant for us to seek the fundamental understanding of thegorop

To quantify the fairness of a system according to the peefgte assignment af; andd; in the whole design space of BT-

share ratios, we have the following Fairness Index: like protocols so that desirable trade-off can be achieved.
Fl ) = (i @i)? (12) First, let us investigate the uplink rate assignment for all
brotm) n(d i x?)’ peers. BitTorrent protocol is generally considered vefgaef

tive in file content distribution. Both experimental resul®]
and measurement results [10] indicate that BitTorrentqper
near-optimally in terms of uplink bandwidth utilizationo T
o F is independent of scalelf we have z, = a - x; achieve good performance, we have
fori = 1,...,n anda > 0, then F(xy,...,z,) = _
F(x4,...,2.). In other words, scaling the allocated up=U;  fori=1,....n, (14)
resource will not affect the measusé
« F is continuouslIf we change any; fori € {1,...,n},

F will be changed continuously. ) ) )
. Fis independent of population sizkt can be applied to L€t us now derive the feasible settingsibfvhen the system
any number of peers, as long as> 1. want.s t.o (@) minimize the average download_mg tifmeor (b)
« Fis aboundedunction between 0 and 1. This facilitateg@ximize the fairness measuf, or (c) achieve the rhax-
us to precisely measure the degree of faimess. The gredf¥f allocation of the downloading rate.
value F is, the more fair the assignment 8. equals to
1’.'f and only it == Tn This indicates the perfect B. Rate Assignment for the Optimal Downloading Time
fairness of the assignment because all measured elements
are the same. First, we investigate the condition to achieve the optimal
average system downloading tirfie To minimize the average
X tem downloading tim&’ defined by Eq. (11), one needs to
olve the following constrained optimization problem:

This index measures how equal the assignnent. . ., z,,) is.
This fairness measure has the following attractive praogert

which implies that due to the efficiency of BT protocol, the
upload capacity of typeé-peers is always saturated.

The above properties ofF are useful for us to quantify
the fairness of share ratios among all peers. Assume tR
the system reaches the steady state, all togeitiepeers S

have finished downloading, anel; is the number of type- min TP N Pn
peers which finished downloading. Therefof§; = p; - K. dy dn

Substituter; = ¢; and use Eq. (10), we have: st pld_l T er”d_ _1, (15)
2 2 1 n
Fo_ (chlJ;...JrKncn) :(p1012+...+pncn) 0<d; <D i—1...n
K- (Kici+ ...+ Kpc2) P1CT + ...+ D2
1 The first equality constraint is the steady state conditioery

= (13)

p1c: + .. ppc2’ by Eq. (9). The other inequality constraints are due to its



physical capacity:D; and U; keep the relationship assumedne can use Eq. (13) to express the fairness medé;,g,gaas:
in Section Il )
1- Ui/ D;
p1( Z‘;p / )+sz( )

i n UL'
L{d, A, v) Z + Z)‘ )+v <2piz - 1) - C. Rate Assignment for Optimal Fairness

To find the optimal solutions fod;, we can use the method £,
of Lagrangian multiplier. Define

(19)

opt =

Now let us consider the strategy to achieve the optimal
rness. From the properties of Fairness Index, we knoty tha
the condition forF to be 1 is:

The Karush-Kuhn-Tucker (KKT) conditions [11] for the abovc? i
optimization are: a

b =0
d; _ — —
O<d < D, i=1,m A==t =7
p1d BRI 2 Lo =1 where~ is a positive real number. Due to the steady state
A >0, i=1,. . condition of (10), we have:
Solving this optimization problem, one can determine the yp1+...+pa) = L

proper choice of uploading and downloading rates as: Sincepy + ...+ p, = 1, we gety = 1, indicatingd; = u; for

U . . ) .
Type-1 peet dy = p1Ua , all typei. This implies that if we want to achieve a perfect

1= pid fairness ofF = 1, the system needs to ensure that each type
' (16) of peers can only receive as much resource as they contribute
Type-i peer: di=D;, i=2,....n We can solve the above optimization problem using a sim-

ilar technique as described before. Solving this optinzrat
The rate assignment strategy to achieve the optimal downlo@roblem, we obtain:

ing time by (16) gives us the following insights: .
) ) Type-ipeer: d;=u;=U;, i=1,...,n. (20)
e Sinced; = D, for i = 2,...,n, in order to achieve op- _ _ _
timal average downloading time, the system will provid&éhe rate assignment strategy given in Eq. (20) means that to
the “thin” (other than typet) peers as much uploadingachieve the maximum fairness, the system needs to set the

resource as possible so that these peers can fully utiigewnloading rate of each peer to its uploading rate. One can
their downlink capacity. From the inequalij; < D; Observe that this service differentiation policy is faichase:

fori =2,...,n, one can observe that the “thin” peers | 1. - p, therefore no peer will saturate its downlink

get more than they contribute to the system. When capacity.

up = U1 > dy, one can observe that although the | The share ratio is 1 for all peers, therefore a “fat” peer can
fat” (type-1) peers have better access technology to the  yownload faster than a “thin” peer since the “fat’ peer

Internet than the “thin” peers, they can only download  contributes more. So peers have incentive to contribute
the file at the rate which ikess thartheir uploading rate. more to the P2P network.

Under this rate assignment strategy, the “fat” peers are .
actually helping the “thin” peers and this is the reason In summary, one can use Eq. (11) to derive the average
why the system can achieve the optimal performance @pwnloading time for this policy as:
file downloading time. _ Dn Pn
« Consider the service differentiation of uploading reseurc Traim = et (21)

U1 Un’
for both “fat” and “thin” peers, we have: and one can use Eq. (13) to derive the fairness metric:
P1

di —d; = —= o V1D 17) air = L 22
1- Z] 2Pip; D 1 (22)

From the above equatlon one c%n find that when trbe. Rate Assignment for Max-min Allocation
parameters satisfy, Z- + Y7, pjp; < 1, we have
dy < d;, which means that the “thin” peers recelvetter  So far, we explored the conditions to achieve the optimal file
service than those “fat” peers eventhough “fat” peers agdwnloading time and optimal fairness. Another possipikit
contributing more to the system (i.€; > U;)! This to consider a rate assignment strategy which can achieve the
indicates the potentiainfairnessor thecostof achieving max-minallocation index. Let us first state the definition of

the optimal file downloading time. max-min allocation [12].
For this policy, one can use Eq. (11) to express the achieVeefinition 1. Consider a sefP C R". A vector¥ is a max-
average file downloading timFopt, which is: min allocation on the seP if and only if
T 1 +) pi Ui —U; (18) (VgEeP)Fs€{l,....n}) ys > x5 =
KA D U, (Fte{l,....n}) y <z < z5. (23)



In other words, any feasible increase of one component in the time because under that strategy, the “fat” peers may have
max-min allocation, say;, will inevitably result in decreasing worse performance than the “thin” peers.
another component,;, which is no larger tham; to start with. « Type-l peers contribute more than the peers of tpge-

The max-min allocation can be constructed using a water- YP&*, butthey received service at the same downloading
filing algorithm [13], increasing the downloading rates of  fate. Although all peers receive the same service, the “fat
all types of peersiy, do, ...,d, simultaneously from zero. (or resourceful) peers may feel unfair about the outcome
SinceD; > Dy > ... > D, it is possible that during this compared to the strategy which achieves optimal fairness.
waterfilling procedure, some types of peers may saturate theor the max-min fairness policy, one can use Eq. (11) to obtai
downloading capacity (i.ed; = D;). Then we do notincreasethe average downloading time as:
the downloading rates of these saturated peers any more. We

k n

use the following pseudo code to describe the strategy: _ Di Pi

Trnm - Z E + Z Ea (25)
Pseudo Code of Waterfilling =1 =kl

wherew is defined by
1. &t =...=d, =0 k
2. S—{1,2,...,n} w — 23‘1:1ij§' .
3. repea{ 1— Z;’L:k+1 pjg—j.
4. foriinsS Also we use Eq. (13) to obtain the fairness index as:
[* ¢ is waterfilling rate*/

5. if dit 9> Dif Fom = = - (26)
7. S « S \{i}
N }else{ hhdits) E. Performance and Fairness Comparison
10. } until (plg—ll +.. .png—: <1) We have calculated the performance and fairness measures
11. k — max{ili € S} of three different rate assignment strategies for BT-like fi

sharing systems. Their relationships are summarized in the

following theorem:
We increase the downloading rate of every type of PeeRaorem 1:

at each rate until some peers achieve the download capacﬁywe have:

In terms of the average system downloading time

Since Dy > Dy > ... > D,, therefore by using the T T T, .
waterfilling algorithm above, we can firdsuch that, for type- opt = “mm = -~ fair:
(k+1), ..., typen peers, due to their lower downloadingn terms of the generalized fairness index, we have:

capacities, the download link of these peers are saturated
(.e.d; = D;,i € {k+1,...,n}). But for the other types
of peers (from type- to type+), they achieve the same

fopt <fmm <ffair-

downloadmg rate. Thl_Js, |fc guarantee_s that thg downloadlﬂgoof: Proof is given in the Appendix. -
rate assignment solution is a max-min allocation. Formall _ _
the resulting downloading rate assignment will be: emark: The above theorem revealsfandamental .tussle.
the more the system differentiates the peers accordinggio th
Z;‘:lpjuj , contributions, the higher the fairness index can be acHieve
d = (x> , .ﬁ)’ i=1....k, (24) but at a cost of worse performance in downloading a file.
’ s=w+1 P/ D; ' This is important for protocol designers to know since we
D; i =kt need to realize this trade-off and make the appropriatesibeci

_ according to the objective of the application.
From the above rate assignment strategy,

one can have ths? . . .
L illustr Theorem 1, | nsider a numerical ex-
following insights: o illustrate Theore , let us consider a numerical e

ample. We consider a BT-like file sharing system with two

« The system allocates tydé-+ 1) to typen peers their types of peers and parameters are set as the following:
maximal downloading rate. Thus for these peers, this = 0.4,ps = 0.6,D1 = 8, Dy = 6,U; = 4,Us = 2.
strategy is similar to the rate assignment which provid&oth types of peers saturate the uploading capacity which
the optimal downloading time. The difference is for typemeansu; = Uj,us = Us, but the downloading rates are
1 to type+ peers, they share the same downloading ratdjustable. Fig. 2 illustrates the design space for alliliéas
GivenU; > ...> U, andD; > ... > D,, by this max- downloading rate assignment strategies. In this figureythe
min allocation, if a type- peer provides more uploadingaxis represents the fairness measurenfémind x-axis is the
than typej, this types peer will receive the downloading average system downloading tinfe Given a feasible rate
service which is no less than that of typepeer. In assignment strategy, we can always calculate the perfarenan
terms of fairness, this strategy is at least better than thed fairness measures which correspond to a point on the
strategy of achieving the optimal average downloadiraurve in this figure. From this figure, one can observe that



the optimal performance strategy gives the smallest agerag implemented in the BitTorrent protocol, but mostly as a
downloading time, but the lowest fairness index. Obviotiiséy way to discover neighbors which can provide the best
optimal fairness strategy is the best in terms of fairness, b  downloading rates to the local peer. This is referred to as
its performance is much worse. The max-min strategy gives a the optimistic-unchokingpolicy in the BT protocol.

trade-off in between the former two strategies. . . :
9 We make the following assumptions about how a peer assign

its rates, once neighbors are selected:

. | 1) Each peer uses its full upload capacity to help other
Max Min Strateg . . .
ool "~ ] peers. This ensures that we only consider those solutions
Optimal Fairness that are Pareto efficient. Implicitly, we are assuming that
3 osl Strategy | the achieved fairness level gives sufficient incentive for
- all peers to contribute.
g 07 2) Each peer divides its uploading capacity equally among
g its neighbors. This simplifies the implementation and the
0.6} < Optimal Performance anaIySIS'
Stategy Both assumptions are based on how the BT-like protocol is
05 : : : implemented in practice. In the following, we explore some
0.25 0.3 0.35 0.4 0.45

Average Downloading Time important properties of these two uploading policies. Ineot
words, we analyze the achieved downloading rates and the
Fig. 2. lllustrating the design space in a system with tweetypf peers  resulting performance and fairness trade-off for each.case

A. Selective Uploadi
IV. A Family of Distributed Algorithms Selective Uploading

So far, we present the rate assignment strategies to achiev%e‘core deriving the achieved average downloading rate, we

different trade-offs in performance and faimess. Notet thgeed to first address whether an equilibrium can be reached
: when the selective uploading policy is used by all peers. In

these rate assignment strategies require the knowledge . . . .
- g q g other words, if each peer has all the information, will alepe

maximum uploading and downloading capacitigs,and D, lect certain peers as their neighbors to upload and make no
of all peers, and assume all peers work together in an urh;elf?% P . 9 P
change for their choice?

manner to achieve a particular trade-off. In real life, gesne
autonomous and it is difficult to have global information of Assume that in a simple, fully connected BT-like file sharing
U; and D;. Therefore, we are interested in those distributegystem, all peers are in the s€t= {1,2,,...,n}. Every peer
algorithms which are based on peers’ local objectives, andit€ N has uploading rate; > 0 (or 0 < u; < U;). To finish

study how well these algorithms achieve the desired systethe downloading process as quickly as possible, peers want t
wide performance measures. get the maximal downloading raig. So theutility function

ar peeri is f;(d;) = d;, whered; € [0, D;]. According to

Inspired by BitTorrent system and its variants, we descrit%he “litfor-tat” policy, a peer only serves those peersmiro
a couple of generic distributed algorithms for a peer togmssi~ . . . e . .
P 9 9 P s hich it receives the highest, downloading rates, and this

its uploading and downloading rates to and from its neigiabo\fy . . ) .
- namely: ‘selective uploadirigand “non-discriminative up- peer wil p_rowde upload service to each of th@gepeers W'th
loading’. By combining these two strategies in different ratios?" uploading rate ofi; /ns. Let.A; denote peer's uploading

we are able to analyze a family of distributed algorithms. set (i.e., noc_jes I are those nodes t_hat peewill provide
upload service). This setup can be viewed as a game, where

Assume that a peer can potentially connect to any of ”ﬂ)%erz‘ needs to findA4; which can provide peei the best
othern — 1 peers in the system. Each peer selects a subse,gfefit (i.e., maximum downloading ratg). For simplicity
other peers as neighbors to provide uploading service t thgnq without loss of generality, we sort peers according éir th
as well as obtain downloading service from them. The W@bloading rateu; in a non-increasing order, so peehas the
neighbor selection policies are: highest uploading rate while peerhas the lowest uploading

« Selective uploadinga peer will provide uploading serviceate. Based on this ordered list, we define”~ | groups of
to n, neighboring peers, and these neighboring peers &@ers as follows:
the topn, peers based on their uploading rates to this

particular peer. Note that this policy is implemented in Go = {L,2,....ns+1},
the current BitTorrent protocol to encourage each peer G = {ns+2,ns+3,...,2(ns + 1)},
to provide as much uploading as possible. This is also Go = {2ns+1)+1,...,3(ns+1},....

known as thetit-for-tat’ policy in the BT protocol.

« Non-discriminative uploadinga peer will provide up- whereg, is the group of peers with thig” highest uploading
loading service tar, neighboring peerdndependentdf capacity. The following theorem states that peers will form
their uploading rates to this particular peer. This is alsdiques in the equilibrium.



Theorem 2: Using selective uploading, the selected servingere, @ is the average uploading rate for all peers in the
sets (of all peers) reach an equilibriumi; = Gy \ {i¢}, for system. If the downlink capacities for all peers are large
eachi € G, and this is a Nash Equilibrium. enough, i.e., no peer reaches its maximal downloading rate

Proof: If any peeri € G;. decides to upload to a pegre Gy (v_vhiqh _is o_ften the case in practice), then by using th_e non-
wherek’ < k, peerj will not upload to peef because all other dlscnmmatlve_ uploagllng, all peers_get teamedownloading

n, peers in grou, have larger or equal uploading rates thaffit€- In practice, this can be achieved by a peemstantly
the peeri. On the other hand, if peémprovides upload to peer changing its UD|06}dlng set, sd; is non-stationary, but the

j € Gi wherek’ > k, we have the following cases: (a) Wherfiverage downloading rateis stationary.

peeri has the same uploading rate as peers Gy \ {j}, Again, if all peers maximize their uploading rates, i.e.,
peerj has no reason to change its uploading set by providimg = U; for all 7+ € A/, this implies that the non-discriminative
service to peeti. (b) When peeri has an uploading rate of uploading policy actually achieves the max-min fairneds cr
u; Which is greater than at least one peerGin \ {j}, peer terion. The above claim is justified because thisjactlythe

j will provide upload service to peer But the downloading rate assignment as indicated by Eq. (24) whes n.

_rate d, of peer: will not in_crease. So peeﬁr cannot increaseé  Erom Theorem 1, we know that when the system provides
its utility fi(d;) by uploading to peers in other groups. B 1o max-min faimess in the downloading rates, it has a bette
Corollary 1: Whenu; < uz < ... < uy,, Which implies that performance than system which provides optimal fairness (i
uploading rates of all peers € N are unique, the Nash T,,,, < Trairness). But this achieved performance is at the

equilibrium of the game is unique. cost of losing some fairness. Note that a side-effect of tire n
Proof: When «; is unique, the grouping o, is unique. discriminative uploading is that it makdse-riding possible.
According to Theorem 2, one can easily see the uniqueness

of the Nash Equilibrium. | C. Design Knobs
In this Nash Equilibrium, the average downloading rate of ) )
peeri € Gy, is: To explore the whole design space of the BT-like protocol,
. we consider the following design knobs:
di = 'R Z - (27) « uploading rate of a peer (i.eu,);
7€ \{i} « number of uploading peers based on the selective upload-

A special case to consider is that if for all € G, the ing policy (i.e.,n,), and

difference of their uploading rates is very small (i.e. ytiadi o number of uploading peers based on the non-

have similar uploading rates), then based on Eq. (27), one ca discriminative uploading policy (i.en.).

claim that the average downloading rate is: As a matter of fact, one can express the average downloading

d; =~ u;. (28) rate of peer, wherei € \ as:

The analysis above shows that if all peers use the ‘“tit-for- d; = Iis u; + fa g (29)

tat” policy as their peer selection algorithm, eventualte t Ms + Na Ms + Na

system will reach the Nash equilibrium, and if we maximiz# is easy to check that when, = 0, this becomes the selective

the uploading rates of all peers, i.e;,= U, for all i € A, this uploading policy. Whenn, = 0, this becomes the non-

ensures the optimal fairness ind@x= 1. The justification of discriminative uploading policy. One can view thatis used

the above claim is that this isxactlythe rate assignment asto “tune” the degree of fairness; while, is used to “tune”

specified in Eq. (20). Note that in [10], measurement bas#te degree of performance. By adjusting the combinations

study shows the similar “grouping effect” that peers wit®f wi, ns andn,, the system can satisfy various degree of

higher uploading rates tend to serve each other more. ARgrformance and fairness requirements.

this is reflected by the above theorem and corollary. It is interesting to note that the current BitTorrent pratbc

is one particular implementation in the whole design space.

In particular, the BitTorrent protocol has both the “tit-fiat”

policy and the “optimistic-unchoking” policy, some BitTent
When the non-discriminative uploading is used, a peer wifhplementations specify.; = 4 andn, = 1. So one can

“randomly choosen, > 1 peers to provide upload serviceconclude that, the BitTorrent protocol puts more emphasis o

and each of these peers will receive an uploading rate tb€ fairness (or incentive) measure.

u;/ne. Since there are peers in the system, the probability

that peerj is chosen by peeris n,/(n—1). If peeri doesn't

saturate its downlink capacity, the average total dowrifgad

B. Non-discriminative Uploading

V. Performance Evaluation

rate for peeri is: In this section, we quantify the merits and validate the

w N S U claimed properties of BT-like file sharing protocols based

d; = Z 2, fa o ZUEN D (for largen), on both simulation evaluation and network measurements. In
jenvgy e T 1 " particular, both simulation and network measurement (afre

= . life BitTorrent file downloading sessions) are used to extdu



the performance of the different rate assignment strategse — Iatfl;s?gzr?e?t o7 Numerical] Smj:ulatuon| T ET ]
well as the family of distributed algorithms in a dynamicr=51 1535 1343 To1 062 063 T 4%
system (i.e., peers arrive randomly and leave after the file 098 | 4.65 | 1.88 | 1.73 0.63 0.58 7.5%
download immediately). We develop a discrete event simulat|| 2.64 | 3.48 | 3.78 | 1.89 0.81 0.77 4.6%
to simulate the performance of BT-like file sharing systems. TABLE Il
COMPARING NUMERICAL & SIMULATION RESULTS FOR FAIRNESS INDEX
f

A. Simulation 1: Verification

In the first simulation, we show that our mathematical model

presented in Section Il can capture the behavior of BT-like

P2P file sharing system. We simulate the BT-like systeRrameter, we use the same settings as in Sim. 1. In this
with heterogeneous (two types of) peers. We divide the fislmulation, we test many different strategies under theciap

into 100 chunks, and it takes one unit of time to transf&enstraintasin Sim. 1Dy =5, D2 = 6, Uy = 4, U, = 2 and
a chunk between two peers. Note that in the model, we i k out three strategies that yielded the highest perfamea

not consider the chunk selection but in the simulation, tHighest faimess and max-min downloading rate respegtivel

data transfer takes place at the chunk level and we use {HiSe three strategies and their performance are summarize
rarest-first chunk selection algorithm in BT. In our simigat N the following table: One can compare the performance and

peers arrive according to a Poisson process with an average T T & T o T T T 1 F
arrival rate\ = 1.5. Once the peer joins the system, the peer 105 6551 3.72 ] 1.61| 305 053
is fully connected with all other peers. Peers will leave the 336 | 3.37 [ 378 1.90 | 36.3 [ 0.83
system immediately after they collect all 100 chunks from 3.70| 1.88 ] 3.62 | 1.84 | 42.6 | 0.98
their neighbors. A new peer has probability @fl to be a TABLE Il

“fat" peer and06 tO be a “thin" peel’ FOf fat peeI'S, we have FUNDAMENTAL TRADE-OFF BETWEENT AND F

D, = 8, U; = 4, while for thin peers, we havd, = 6
and U, = 2. These system parameters are the same as in the
example we have illustrated in Fig. 2. We use different randofairness trade-off from Table Il with the numerical result
seeds to start the simulation. For the theoretic predictiomn shown in Fig. 2 (Note since the simulation used a chunk
compute the average downloading/uploading r&teand z; number of 100, the average downloading time in the table
for each class of peers and substitute them into (11) and (18) equivalent to 100 times the value shown in Fig. 2). The
these values are tabulated in the "Numerical” column of &ablable shows that when a strategy achieves better perfoenanc
| and Il. For the simulation result (the "Simulation” column(i.e., low value ofT’), its fairness index is also low. In other
of the Tables), we record all peers’ actual downloading $imavords, good performance is obtained at the cost of fairness.
and share ratios to get the average downloading time amar strategy that achieves high fairness index, the pedona
fairness index of the system. Then we compare the theoketioa average file downloading time is also high. This is the
prediction with the simulation results to see how close & thmportant trade-off that designers need to keep in mindeNot
prediction onT and F under different values ofl; andu,;. that, in our analytical derivation, we assume all peers can
From the tables, we observe that the percentage error ig snsaturate their uplink capacity. From the results in Sim. d an
even under the dynamic setting. One can conclude that @urthis assumption is validated since real downloadingsrate
mathematical model can accurately predict the performar@i quite close to the uplink capacity of both types of peers,
of T and F for a BT-like file sharing system, based on thelthough there is still a small gap (e.g. between the redlize
class average downloading/uploading rates. uploading rates and the actual capacities). We have carried
more simulation and we observe that if one divides the file

. fatz assignment NGarcal s.ﬂmat.on S into more chunks, it improves the result since the achieved
[ [ d2 [ w [ w | | [ % ErT | uploading rates are even closer to the uplink capacities.
191 539 3.43 | 1.81 32.1 33.9 5.4%
098 | 465| 1.88 | 1.73 53.1 52.9 7%
0, . . crer s
264]348]3.78 | 189 24 $.1 8.3% C. Simulation 3: Performance at the Nash Equilibrium
TABLE |

3.1:In this simulation, we want to verify the claimed property
of the selective uploading policy. In particular, when the
system reaches the Nash Equilibrium, peers will form clique
(based on Theorem 2) and at the equilibrium, the average
downloading rate of a peer is given by Eq. (29). The question
is that in a dynamic system (i.e., with stochastic arrivald a
departures), whether this relationship still holds. Wenrcar
out a simulation wherein peers use the “tit-for-tat” policy

As we discussed, there is a fundamental trade-off betwettve BT-like file sharing system. In the simulation, we set the
performance and fairness for a BT-like file sharing systemumber of selective uploading neighborsras= 6. We also
We illustrate this trade-off via simulation. For the systernse two non-discriminative uploading:{ = 2) neighbors

COMPARING NUMERICAL & SIMULATION RESULTS FOR AVERAGE
DOWNLOADING TIME T’

B. Simulation 2: Trade-off between average downloading
time T and fairness measureF
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to find a better peer to connect to. For each time unit &f. Simulation 4: Performance Under Various Design Knob
the simulation, there ara = 4 new peers joining the file Settings

sharing system. Each of these peers will have its own uplink )

capacity D;, uniformly distributed betweer(0,10]. Fig. 3  AS we have shown, the number of selective and non-
depicts the relationship between the average uploadireg rafiScriminative uploading:; and n, can be considered as
and the downloading rates of different peers in the systéra. Te design knob for BT-like protocol designer to achieve
solid line is the prediction based on Eq. (29) with= 6 and Various degree of falrnesg and performance requiremenmts. I
n, = 2, while the dots are the results from the simulation. Orfis Simulation, we examine the effect of the design knob
can conclude that under the “tit-for-tat” policy, the résaship under different network settings. We carry out simulation t

of d; andw; given by Eq. (29) is correct even for a dynami$€®€ the performance ofdynamicBT-like file sharing system.
arrival/departure system. The simulation setup is similar to Exp. 3.1 but we keep

ns+ns = 7. We vary the number of non-discriminative upload

ng from 1 to its maximum value. We also consider several
8 cases where the upload capadifyis uniformly distributed in
the following range: (a)0, 5], (b) (0, 10], (c) (0, 15].

~

Q 6
&
o 5t . 55* : : : ‘ ‘
T4 o 501 1
3 £
g 3t = a5t 1
<) 2 | ——U(0,5] .
Q2 g 40 ——U(0,10]
1 é 35 —0—U(0,15]
o 8 30" 1
0 2 4 6 8 10 o
Uploading Rate ® 25( ]
E 207 1
Fig. 3. Downloading Rate vs Uploading Rate by Simulation 15,

Fig. 5. Average file downloading tim& vs. n,

@ a0t *
g 1
2
T 30
o
> 0.95,
£ w
}'é 201 2
= 3 0.9f
s =
8 10t § g ——U(0,5]
c 0.85F ——U(0,10]
3 ——U(0,15]
0
0 10 20 30 40 0.8%
Uploading Rate (kb/s)
0.75 :
) ) ) 1 2 3 4 5 6
Fig. 4. Downloading Rate vs Uploading Rate by Measurement n

. Fi?. 6. Fairness measutg vs. nq
3.2: We also carry out network measurements in the Interne

to verify the claimed equilibrium. In particular, we use a BT

client (version 4.1.6.) to download the file via a public &t Fig. 5 illustrates the average downloading tiffidor these
from a vantage point of a single peer using different uplogdi different settings. The larger the capacity range is, thtebe
rate limits. We vary the uploading rate and record the corrperformance the system achieves. The reason is that pers ha
sponding downloading rates. The relationship is plottellign better uplink resource to contribute to the system. Noté¢ tha
4. The dots are the measurement results from the Internet. The average downloading time will improve when larger
solid line is the linear regression from all points. OfficBI' are used. It means that as the system shifts from the primaril
client version 4.1.6 sets;, = 3 andn, = 1 but n;, may be selective uploading strategy to the non-discriminativioag-
higher when the uploading rate is higher. One can obselwng strategy, the lower the average system downloading time
that indeedd; ~ au; holds and« is greater thar8/4. This becomes. This observation confirms our theoretic resutt tha
measurement study illustrates that the current BT-prdtisco the max-min allocation strategy can perform better than the
actually trying to achieve a high level of fairness (hencersy most fair strategy (assuming peers do not loose incentive to
incentive for peers to contribute). contribute).
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From Fig. 6, one finds that when, = 1 the fairness In [22], [23], a detailed Markovian models are proposed to
metric is quite low. But our theoretic result states that‘tite  investigate the scalability and effectiveness of a file smag
for-tat” policy can ensure high degree of fairness. So whB2P system . The service availability when file popularity
is the justification of this phenomenon? From the viewpoimhanges is analyzed in [17]. In [24] a model of BT systems
of implementation, one can justify this outcome. In thisvith heterogeneous peers is studied. In [25], [26], authors
simulation, peers only have the local information and they gresent the analytical modeling of BT-like streaming syste

not connect tall other peers in the system. So a peer does notgeyice differentiation in a P2P network (though not BElik
know which neighbor can provide better uploading servioe. §jjo sharing system) are also widely studied. In [13], a game
this case, the non-discriminative uploading is helpful SA@  theoretic approach is proposed to provide incentive andeser
explore the potential good neighbors. In fact, periodicafl  gjtferentiation in P2P networks. In [27], an incentive maeh
then, connection has a better downloading bandwidth than thg;, is discussed to allocate bandwidth resource fairyai
worst of then, connections, this "selective” connection will bep,p system by three different service differentiation qies.
dropped, and the best of the, connections will be switched |, 12g], the steady-state performance of multi-class Bitdot-

to the "selective” class and the peer randomly selects a ngg systems with service differentiation is analyzed. 20][a
peer as a non-discriminative neighbor. Whenis 1, it means 4ction framework is presented to study the resource sharin
that the peer can only use one and only one non-discrimmatiy pop networks. In [30], [31], different incentive mectsmi

connection to discover other peers with high uploading flate 5.¢ proposed to overcome the free riding problem.
this simulation, the average number of peers in the system is

around 100. So only one non-discriminative connection is ng FY€vious work only address either the performance or the
sufficient for peers to find a “good neighbor”. From the ﬁgur(f:urness (incentive) issues. In [32], a strategic BitTotrdient

we know that whem,, — 2, F improves dramatically, which IS proposed to improve the performance of the peers that con-

means that two to three non-discriminative connections atlr@ute m_l(_)kr]? to thlf _Snytem’ meanV\éhlle_ aCh'e(;/e beltter faﬂn_e
sufficient to discover good neighbors in this network. Frofi€9ree. This work is from system design and implementation

this perspective, we can understand why the fairness mef? rspectlv_e. To our knowInge, we are the first to propose a
gets worse whem, is too small. When we increase,, it mathematical framework to mvestlgate_the fund_ame_ntdlet{a_
means the system is more biased toward non-discriminatR/fé between performance and_fawness Ina BT-like f|le .S@”n
uploading, so the fairness metric will decrease (as predictsystem’ as well as how to realize a BT-like protocol in dfer

by our mathematical model). Lastly, note that using the sarR@Nt of the design space.

ng, the system that has the largest capacity range is the worst

in terms of fairness. So fat peers are actually contributioge VII. Conclusion

to the system than those thin peers. In this paper, through a complete characterization of the

different rate assignment strategies, we show the fundamen
VI. Related Work tal trade-off between performance and fairness for BT-like

There are numerous measurement studies on the perfjRtocols. We show that the current BT-protocol is only one
mance and behavior of actual BT system. In [14]-[16], thHearticular point in the whole design space. We use the fagne
characteristics of BitTorrent system and users such as doWiflex as a measure of the amount of received service when
load performance, availability, integrity, flash crowdesffand ©ne contributes, and fairness is crucial for BT-like file g
the session features are presented by actual BitTorrefittra Protocols. We show the rate assignments that optimize (a)
In [17], fluctuation of peer's performance in small torrentdverage downloading time, or (2) perfect fairness, or (c}-ma
is reported and an inter-torrent collaboration is propoted Min allocation. To realize these different possible traffe-
provide extra incentives for leechers. In [18], the exigtinin the design space, we propose a simple design knob which
peer selection and piece selection algorithms of BitTdfref¢@n be implemented in a distributed manner. We quantify the
namely, chokingand local rarest firstare evaluated. In [19] Performance merits, both in average downloading time and
great variability of downloading time by using BT system iéairness, as we vary the design knob. Lastly, performance
reported. The authors claim that instead of network banﬂiwidevaluation and network measurement are carried out toatalid
“close neighbor setfi.e., those peers in a stable data—exchan?}é‘r model and quantify the merits and properties of these BT-
relationship) is the major contributing factor for the \aduility ~ llke protocols.
in file downloading time. In [10], experimental investigati
shows the clustering effect of similar-bandwidth peers. APPENDIX A

There are number of analytical studies on the BT protocol Proof of Theorem 1
performance. In [20], a coarse-grain Markovian model is pre grom £q. (24), we know that, under the max-min allocation,
sented and authors study the service capacity of the BTHEe 56 peers which have not saturated their downloadingeeapa
sharing system. In [21], a fluid model is proposed to overcomfig.g (i.e., typet,..., typek), they have the same downloading

the computation problem in [20]. The Nash equilibrium ag;te | et us denote this downloading ratewasvhere:
the outcome of the “tit-for-tat” policy is also discusseddan
p1Ur +p2Us + ...+ pr Ui

the clustering effect is proved. But the relationship betwe

) ; ) . . = Uy :
fairness and performance and its design choice are noestudi L= (Prt1 Dﬁ:l +...+ png—:)




First, we prove the relationship of the performance in ayera
downloading time:
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Since fori=k+1,...,n, U; < D; andU; < U, we know
Tim > Tope. In summary, we hav@'sqir > T > Topt.

Now let us consider the relationship of fairness:
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thus, we haver,,,, > Fopt.

Under the max-min strategy, forj € {1,...,k} andi # j,
¢i = %+ ¢, so we haveF,,,, < 1 = Fyqp. In sSummary,

(2]

(3]

(4]

(5]

(6]

(7]

(8]

we haveFrqir > Frm > Fopt. [ |
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