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Abstract—Recently, there has been a growing interest of using nodes4 and2 can perform dpportunistic overhearirigwhen

network coding to improve the performance of wireless netwiks,
for example, authors of [1] proposed the practical wireless
network coding system called COPE, which demonstrated the
throughput gain achieved by network coding. However, COPE
has two fundamental limitations: (a) the coding opportunity is
crucially dependent on the established routes; (b) the codg
structure in COPE is limited within a two-hop region only. The
aim of this paper is to overcome these limitations. In partic-
lar, we propose DCAR, the Distributed Coding-Aware Routing
mechanism which enables (1) the discovery for available phs
between a given source and destination, and (2) the deteatidor
potential network coding opportunities over much wider netvork
region. On interesting result is that DCAR has the capabiliy
to discover high throughput paths with coding opportunities
while conventional wireless network routing protocols fai to do
so. In addition, DCAR can detect coding opportunities on the
entire path, thus eliminating the “two-hop” coding limitat ion in
COPE. We also propose a novel routing metric called Coding-
aware Routing Metric (CRM) which facilitates the performance
comparison between “coding-possible” and “coding-imposble”
paths. We implement the DCAR system in ns-2 and carry
out extensive evaluation. We show that, when comparing to
the coding mechanism in [1], DCAR can achieve much higher
throughput gain.

Keywords: network coding, wireless networks, routing.

|. Introduction

In the past few years, network coding is becoming an emerg-
ing communication paradigm that can provide performance
improvement in throughput and energy efficiency. Network
coding was originally proposed for wired networks, and the

1 (3) transmitsP; (P) to nodeC, node4 (2) can overhear
the transmission. When node forwards the packets, it only
needs to broadcast one pack@®, @ P»), to both4 and 2.
Since4 and 2 have already overheard the necessary packets,
they can carry out the decoding by performiRg® (P & P2)

or P, & (P, & P) respectively, thereby obtaining the intended
packet. In this case, it is easy to see that there is a reductio
in bandwidth consumption because nadecan use network
coding to reduce one transmission.

P,

PP,

(b) Coding scenario without op-
portunistic overhearing.

(a) Coding scenario with oppor-
tunistic overhearing.

(c) Hybrid scenario.

throughput gain was illustrated by the well-known examgle o

“butterfly” network [7]. Recently, there is a growing intste

Fig. 1. Basic coding scenarios in COPE [1].

to apply network coding onto wireless networks since the
broadcast nature of wireless channel makes network codindt is interesting to point out that network coding can also

particularly advantageous in terms of bandwidth efficiezuog
enables opportunistic encoding and decoding.

be used when there is no opportunistic overhearing, and this
scenario is illustrated in Figure 1(b). In this case, thereeu

In [1], the authors proposed COPE, the first practical natode1 (2) needs to send a packé& (/) to its destination
work coding system for multi-hop wireless networks. Figire node2 (1). Since each source is also a destination node, it has
shows the basic scenarios of how COPE works. In Figure 1(#)e necessary packets for decoding upon receiving the edcod

there are five wireless nodes. Suppose nbdeants to send

packet P, & P,. Again, instead of four transmissions when

a packetP; to node2 and this packet needs to be relayed bgetwork coding is not used, one only needs three transmissio

nodeC’; and node3 wants to send another packet to node

and thereby reducing the bandwidth consumption. Last but

4 wherein node”' also needs to relay this packet. The dashewt least, Figure 1(c) shows leybrid form of coding which

arrows1 --» 4 and 3 --» 2 indicate that4,2 are within the

combines the former two cases, namely, some packets for

transmission ranges df, 3 respectively. Under this scenario,decoding are obtained via opportunistic overhearing while



other packets are obtained by the fact that the node is tlke both the opportunistic overhearing and decoding can be
source of that packet. Under this scenario, instead of riegui several hops away from the coding node (i.e., the node that
eight packet transmissions, networking coding can redutce i encodes packets). If these generalized coding oppomsrtién
five transmissions: four for transmitting a packet to nd@de be detected, we can further enhance the bandwidth efficiency
and one for nod&€” to encode four packets and to transmiand throughput.
the encoded packet.

In essence, COPE takes advantage of the “broadcast natt
of the wireless channel to perforropportunistic overhearirg
and “encoded broadcastso that the number of necessary

transmissions can be reduced. However, COPE has two fi Flow Fi—p

damental limitations which we illustrate as follows. Let us

elaborate on these further. Flow F, >
The first limitation is that whether network coding is PO

possible (or we called thecbding opportunity) is crucially P, A

dependent on traffic pattern. In other words, network coding
is possible only when there exists certain “coding Stru€turrig. 3. Example: the generalized coding scheme.

that is similar to the ones shown in Figure 1. In COPE,

network coding functions as a separate layer from the MAC

and network layers. If one uses the shortest-path routing,The above limitations raise some challenging and intergsti

or some recently proposed ETX-like routing [2], [3], theyuestions, for example, is it possible to incorporate abersi-
potential coding opportunity may be significantly reduc@al. tion on potential coding opportunities into the route stter?
illustrate, consider the example in Figure 2 where there a@an a routing scheme examines beyond two hops to discover
two flows to be routed. Without consideration on potentiahore coding opportunities? How to evaluate and compare the
coding opportunities, the disjoint paths shown in Figura)2(performance of a coding-possible path (we refer to a “coding
may very likely be chosen. On the other hand, if we use gbssible path” as a path where certain encoding and decoding
coding-awarerouting decision as shown in Figure 2(b), nod@odes exist) and a coding-impossible path? To answer these
3 has the opportunity to perform network coding. In thiguestions, we revisit the system design of practical nekwor
example, coding-aware routing will result in a higher endtoding system, and propose a novel wireless routing system:
to-end throughput for both flows if we assume a two-hopistributed Coding-Aware RoutinddCAR). The contributions
interference model, i.e., the interference range is abmiget of our work are:

the transmission range under the 802.11. « We propose a distributed routing mechanism that can

concurrently discover the available paths and potential
coding opportunities.

« We formally define the generalizetbding conditions
in which the practical network coding can occur. These
conditions help us to design algorithms which an look

(a) Routing without coding consider-(b) Routing with coding considera- beyond two hops and detect more coding opportunities.
ation. tion at nodes. « We propose a unified framework, which we called the
Fig. 2.  Example: effect of routing decision on the potentiiding “coding-aware routing metrl’g(CRM), to evaluat(? the

opportunity. performance of a path, may it be a coding-possible path

or coding-impossible path.
« We implement the DCAR routing system in ns-2 and
carry out extensive evaluation showing the performance
gain over COPE and conventional routing.

The second limitation of COPE is thatlitnits the entire
coding structure within @wo-hop region To illustrate, con-
sider the example as depicted in Figure 1(a). COPE assumes
that the transmitters for opportunistic overhearing (irede The outline of our paper is as follows. In Section I, we
1,3) are the one-hop predecessors of nd@deand that the describe the “Coding+Routing Discovery” which combiness th
intended receivers (i.e., node2) are the one-hop successorsletection processes of available paths and potential godin
of node C. These assumptions may unnecessarily eliminabgportunities. This new discovery mechanism removes the
coding opportunities in a wireless network with flows thattwo-hop” limitation of COPE, and makes it possible to per-
traverse longer than two hops. To illustrate, consider tlierm coding-aware route selection. In Section I, we folina
scenario in Figure 3 where two flowls— 2 — 3 — 4 and introduce the coding-aware routing metric, which quartifie
5 — 3 — 6 — 7 intersect at nodgd. Node 3 can encode the potential benefit of “coding-possible” paths, and facil
packets from these two flows and broadcast the encodates the comparison between “coding-possible” and “apdin
packets to both nodéand6. Although node cannot perform impossible” paths. The overall system design of DCAR is
the necessary opportunistic overhearing for decodingaiit cpresented in Section IV. Simulation results are presented i
forward the encoded packet to nodenhere the opportunistic Section V Related work is given in Section VI and finally,
overhearing and decoding can take place. The important patenclusion is given in Section VII.



Il. The “Coding+Routing” Discovery Definition 1: Coding conditions for two flows, sdy and F,

It is important to point out that the limitations of COPEWhICh intersect at node, are:
in particular the “coding-oblivious” route selection andet 1) There existsl; € D(c, F1), such thatd; € N(s2),s2 €
“two-hop” coding scenario, are mainly due to treeparatiori Ule, Fy), or dy € Ulc, Fy).
between its coding discovery process and the routing disyov  2) There existsls € D(c, F), such thatds € N(s1),s1 €
process. In COPE, each node initiates some active or passive U(c, F1), or d2 € U(c, F).
detection for coding opportunities based on #mablished Lemma 1: Assuming perfect channel condition and schedul-
route therefore, routes in Figure 2(a) may be chosen instetnd (e.g., no packet loss or collision), the above condgiare
of the routes with coding opportunity in Figure 2(b). Orthe necessary and sufficient conditions for any proper apdin
the other hand, because the coding detection is made oahd decoding to occur.
based on local information, the coding structure is indlhjta Proof: To ensure that the destinations of both flows get
limited within a region with short hops from the codingheir respective “native” packets, there must exist some
node. This observation leads us to a combine solution @dwnstream nodes (i.el; € D(c, Fy) anddy € D(c, F3))
“coding+routing” to overcome the above discussed limitasi. which can extract the “native” packets included in the
encoded one. For example, in Figure 3, we hawe D (3, )

A. Assumptions such th_at4 € N(5) an_d4 € U(3,F,). Without loss c_)f
] ) _ ~generality, let us consided;. It must have P, before it

We first state the un(_jerlylng assumptions we use in thisceives the encodeB, @ P», and there are only two ways
paper. We refer to acoding nodé as a node which encodesso 4, to obtain P,: either by the fact thatl; can overhear
packets, e.g., node" in Figure 1 or node3 in Figure 3. A he transmission ofP, by some node inU(c, Fy) (i.e.,
“coding structure” is a collection of nodes and flows inchgli ; N(s2),s0 € Ule,F»)), or by the fact thatd; itself
the necessary transmitters for opportunistic overheating 55 transmitted?, (i.e., d; € U(c, F»)). Without thesed;
coding node, the intended receivers which decode packignnot extractP, out of the encoded packet. This proves
and the necessary relaying nodes connecting the flows. thg necessity of the coding conditions. On the other hand,
structures shown in Figure 1 and Figure 3 are all examples fsyming perfect channel condition and scheduling, either
coding structures. We consider coding structures as thie b%ay can letd, receivesP, before it receives the encoded
building blocks for general networks which use the networ,_lfacket, therefore, this proves the sufficiency of the coding
coding paradigm. conditions. B

Throughout this paper, we focus on the inter-flow coding
fashion similar to the ones used in COPE [1]. The philosopityemark: Note that we assume perfect channel condition
is to make sure every encoded packet must be decodedayy scheduling in the above coding conditions. In practice
the intended receiver, as opposed to proposals for ran@tmizome opportunistic overhearing may basuccessfuleither
and intra-flow coding [13]-{15]. By far the inter-flow codinggye to channel fading or due to packet collision at the link
in COPE is the most practical and realizable applicatiqgyer. To cope with such effect in practice, we only select
for network coding. In the rest of this paper, unless W@ose neighboring nodes which have a high probability of
state otherwise, we consider a stationary multi-hop Vm'eoverhearing (say greater tharg) in the coding judgement.

network. The details will be presented in the following sections. For
more than two intersecting flows, the common node in these
B. General Coding Conditions intersecting flows needs to check that the above conditions

hold forany twoof the intersecting flows in order to determine

we need to first state theecessarnand sufficientconditions erl?r:her I ca? encod]:a t;?]ackett)s of the;e flows :I,: toge‘ghe{.h t
in which network coding can occur. To formally define this € importance of the above coding conditions 1S tha

concept, we introduce the following notations. Letdenote each node can *individually” and “d|.str|but|vely” detend .
a node, and letV(a) denote the set of one-hop neighbor hether it can plqy the ro_le of a coding node or not when it
of nodea. Let F be a flow and we usex € F to denote o> the foIIowmg mforr_nahon.

that nodea is along the flowF. Let U(a, F) denote the set 1) Thepathinformation U(c, F) and D(c, FY) for any flow

In order to discover paths with potential coding opportynit

of all upstream nodesf nodea in flow F, and letD(a, F) I relayed by node. _
denote the set of allownstream nodesf nodea in flow 2) Thewho-can-overhear informationV (a) for each node
F. For example, in Figure 3, we havé(3, 1) = {1,2}, a € Uc, F), for any flow I relayed by node.

U(3,Fy) = {5}, D(3,F)) = {4} and D(3, F») = {6,7}. In the following subsection, we present a distributed athor
Generally, when two flowsF; and F, intersect at a node, t0 gather the above information and to concurrently realize
say nodec, packets of these two flows can be encoded féding and routing discovery.

transmission at node if and only if the coding conditions

are met. The definition of coding conditions is specified &S. Distributed “Coding+Routing” Discovery

follows: Let us now describe how to discover the available path(s)
lIn the remaining of this paper, unless we state otherwise rafer to for a ne_W flow initiated into th? erelgss network, and at the
“paths” and “flows” interchangeably. same time, detect the potential coding opportunities of the



paths. The detection for coding opportunity is based on tkiee existing flows relayed by itself. Given these informatio
conditions described in Section II-B. Note that when we detenodec can check whether the new flow can be encoded with
a path with coding opportunity (and we call this tbeding- some existing flow(s) using the coding conditions stated in
possible path we do not impose the requirement that the ne®ection 1I-B. If there is coding opportunity, nodemarks its
flow has to take this path as its routing outcome, instead, ek as “coding-possible” in th&RREP.
have another module which will evaluate the benefit of each
path and to make the final path selection. In Section I, wetep 5. When the RREP(s) return to the source node,
will present this in full detail. a routing decision is made based on the potential coding

For each node in a wireless network, it maintains a listopportunities and the benefit of each available paths (which
of all its one-hop neighbors (i.ely (a)) and thepacket loss we will present in Section Ill), and the source node begins to
probabilities of all its outgoinglinks. These information can send data packets on the selected path.
be collected by periodically sending probing messages as in ] . )
[2], or by estimating the loss probability based on pre\,iyJUSStep 6. When th_e first data packet reaches an intermediate
transmitted traffic. We us®(a,b) to denote the packet lossN0de, say node, it stores the “who-can-overhear” and “path”
probability on the linka — b whereb € N (a). information for th_e selec_ted path, while discarding other

When a new flow arrives to the wireless network, the souré@mporally stored information.
node of this new flow activates theding+routing discovery !N summary, the key differences from conventional DSR
processwhich has the following steps: path discovery include:

« RREQ contains one-hop neighbors and link qualities.

This is to inform intermediate nodes the overhearing
information along the path.
Each node temporally stores RREQs during the discovery
phase. This is to facilitate the matching with RREPs
received later.

Step 1. The source nodes initiates the route discovery
by broadcasting th&®oute Request (RREQ) message. The
RREQ contains the following information: .

« One-hop neighbors of the source nodevhich have high
overhearing probabilities, i.€{ala € N(s), P(s,a) >

threshold}. The threshold value can be predefined by the «
network designers or operators. We believe a threshold

Each node maintains overhearing and path information
for all flows passing it. This piece of information is

value greater than 0.7 will be sufficient. Unless we used to decide whether a new flow can be encoded with
state otherwise, in our ns-2 implementation, we set the existing ones.
threshold to 0.8.

« The path that it has traversed, as any source routing dol:e)s.
Step 2.Upon receiving aRREQ, an intermediate node, say We use the simple wireless network in Figure 3 to illustrate
nodec, first checks whether thRREQ has already traversedhow the “coding+routing” discovery works. Suppose the flow
through itself. If so, node: discards theRREQ to prevent 1 — 2 — 3 — 4 (i.e. flow F}) is an existing flow, and Figure
loop; otherwise node performs the following: 4(a) shows the information for the existing flo stored at

. Tempora”y Storing the RREQ, which contains the node3. Now we wants to find a path for the new flaw— 7,

“who-can-overhear” information for the new path. Irfthe discovery process goes as follows:
other words, node stores the list of overhearing nodes
that can perform “opportunistic overhearing” when the
upstream nodes transmit.

« Updating the “who-can-overhear” information. Nodec
appends its high quality neighbors into tRREQ, such
that the list gradually enlarge when tfRREQ travels
through the network.

o Re-broadcasting the updat®&REQ to discover remain-
ing path to the destination node.

An lllustrative Example

Tenporal |y stored
RREQ

Fl ow F;

Path: 3<«—=25<«— -7
Who can overhear: 4

Path: 1<+—2<«—+3<«—4
Who can overhear: 7

(a) Information stored at nodefor (b) Information contained in the
the existing flow. temporally storedRREQ at node3.

Fig. 4. An example of the data structures maintained at tliéngonode.

Step 3. When aRREQ reaches the destination node, the
destination replies with th®oute Reply (RREP) message
using the reverse path back to the source node.RREP is

a unicast message that contains the “path” information.

1) Node5 initiates the discovery by sendif@REQ, and
adds its high quality neighbofk 4 into the RREQ.

When node3 receives theRREQ, it temporally stores
the “who-can-overhear” information (i.e. node 4 can
overhear the transmission of the upstream nodes) and
the “upper” path. The data structure is shown in Figure
4(b): the “upper” path i$ — 3 and the overhearing node

is 4. Node 3 then updates the overhearing information
(i.e. adding nod&, 6 into the list) before rebroadcasting
the RREQ.

2)

Step 4.Upon receiving aRREP, an intermediate node, say
nodec, compares the upstream path contained inRIREP
with the paths in its temporally store@REQs. If there is
a match, then it has obtained both thgath’ and “who-can-
overheat information for the new path. Each node also main-
tains the “path” and “who-can-overhear” information fot al



3) Suppose on&kREQ reaches nod& through the path formation for a newly found path. Because we use a “soft-
5 — 3 — 6 — 7, node7 replies withRREP, which state” [20] approach to handle such storage, they do not
contains the complete node list on the entire path. contribute to the constant overhead.

4) When node3 receives thisRREP, it matches the path
5 — 3 — 6 — 7 with its temporally storedcRREQ « Overhead for the extra length in thRREQ packet
information as shown in Figure 4(b), and discovers that this overhead corresponds to the number of overhearing

the new path can be encoded with the existing flow nodes of p_revious hops. Using the above notations, such
2 — 3 — 4, thus marking the link3 — 6 as “coding- overhead (in bytes) will not exceed

5) The RREP finally returns to the source node with o
information of potential coding opportunities. Note that these communication and storage overheads are

included in our ns-2 implementation. The tradeoff is of cwur
whether we can improve the system performance (e.g., in-
crease throughput or reduce bandwidth consumption) with
Before we proceed to the next section, let us quantify thieese overheads. We will answer this important question in
complexity and overheads of this distributed coding+mgiti Section V.
discovery process. In general, we exploit on the flooding of
RREQ messages to help intermediate nodes to collect the  Ill. Defining Coding-Aware Routing Metric
“who-can-overhedrinformation, and usdRREP messages to  In the previous section, we presented the distributed al-
inform the wireless nodes of thepath’ information. There- gorithm to discover both available paths as well as their
fore: potential coding opportunities. Another challenging dioes
« Overhead due to flooding ®®REQ: this overhead is as- is how to choose a good path among these available choices
sociated with any on-demand routing like DSR [16], [17Note that one should not always choose a path with coding
or AODV [18]. There have been several optimizationgpportunity because a coding-possible path may not provide
for reducing the flooding overhead [17]-[19], howevethe best possible performance: it may already be congested,
the reduction in flooding overhead comes with a coéf it may take too many hops to reach the destination and
of a reduced set of available paths. In DCAR, thereonsume more network resource. In other words, there may
is a clear tradeoff between the flooding overhead amist some “coding-impossible” paths with higher throughp
the amount of potential coding opportunities discovere@! lower delay. The essential issue in path selection is to
In particular, one can pre-define a constant messag@sign a goodouting metricwhich can be used to quantify the
overhead by setting a prop&fTL value for theRREQ.  merit betweertoding-possibl@ndcoding-impossibl@aths. In
the following, we first review some existing routing metrics
» Storage overhead at intermediate nodas required by and then present the proposed Coding-aware Routing Metric
the discovery process, each node (denotedipyeeds (CRM).
to store its one-hop neighbor$(a) and corresponding
packet loss probabilitie®(a,b) for all b € N(a). Each A. Brief Review of Current Routing Metrics
intermediate node a_Iong an gxisting flow also needs to re-Fqor wireless networks, there are basically two types of
member the “path” information and “who-can-overheargyting metrics proposed: thepology-basedmetrics and
information for this flow. Suppose each node’s ID 0Ofpaq-hasedmetrics. We briefly review some representative
packet loss probability takeisbytes of storage, l®DEG™  metrics and their associated algorithms here:
denote the maximum node degree of the wireless ne{) Hop-count based routingrthe minimum hop count rout-
work, and letN F* denote the maximum number of flowsing is probably the most often used topology-based routing
traversing a node, then the constant storage overheaddjgorithm due to its simplicity and ease of implementation.
bytes) at one node will not exceed However, in wireless networks, hop-count based routing can
% % _ % not guarantee to find a high-throughput path since it does
SXDEG +HAXNF[(TTL=1)x DEG"+TTL], (1) not take link interference, fading channel and traffic loaidb i
where TTL is the pre-defined time-to-live value inconsideration.
RREQ.
Let us provide some explanation to Equation (1): the?) ETX-based routingETX (Expected Transmission Count)
first component refers to the storage overhead for onf@uting [2] chooses the path with the minimal number of ex-
hop neighbors and corresponding packet loss probatiected successful transmissions. It is a topology-basethop
ities, while the second component refers to the storagigorithm and is most effective when there is significantqeac
overhead for existing flows. Sin@&T'L is an upper bound 0ss due to channel fading. Lét denote the path, lete L
on the path length, therefore the number of upper-stredlfinote a link on the path, and |&} denote the packet loss
nodes along a flow is at mo®tT'L — 1, and the number Probability on link!, then the routing metricVl grx (L) for
of overhearing nodes is at mo§fT'L — 1) x DEG*.  link [is computed as
It is important to note that each node also needs to 1
temporally store the “path” and “who-can-overhear” in- Mprx(l) = 1-R)

E. Overheads of Distributed Coding+Routing Discovery




which accounts for the expected number of transmissiona fonode does not know the actual throughput of on-going flows.
successful packet transmission. ETX for the patls simply For the second desirable property, we face another tedhnica

the sum of ETX for all of its links: challenge on how to compare the performance measure of
coding-possiblgaths versugoding-impossiblgaths. In the
Mprx(L) = ZMETX(Z) following, we show how to tackle these two technical issues.
leL

and the pathl* is selected when its measu prx (L*) is . Assumptions on Encoded Transmission
the minimum among all available paths. ETT [3] (Expected First, it is important for us to clarify our assumptions
Transmission Time) extends ETX by taking into account the ' P P

packet size and data rate on the link. We do not further discyy’ the encoded transmission. Using the coding conditions

: ; . We specified in Section II-B, a node can decide for each
this metric because we focus on single-rate networks.

IRU (Interference-aware Resource Usage) [4] further takgow’ which other flow(s) to encode with. The local coding

into account the number of interfering neighbors of each'"nrélanonsmp can be complicated. For example, flomay be

In a single-rate network, the performance metié; o (L) able to encode with flos2, while flow 2 can encode witls,
ge-ra : P TRU but flow 1, 3 cannot be encoded with each other. The question
of the pathL is computed as

is to choose which flows to encode, upon each channel access

Migu(L) = ZMETX(Z) x Ny, oppolrtunity. Ong qpproach is to .encod(.e as many packets as
el possible to maximize the bandwidth efficiency, however, the

problem of finding the maximum number of flows to encode

can be reduced to thdlaximum Clique Problenfil0], which

is NP-complete (we will present the detail in Section IlI-F)

Instead, we use aound-robin encoding scheme: whenever

a routing decision. To make a proper decision, the requir8gViNg an opportunity to transmit, the node randomly picks
information typically includes the “channel busy time” an@®"€ flow, and encode as many flows as possible with the
packet loss probability sensed by each node on the pa(,EHpsen packet. A_Ith_oughfmdlng the ma_lx_lmumﬂo_ws to encode
Despite of the increased accuracy in estimating the peﬂenﬁv'th a given flow is itself NP-complete, it is egtabhshe(_j 12
throughput, such approach may also bring substantial evmakh,that the number of flows that can enpode with one given flow
since nodes in the same interference region may stiffeeent is bounded by a small number (ranging franto 7), thus the

channel states, and the fact that links on the new path putatrllonal Otl)virhegd |%|r(113|gnn;:cant. ack doi
interfere with each other, i.eself-interference Additionally, ~ ONC€ the node has decided on the set of packets to encode, it

such approach usually requires nodes to be aware of H.%sto perform thencoded broadcasting he encoded packet

throughput of existing flows, and requires the wireless cald supposed to be broadcasted to multiple receivers, haweve

to report the “channel busy time” to higher protocol Iayeri'nce there is no ACK“ for broadcast paf:ket in_the 802.11
which may not be feasible in practice. standard, we use the “pseudo-broadcast” technique [1]—the

encoded packet is unicasted to one of the receivers whge thi
transmission can be overheard by other intended receiviees.
B. Desirable Properties of Coding-aware Routing Metric  chosen unicast receiver is responsible for sending ACK back
Let us first consider what routing metric is suitable for thtéo the coding node. In the round-robin coding scheme, we
coding-aware route selection. Suppose there are soméngxistandomly pick the unicast receiver among all the intended
flows in the wireless network, and we want to find a pathnes.
for a new flow. Some of the potential paths may have coding
opportunities while some may not. For proper path evalmatioD. Interpreting the “Network Coding” Benefit
we _impose the fqllowing two desirable properties onto the | o4 ;s jjiystrate the benefit of network coding To achieve
coding-aware routing metric: this, consider the following simple example so as to gain the
1) The metric should take into account the “free-ridejntuition: suppose a node has an on-going flow, and it finds out
benefit of thecoding-possiblepaths: if a new flow can that a new flow traversing through it has a coding opportunity
be encoded with some existing flows, it cereg-ride’  jth the on-going flow, then what is the potential benefit
on the bandwidth used by the existing flows. on this the coding-possible link? If the current bandwidth
2) The metric should bgeneralin quantifying the merits Consumption of the On_going flow at the nodeﬂﬁ, then
for both coding-possible paths and coding-impossib|g the best case, the node only needs to Bsébandwidth as
paths. In other WordS, the interpl’etation dfee-ride’ |0ng as the throughput on the new flow (denoted&y does
benefit for coding-possible paths shouldtiensferable not exceeds;, because all the new traffic can “free-ride” on
to the performance measure for coding-impossible pathigr be encoded with) the existing traffic. H, > Bj, then the
For the first desirable property, a coding-aware routing-matode needs to consuni® bandwidth to deliver all the traffic.
ric must take into account the existing traffic load inforlrmat ~ The above interpretation the network coding benefit is
in making the evaluation because the saving in the “fregyuitive, however, one needs to know the throughput of the
ride” bandwidth is crucially dependent on the existingftcaf on-going traffic to determine the benefit, and as we discussed
The technical difficulty of this requirement is that typigakh previously, this is difficult to obtain in practice. Now let

where N, is the number of interfering neighbors of lirik

(3) Load-Based Routingp], [6]: These routing mechanisms
take into account the current interfering traffic when mgkin



us consider another approach to quantify the benéfjt: encoded together, then their total contribution in the rfiedi
examining the buffered queue length of the nddwitively, queue length should beax{Q:, Q2}. However, when there
the average queue length can be an indicator for how bumg more flows intersecting at one node, the modification
the node is (and therefore how much free-time is left) and thecomes less obvious. To assist the analysis for the general
delay for incoming traffic. Suppose the queue length of tlease, we first introducecbding graphi as an analytical tool
node isQ; before the new flow is initiated. Without networkto represent the coding relationships.

coding, there are&); packets ahead of those packets for the) Coding Graph. A coding graph is an undirected graph,
new flow. However, when coding is used, the new flow actuallyith each vertex representing a flow relayed by the consitere
seezero packets ahead in the queue, because its packets nade. For the existing flows, each vertigds associated with
always be encoded with the existing ones! In short, if usirgyvalue@;, which is equal to its average number of packets
average queue length as an indicator, the actual calcalatio the queue. An edge between two vertices indicates that
of the queue length need to bentdified in case there is a these two flows satisfy the coding condition. Consequently,
coding opportunity. In what follows, we present how to mgdifif a subgraph of the coding graph iscampletegraph, then

the queue length in the general case so that we can quantifg vertices (i.e. flows) in this subgraph can be encoded all
the benefit of network coding on an existing encoding pathtogether.

E. Feasibility of Using Queue Length as Routing Metric

The above consideration leads us to investigate the féasibi
ity of using queue length as the coding-aware routing metric
One immediate question would be the stability issue: with e
dynamic traffic the queue length may change too frequentl Qs
to be a good measure of available bandwidth. To visualize tt Q, o 7
the queue size, we set up a 15-node random wireless networ 0
and add a few random UDP flows. In Fig. 5 we plot its
gueue length statistics over 60 seconds. The curves shown
include the instantaneous queue length every one seca®d,dl. 6. Examples of coding graph for the considered nede
average queue length in the last 5 instant values and 1(insta
values respectively. Clearly, the instantaneous queugthen Note that we differentiate betwe@tablecase andynamic
varies significantly over time (with a variance t§.48 in this case in the above graph. 8tablecoding graph is used to
case). However, after averaging the last few instant vethies represent the local coding relationship betwesgistingflows.
variance drops dramatically (variant¢e23 for 5 average and It is effectively average number of packets a node sees in
0.32 for 10 average). This implies that theverage Queue its own queue based on current traffiand can be used to
Lengthcan be a much more stable and accurate measurecafculate the modified queue length basedegistingflows.
bandwidth availability. Therefore, we use thAgerage Queue A dynamic coding graph is more focused on the coding
Length at Each Nodas the starting point, anthodify the relationship between potentialnew flow and existing flows.
gueue length to account for various benefits of using netwadtktakes into account the “free-ride” benefit as the effectiv
coding. queue lengths “seen” by the new flow can be reduced if it
can be encoded with some existing flow(s). With the dynamic
coding graph we are trying to examine the average number of
packets (in the queue) thaan notbe encoded with the new
flow.

5 cinar bR % enmpwm by e Figure 6 shows two examples of the coding graph for
i i":\}; LR AL P ﬂ g a considered node, in thetable case anddynamic case
WLW \JJVM-- respectively. In stable case (Figure 6(a)), there is no new
e e A paths (or flows) to be added. In dynamic case (Figure 6(b)),
there is a new pafhto be examined, which we represent by
vertexz.

(a) Thestablecase. (b) Thedynamiccase.

ol

LI I N

ach,

[T SRS

| Instan AN R REhsRe N BRI A 2) Modified Queue Length in Stable Case.First of
all, if there is no edges in the coding graph (i.e. no coding
Fig. 5. Queue length statistics in a sample wireless node. opportunity), then the modified queue length is simply the
sum of average queue lengths for all flows. If there exists
some edges, we know that for @mpletesubgraph (i.e. a
F. Modified Queue Length cligue) of the coding graph, their total contribution in the
i@odified queue length should be the maximal queue length

For a considered node, we modify the calculation of

queue length aCC(_)rding to the coding relationships. Fomexa 2yjere by “new path” we mean one of the possible new flows thaldicoe
ple, if two flows withaveragequeue lengthf); and@- can be formed from source and destination.



among them. The larger the clique is, the more we can reddogerride” on the transmission for any of these existing Bow
in the modified queue length. Upon each transmission, findikgr example, in Figure 6(b), we first remove vertex, 2, 3,4
the maximum cliquen the coding graph can help us encodand all their edges from the graph, and the resulfin@,(c)
the maximum number of packets, however, tmaximum is max{Qs,Qs} + Q7.

cligue problems NP-complete [10]. To reduce computational
cost, we can calculate the modified queue length based an
theround-robinencoding scheme. Let the considered node be
nodec, we useMQ,(c) to denote the modified queue length The modified queue length of a node, however, is not

of nodec in the stable case. The calculation steps are showfficient to estimate its available bandwidth in the wissle
in Fig. 7. network, because a node with very short queue length can

still be congested if its interfering nodes have a lot of sk
to send. Let/(c) denote the set of nodes interfering nodes.

MIQ: Modified Interference Queue Length

Calculation of modified queue length (stable case) We defineM IQ(c), the “modified interference queue” length,
1: Remove all vertices with zero queue length and with
their corresponding edges.
: Initialize MQ,(c) = 0, vertex setV = (. MIQs(c) = MQs(c)+ Y MQ(i), ®3)
: Randomly pick vertex among remaining vertices. icl(c)
: Find out the maximal complete subgraph that contains MIQ4(c) = MQa(c)+ Z MQs(i), (4)
: Add vertices of the subgraph inté. iel(c)

: Add max;cy {n;} into MQs(c). :
- Remove all vertices i and their edges. where M1Qs, MIQ, are the MIQ values in stable and
- Resetl — (I dynamic cases respectively. For evaluating a new path, we

should useM1Q (c).

Essentially, we model the considered nadand its inter-
fering nodes as a virtual queueing system, with the wireless
channel around them as a service center which needs to serve
packets for node: and all its interfering nodes. Th&/IQ

Base on Fig. 7, one can observe that Step 3-8 mimigglue indicates how busy the channel is and the delay for
the round-robin coding scheme: randomly pick one flo@n incoming packet. Furthermore, thé/Q value for a node
and encode with as many flows as possible. Because tRgresents itprivate view of the channel status, which may
maximum number of flows that can be encoded with a givetary significantly from node to node.
flow is bounded by a small number [12], the computational
cost in each iteration is insignificant. Using Figure 6(a)aas
example, suppose we choose ver2dr the first iteration, and

choose vertes in the second iteration, the resultidgQ (c) For each linkl on a pathL, let M1Qq(!) be the dynamic
will be max{Q2,Q5,Qs} + max{Qs,Qs} + Q7 + Q1 or M1IQ value of the transmitter oh and letP, denote the packet

: Repeat Step 3-8, until all vertices are removed.

Fig. 7. Calculation of modified queue length under the stablkee.

H. CRM: Coding-aware Routing Metric

max{Qs, Q5, Q¢ } + max{Qs, Q7} + Q1 + Q1. loss probability on. The C RM metric of link [ is calculated
as:
3) Modified Queue Length in the Dynamic Case.In CRMl:%Igd(l). (5)
— 17

this case, we examine the the average queue length “seen”
by packets from the new flow. We useM Q,(c) to denote  Intuitively, CRM; corresponds texpected number of trans-
the modified queue length of nodein the dynamic case. missionsfor successfully transmitting the existing packets as
The calculation of the modified queue length for the dynamigell as one incoming packet for the new ffvive use the
case is depicted in Figure 7. dynamicM IQ value on linki because the path to be evaluated
is for the new flow. For the metric of the entire path we
define theC RM values as:

Calculation of modified queue length (dynamic case)

1: Initialize MQq4(c) = 0. CRMy =» CRM,. (6)
2: Remove vertex: and all the vertices that are adjacent leL
to z, and their corresponding edges. Compared to routing metrics we reviewed in Section IlI-A,
3: For the rest of the graph, go through the same CRM incorporates topology, traffic load and interference
calculation as in the stable case. information together in a unified manner. By using theot-

ified interference queue lengitMIQ)” as the indicator for
channel statusC’ RM does not require the wireless card to
Fig. 8. Calculation of Modified Queue Length under the dyraosse. report “channel busy time” to hlgher |ayers’ and also dods no

. . need to be aware of the actual throughput of existing flows.
Compared to the stable case, the difference is that we treat ghp 9

a”_ ﬂQWS that can be _enCOd?d with the new flow as “non- SNote that this is an approximation, because the packet Iostsabilities
existing”, because an incoming packet of the new flow caer different outgoing links may vary.



More importantly, C RM provides aunified measure for both potential coding opportunities in Section Il, and the cldtion
coding-possible and coding-impossible paths. of CRM (Coding-aware Routing Metric) is done on a link
The message overhead G6fRM lies in that it requires by link basis when theRREP travels back to the source
neighboring nodes to communicate “modified queue lengthbde. In particular, when an intermediate node receives a
with each other to compute thé//Q value, and it also RREP (in Step 4 in Section II-C) and finds the potential
needs the packet loss probability on each link. In our nsedding opportunity, it calculates the CRM and records ibint
implementation, we let each node broadcast HELLO messape RREP. When theRREP(s) return back to the source,
periodically within its one-hop neighbors, and piggybatk ithe source node chooses the path with the minimum CRM
modified queue length into the HELLO message. Periodicedlue and starts to transmit data packets along the pathe Onc
HELLO exchange has been widely adopted by most of tla intermediate node receives the data packet, it recoads th
routing protocols [2]-[6] reviewed in Section IlI-A. In i “overhearing” and “path” information of the new flow into the
sense, DCAR does not impose more message overheadistrof “Relayed Flows”. Based on the list of relayed flowsg th

these existing protocols. DCAR agent updates the “Coding Graph”, which represents
) _ the local coding relationship among the relayed flows. For
IV. Implementation Details proper decoding, the system also maintains a circular buffe

We now present the implementation details of DCAR in nser the overheard packets and packets it has transmitted.
2. We modified the DSR routing agent [22] in ns-2 to include In the interface queue, we maintain a separate queue for
the “coding+routing” discovery and path selection funetio each flow. The advantages of such queueing structure are : 1)
We also modified the Interface Queue to include encodifige congestion of one flow will not cause buffer overflow for
and decoding functions. The overall architecture of DCAR isther flows; 2) it facilitates the round-robin coding. Foeth
shown in Figure 9. queue of each flow, we update the average queue length every

The DCAR routing agent maintains a list of one-hogecond. We also add the encoding and decoding functions
neighboring nodes and the corresponding link qualities. (i.into the interface queue. Whenever there is an transmission
packet loss probabilities) by periodically broadcasttl LO  opportunity, around-robin encodingakes place and several
messages (the HELLO interval is set to 0.5 second in ogackets may be cleared out of the queue. For the encoded
ns-2 implementation). When sending tHELLO, each node packets, we use similar packet formate as in COPE [1].
piggybacks its Modified Queue (MQ)length as well as its Whenever we receive a packet, we first check whether it is
one-hop neighbors and their MQ lengths. In this way, eaghnative or encodedpacket using the “Classifier”, and then
node can obtain the queue length information oft®-hop forward it up to upper layers or decode it accordingly. For
neighbors Because the carrier sensing range is approximately the opportunistically overheard packets, we store tliem
two times of the transmission range in 802.11, we define thecircular “Overhearing Buffer” for future decoding usage.
“interfering nodes” {(c¢)) to be the two-hop neighbors of a
node (c). In theHELLO message, each node also piggybacks
the number oHELLO messages it receives from its neighbor

in the last5 seconds to let its neighbors examine the reverse'Ve now present the simulation results. We implement the
DCAR and COPE [1] system under ns-2. There are three

V. Performance Evaluation

links.
main differences between DCAR and COPE: 1) DCAR takes
| Transport Layer | potential coding into consideration of route selection,ilevh
t COPE separates routing with potential coding; 2) COPE uses
. ETX [2] as the routing metric while DCAR uses CRM,;
DCAR Routing Agent 3) COPE limits the coding structure within two hops while
ol ayed T1ove Np—— oo od DCAR eliminates such limitation.

D overhearing Tst| [0 TD Rout es The goals of our simulation are to evaluate the effectivenes
P) Route gg k/;)gikfgggl 'qfféue @@d_ of CRM in finding high-throughput path with coding oppor-
l'engt h aaph| | tunities, and to quantify the benefit of DCAR over COPE.
Throughout the study, we use 802.11b and UDP traffic sources.
. . The transmission range of each wireless node is s#idand
Interfacef—— Overhearing|| Decoding the carrier sensing range is set50. When a new flow is

Queue @ to be added, we allowd seconds for the “coding+routing”
5|~

discovery to find the available paths. Once a flow decides on
| Wreless MAC |

one path, it uses the path towards the end of the simulation
time. The TTL value of RREQ is set ta

A. Results from lllustrative Scenarios

Fig. 9. DCAR architecture. Simulation 1. Bidirectional flows: We first study the simple

o _ scenario shown in Figure 2. We start a flow from ndde®
The RREQ/RREP processing is essential for the “cod-

ing+routing” discovery. We have already presented how t fin 4Our COPE implementation uses DSR with ETX as routing metric.
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node 2, and then add the new flo& to 1. The flows are 11. The throughput gain by the generalized coding scheme
given the same traffic load. Whether a coding structure can tages fron7% to 16% in this scenario.

formed depends on the route selection for flawol. Under

COPE or ETX, the pat? — 3 — 1 and2 — 4 — 1 are almost 160
of same quality. However, under DCAR, a reverse path for
the previously added flow will be more favorable because the
intersecting node can have a much lowerdified queue length
after accounting for the “free-ride” benefit.

We vary the offered load and plot the resulting end-to-end
throughputin Figure 10. Three types of system are considere
DCAR, COPE, and ETX routing without network coding. We —bear|]
observe that DCAR always chooses the intersecting paths for - -COPE
both flows, while the routes chosen by COPE (and ETX) vary 80
between the disjoint and intersecting patterns. The thrpuy 00 20, Iog’g?KbpS;‘OO 500
gain of DCAR tends to be more significant when the offered
load increase, resulting in20% gain for the new flow and a
12% gain for the total throughput over COPE. 160

Throughput (Kbps)
o
o

(a) Flow from5 to 7.

Throughput (Kbps)
N
o

Throughput of new flow (Kbps)

100t
140}
---COPE
120t 80 . . . .
- COPE 100 200 300 400 500
1007 1 Offered load (Kbps)
ETX
80100 200 300 400 500 (b) Flow from 1 to 4.

Offered load (Kbps
(Kbps) Fig. 11. Results from the topology in Figure 3.

(a) Throughput of the new flow fror to 1.

500

Simulation 3. “Wheel” topology: It is interesting to study
how DCAR works in a “wheel” topology as shown in Figure
12(a), where a central nod®)(is surrounded by six nodes

(1 to 6) evenly distributed along the cycle. Each node along
the cycle can reach everyone else except for the node on the
opposite end of the diameter (e.g. nadean reach everyone

ps)

B
a
o

400

w
a
o

Total throughput (Kb
w
o
o

250 else except fod, vice versa). We let each node along the cycle
200 ---COPE || starts a flow to the node at the opposite end of the diameter.
ETX The “wheel” structure is a generalized model for any coding
10700 200 300 400 500 structure in COPE, and has been well studied in [12]. There
Offered load (Kbps) are plenty of coding opportunities in this scenario, notyaatl
(b) Total throughput. the central nod® but also at other nodes. For example, if two

flows1 — 4 and2 — 5 use the path$ -3 -4 and2 -3 -5
respectively, then node can also encode packets.

In the simulation, we vary the traffic load and arrival order
Simulation 2. Generalized coding:Here we observe the ef- Of €ach flow, and plot the average throughput in Figure 12(b).
fectiveness of DCAR in overcoming the “two-hop limitation” W& can see that DCAR typically offers higher throughput

We compare the performance of DCAR and COPE using tmean C_OPE’ but the ga_in is not as significant as the previous
topology shown in Figure 3. In this case, the routes chosen pyFnaros. The underlying reason Is that even if the paths ar
DCAR and COPE are the same, however, COPE can not def domly chogen between.a_\vallable shortest pgths, there ar
the potential coding opportunity at node because it misses SU dmany cc;dmg opportunities at the surrounding nodes as
the fact that nod& can perform opportunistic overhearing and'€ ¢!SCUSS€C.
decoding. Therefore nodkbecomes a bottleneck in COPE.

For each offered load, we repeat the simulation 10 time3; Results from Mesh Networks
varying the arrival orders of flo — 7 and flowl — 4. The Simulation 4. Grid topology: Now we consider larger-scale
resulting average throughput of both flows is plotted in Fégu networks. We construct 4 by 4 grid topology where each

Fig. 10. Results from the topology in Figure 2.
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(a) Results by adding flows.

[ee]

(a) "Wheel” topology. |\ -
o7r
<
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< g4 ---COPE| |
>3
9 100 ‘ ‘ ‘ ‘ETX
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Average offered load (Kbps)
0o 1 2 3 4 5 (b) Results by adding0 flows.

Flow index
Fig. 13. Results from a grid topology.
(b) Throughput of each flow.

Fig. 12. Results from a “wheel” topology.
units of traffic. The fractions of encoded traffic (in grid and
random topology) are shown in Figure 15. We can see that
node can only reach its northern, southern, eastern angmesthe random topology usually has more coding opportunities,
nodes. There is a rich set of spatial reuse as well as codimginly because of the increased chances for opportunistic
opportunities in this example. The simulation is of 10 rosindoverhearing.
At each round, we randomly add flows (each with 2 to 5
hops) into the network and repeat the process3fimes. We Simulation 7. Routing Overhead: In here, we quantify the
plot the average end-to-end throughput achieved by DCARyerheads of DCAR. As discussed in previous section, the
COPE and ETX respectively in Figure 13(a). Not surprisipnglpverhead of DCAR includes flooding of RREQ messages and
the gain by DCAR tends to be larger with higher offered loadhe periodic exchange of HELLO messages. However, both of
In Figure 13(b), we make the network even more congesttitese are also needed for ETX or any other recently proposed
by adding10 flows in each round, the results also reveal thiénk-state routing mechanisms, e.g., [4]-[6]. Therefdtesy
potential of offering higher throughput by DCAR. should have similar routing overhead in terms of packet toun
However, because DCAR piggybacks extra information into
Simulation 5. Random topology: We compare DCAR and the routing control messages, it has a higher overhead com-
COPE in al5-node random topology as shown in Figurgared to ETX in terms of total bytes of routing messages.
14(a). The average node degree3i8. We randomly pick8 To quantify these overheads, we carry out simulation study
flows (each with 2 to 5 hops) and vary their arrival orders arahd in Figure 16, we plot the normalized routing overhead
loads in each round. The average throughput for each flowhisth in number of packets and in bytes. The way we compute
plotted in Figure 14(b). Because there is a rich set of coditige overhead is to sum up all the RREQ, RREP and HELLO
opportunities and available paths, DCAR achieves suhbatantnessages (in bytes or in packet counts) transmitted inndd i
throughput gains over COPE. during whole simulation time. It is interesting to note ttizse
results confirmed our intuition;: DCAR needs ab@at~ 30%
Simulation 6. Fraction of Encoded Traffic: It is interesting more bytes, but similar number of routing messages compared
to examine how many traffic are actually encoded in DCAR ETX. Although DCAR requires more bytes in communi-
and COPE. In this simulation, we randomly add flows intoation, the gain we have is in the improvement of end-to-end
both the grid and the5-node topology, and count for thethroughput and reduction in bandwidth consumption.
total data packets transmitted in all links accordinglyr Bo
native packet, we consider it as one unit of traffic; while foBimulation 8. Fraction of Different Types of Coding Struc-
an encoded packet with native packets, we consider it as tures: It is interesting to observe how many coding structures
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are formed within two-hop (as in COPE), and how man@PW through_put becpme very bad anq there_is_no visible
are beyond two-hop (allowed by DCAR), and furthermor@,'ﬁerer_‘_ce with or without network c'od|ng. Th|s is due to
how many are due to opportunistic overhearing. During tffg@lability problem of 802.11 in multi-hop environment and
simulation with the random topology, we analyze each forméfS been studied extensively in the literature [24]. DCAR
coding structure and differentiate them into three categor ProPosed in this paper is MAC-independent, but does rely
1) without opportunistic overhearing; 2) with overhearamgd  ©" the MAC layer to provide Ipw—colhsmn connections. With
within two-hop; 3) with overhearing and beyond two-hop. ThEore scalable MAC protocol in future, we expect DCAR to
fraction of these three types of coding structures are guottOffér performance gains in bigger network with longer flows.
in Figure 17. We have applied several empirical values in the simulations
e.g., the “good link” assumption of abow®8 overhearing
rate, the3 seconds waiting time in discovery phase, etc. These
are the values a network designer can tweak based on traffic
In simulation 4 and 5, we have been using flows with and channel conditions. There are clearly trade-offs lzkhin
to 5 hops, as we found that the with more tharhops the these numbers: with lower overhearing threshold, one can

C. Remarks on the Results
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