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Abstract—We propose a Probabilistic Preemptive Burst Segmentation (PPBS) scheduling scheme to provide priority classes with different Quality-of-Service (QoS) requirements in WDM Optical Burst Switching (OBS) networks. The PPBS scheme enables high priority bursts to preempt and segment low priority bursts in a probabilistic fashion. The PPBS scheme achieves 100% isolation among priority classes, and burst loss probabilities can be controlled by tunable parameters. Our PPBS queueing model also implicitly enables us to obtain several results related to the Erlang’s loss function which may be useful in the role of this function arising in some areas of queueing theory, as well as characterizing a loss rate region that work conserving burst scheduling techniques can achieve. As an application to providing service differentiation, we show how the PPBS scheme can minimize the total sum of lost rates and achieve proportional loss differentiation. Finally, we also demonstrate the effectiveness of the PPBS scheme empirically using realistic Internet traffic model, e.g., long range dependent traffic model.
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I. INTRODUCTION

R
cent technological advances in Wavelength Division Multiplexing (WDM) component technologies have led to profound transformations at the networking layer, ushering in revamped, highly-scalable “on-demand” bandwidth provisioning paradigms for WDM networks. With the rapid growth of the Internet, WDM networks have been envisioned to support the next generation backbone transport of the Internet. Optical burst switching (OBS) is an approach that combines the advantages of electronic buffering and processing at the edge of a WDM network with existing optical switching techniques. OBS does not require data buffering in the WDM network as in optical circuit switching, but, unlike circuit switching, it ensures efficient bandwidth utilization by reserving the wavelength at a link only when data is actually required to be transferred over the link. Hence, OBS is a promising technique towards achieving optical packet switching in next generation Internet Protocol (IP) over WDM networks [12], [14], [18].

In an OBS network, a burst consists of a control burst header packet (BHP) and a data burst and it has an intermediate level of granularity as compared to a call in circuit switching and a packet in packet switching. The burst is first assembled from packets at the network edge using burst assembler before transmission. The data burst and its BHP are transmitted separately on different channels with a time lag known as the offset time as shown in Figure 1. The idea is to ensure that the data burst and its header are separated with an offset time big enough so that it is not required to buffer the data burst at any point in the network and thus alleviate the need for optical buffers. The minimum offset time is $h\Delta$ where $\Delta$ is the processing time of the control header at each switch along the path with $h$ hops [12], [18]. The BHP contains all the necessary routing information to be used by the switch control unit at each hop and is processed in the electronic domain at each core router that it traverses.

Several OBS reservation protocols such as Just-Enough-Time (JET) [18] and Just-In-Time (JIT) [1] have been proposed in the literature. In this paper, we concentrate on the JET-based protocol where wavelength reservations are done in a one-way process, and the arrival and departure time of the data bursts are known in advance. Bursts are differentiated in the OBS network based on assigned priorities which are stored in the BHP. If the wavelength is successfully reserved, the arriving burst is switched optically through the OBS links. However, if the requested wavelength is not available, the burst is said to be blocked or dropped. A dropped burst thus wastes the bandwidth on the partially established path. Hence, instead of dropping a burst completely, a more sophisticated burst scheduling mechanism could help to improve the overall performance of the network.

Guaranteed service provisioning is an important challenging problem in core, metro, and also access networks. There exist several kinds of applications that may span different network segments from access networks to metro to long-haul networks. The types of applications being deployed across the Internet today are increasingly mission-critical, whereby business success can be jeopardized by poor performance of the network. It does not matter how attractive and potentially lucrative these applications are if the network does not function...
Internet traffic can be largely categorized as high priority and low priority data because real-time applications like audio and video require a high QoS guarantee. Supporting QoS (e.g., low delay and loss probability) at the WDM layer will facilitate a QoS-enhanced version of the next generation Internet [18]. Yoo et al. proposed a scheme for OBS network which differentiates between classes of service based on the offset time assigned to each class [18]. The lowest priority class gets a base offset and a higher priority class has an extra offset time in addition to the base offset. Having a longer offset time would allow high priority class to reserve wavelengths in advance. For example, in order to achieve 95% degree of isolation between two different traffic classes in wavelength reservation, the extra offset is proposed to be three times the mean burst length of the low priority class [18]. This scheme aims to achieve maximum isolation between different priority classes for service differentiation but this scheme results in longer delay and large buffer requirement at edge routers. Furthermore, it may over-penalize low priority class.

Alternative QoS models have been proposed that do not introduce extra offset time, thus no extra delay is incurred. For example, the Probabilistic Preemption scheme (PPS) in [17] allows high priority bursts to preempt low priority burst in a probabilistic fashion but there is no isolation between priority classes. The Prioritized Burst Segmentation (PBS) scheme proposed in [15] is similar to the JET-based OBS protocol except for the fact that conflicting parts are segmented to resolve wavelength contention. The conflicting segment or the entire low priority burst may be dropped or rerouted to other links using deflection routing which was shown in [15] to yield larger end-to-end throughput than the JET-based OBS protocol. Deflection routing may reduce the number of bursts that are dropped on an end-to-end path in the network, but it may also result in the disordered arrival of packets at the destination. Hence, in general, it is desired to reduce the amount of bursts that are lost or deflected at a link. From a single link’s perspective, minimizing the total burst loss probabilities also translates to a form of QoS guarantee to the different traffic classes that utilize the link.

Rather than providing absolute QoS guarantees, the Proportional Differentiated Service (PDS) framework aims to achieve better performance for high priority class than low priority class with a fixed quality spacing, i.e., consistent service differentiation between priority classes [7], [11]. A consistent quality spacing allows network operators to legitimately charge higher priority class a higher tariff rate [11]. Much work have been done in achieving proportional delay differentiation in wired networks, e.g., in [7] and [11]. However, work on proportional loss differentiation in wired networks have been relatively few. Indeed, it has been envisioned by Dovrolis and Ramanathan in [7] that WDM technologies provide Internet Service Providers (ISP) the ability to lease the capacity of additional wavelengths from the backbone providers that own the network fibers, when additional capacity is anticipated in order to meet some form of PDS. However, provisioning discretized capacity for a system with multiple servers to achieve some form of PDS remains an open question. In the context of OBS network, an intentional dropping scheme is proposed in [4] to drop burst to maintain a pre-defined loss probability ratios, but this scheme results in low system utilization due to excessive dropping. A partial preemptive technique is proposed in [3] to achieve proportional loss differentiation where only conflicting parts of the burst are dropped. The work in [3] and [4] are promising, but are largely ad hoc in nature. As such, we develop a queueing model that allows us to quantify the benefits of proportional loss differentiation in OBS networks. Specifically, our queueing model enables us to address the following questions:

- Under what conditions can we schedule bursts on a link with a fixed number of wavelengths to achieve given desired loss ratios for \( M \) priority classes?
- Can we maintain the desired loss ratios for each priority class when the throughput of each class changes?
- Given a fixed number of wavelengths and arrival rates of different priority classes, can we minimize a weighted sum of loss probabilities at a link?

Our contributions in this paper are as follows: A Probabilistic Preemptive Burst Segmentation (PPBS) scheduling scheme for a link that preempts and segments bursts in a probabilistic fashion is proposed. Queueing-theoretic analysis is used to quantify the benefits of the PPBS scheduling scheme. As in [15] and [18], we use an idealistic traffic model which allows us to obtain tractable results. We also evaluate the PPBS scheme using realistic traffic models in our numerical examples to show that the PPBS scheme is more effective than previous schemes in providing service differentiation. In fact, our queueing model also leads to new queueing-theoretic
results related to the Erlang’s loss function, and enables us to recover some previously known queueing-theoretic results in [13]. The notion of a conservation law in a weighted sum of average loss probabilities, i.e., the overall loss probability averaged over all classes stays the same regardless of the number of classes and the degree of isolations, was first proposed in the seminal paper [18]. However, the motivation was unclear as to why the proposed conservation law might exist or be useful. This paper contributes to a rigorous understanding of how such a conservation law may be useful in the analysis of JET-based OBS protocol; as a rough approximation, such a conservation law plays a role in characterizing the weighted sum of average loss probabilities if the extra offset time between priority classes in [18] is large enough to emulate a complete preemption system. We also characterize a total loss rate region achievable by a work conserving\(^1\) burst scheduling technique which allows us to quantify the desired operating point for a particular total loss rate. By appropriate tuning of control parameters, a desired weighted sum of average loss probabilities can be achieved using the PPBS scheme. Our application also extends to providing proportional loss differentiation on a link with multiple wavelengths. To this end, we develop an algorithm to maintain the desired loss ratios among the priority classes based on a given offered load distribution.

The paper is organized as follows. In Section II, a Markov queueing model for the PPBS scheme in a link with a single wavelength is presented. This is followed by a stochastic model for a link with multiple wavelengths for two priority classes. Section III is devoted to extending the results for the PPBS scheme to a general number of priority classes, and also obtaining several queueing-theoretic results related to the PPBS scheme. Minimizing the total loss rates at a link and achieving proportional loss differentiation are two applications of the PPBS scheme. The feasibility of implementing PPBS scheme is discussed in Section IV. Numerical examples of the performance of PPBS scheme using Poisson and long range dependence (LRD) traffic models are given in Section V. Finally, the conclusions are drawn in Section VI.

### II. A PROBABILISTIC PREEMPTIVE BURST SEGMENTATION (PPBS) SCHEME

In this section, we introduce the PPBS scheduling scheme at a link. A burst can use any free wavelength on a link regardless of its priority class. When a high priority burst arrives and no free wavelength is available, a control parameter associated with each traffic class allows the link to use preemption (Figure 2a) or segmentation (Figure 2b) probabilistically. In segmentation, the part of the burst that remains is known as the truncated segment, and the conflicting part that is removed is known as the lost segment. Instead of dropping them, both the preempted burst in Figure 2a and the lost segment in Figure 2b may be assigned to other links with free wavelengths and be rerouted, i.e., using deflection routing. There is no preemption within the same priority class, and only a high priority burst can preempt a low priority burst. Allowing high priority bursts to get through a system quickly at the expense of lower priority bursts is the means to achieve service differentiation in this kind of loss system. This motivation is in principle similar to the extra offset time-based scheme\(^2\). We define the combined preempted low priority bursts (in Figure 2a) and lost segments (in Figure 2b) at a link as the preempted traffic load. In addition, we assume as in [18] that all priority classes in the OBS network have equal basic offset time.

#### A. A Markov model with a single wavelength

First, we consider two classes of traffic, i.e., class 1 and 2, where class 1, e.g., real-time traffic class, has higher priority over class 2, e.g., best-effort traffic class, in resource reservation. By convention, a smaller index indicates a higher priority in this paper. Class 1 and Class 2 have arrival rates \(\lambda_1\) and \(\lambda_2\) respectively. We denote \(\lambda\) as the sum of all arrival rates in the system. Each class has a negative exponential service distribution of finite mean value \(\mu\). In this paper, we assume \(\mu = 1\) for simplicity and we normalize time units to \(\mu\). The performance metric is the burst loss probability at a link. We model the PPBS scheme using a continuous time Markov chain whose state \(\pi(i, j)\) is constituted by two discrete variables \((i, j)\) where \(i\) and \(j\) denote the number of high priority and low priority bursts on a link with a single wavelength respectively. A low priority burst gets preempted completely or segmented by a high priority burst with probability \(p\) and \(1 - p\) respectively. Figure 3 shows the state transition diagram of the Markov chain. Solving for the limiting state probabilities of the Markov chain, we obtain the burst loss probability of the high priority class, \(P_H\), and the low priority class, \(P_L\) respectively, as (Please see the appendix for details):

\[
P_H = \frac{\lambda_1}{1 + \lambda_1} \quad \quad \quad P_L = \frac{\rho(1 + \lambda_1) + \rho \lambda_1}{(1 + \rho)(1 + \lambda_1)}. \tag{1}
\]

where \(\rho\) is the total offered load and is defined as \(\lambda / \mu\). This single server model is similar to a \(M/M/1/1\) queuing model.

\(^1\)Work conserving means the server cannot be idle as long as there is work in the system.

\(^2\)The motivations for complete isolation between priority classes are discussed in details in [18].
Theorem 1: In a 2-class system on a link with a single wavelength, the mean of the truncated segment is $1/(1 + \lambda_1)$, and the mean of the lost segment is 1.

Proof: Let $X$ denote the random variable of the service time of the low priority burst and $Y$ denote the arrival instant of the high priority burst. Clearly, $X$ and $Y$ have distribution function $F_x(t) = 1 - e^{-t}$ and $F_y(t) = 1 - e^{-\lambda_1 t}$ respectively. Then the probability that $X$ exceeds $Y$ can be expressed using the Riemann-Stieltjes integral as $P(X > Y) = \int_0^\infty (1 - F_x(t)) dF_y(t)$ which yields $P(X > Y) = \lambda_1/(1 + \lambda_1)$. Hence, on an average of $1/\lambda_1$, the mean duration before preemption occurs is $1/(1 + \lambda_1)$. By the Markov property, the remaining time at the beginning of a preemption epoch has the same distribution of remaining holding time. Hence, the lost segment is exponentially distributed with mean 1.

Remark: If $\lambda_1 < 1$ (note that $\lambda = 1$ implies full utilization), the mean of the truncated segment is larger than 0.5, i.e., a large percentage of low priority class can be salvaged in PPBS scheme as compared to dropping the complete burst. Furthermore, a smaller $P_H$ implies a larger mean of the truncated burst, i.e., a mean closer to 1 (since we assume $\mu = 1$).

B. A stochastic model with multiple wavelengths

We now extend our results to the case of a link with $k, k \geq 1$, wavelengths. We assume the same burst arrival time and service time distribution as in the previous section. Based on the previous section, one readily obtains the steady state equations for $\pi(i, j)$, $i = 0, 1, \ldots, k$, and $j = 0, 1, \ldots, k$, from a multi-dimensional Markov chain as follows:

$$
\begin{align*}
(\lambda_1 + \lambda_2) + (i + j - 2)\pi(i - 1, j - 1) &= \lambda_1\pi(i - 2, j - 1) + i\pi(i, j - 1) + j\pi(i - 1, j) + \lambda_2\pi(i - 1, j - 2), \\
(\lambda_1 + k)\pi(i, k - i) &= \lambda_1\pi(i - 1, k - i) + \lambda_2\pi(i, k - i - 1) + \lambda_1\pi(i - 1, k - i + 1), \\
k\pi(k, 0) &= \lambda_1\pi(k - 1, 0) + \lambda_1\pi(k - 1, 1), \\
k\pi(k, k) &= (1 - p)\lambda_1\pi(k - 1, k), \\
\end{align*}
$$

where the boundary conditions are $\pi(-1, j) = \pi(i, -1) = \pi(i, k + 1) = \pi(k + 1, j) = 0$. Now, the solution of (2) can be obtained numerically, but, in this section, we adopt a different approach that provides more insight into the PPBS queueing model. We first review several results from [18] for a 2-class system. It is well known that the loss probability on a link with $k$ wavelengths and offered load $\rho$ without any specified priority is given by the Erlang’s loss function (See [5, Sec. 3.3, pp. 79]):

$$
B(\rho, k) = \frac{\rho^k/k!}{\sum_{i=0}^k \rho^i/i!}.
$$

This is also the probability that all the available servers are busy. In [18], (6) is given as the loss probability incurred by a burst in a classless OBS system. Also, in [18], a conservation law3 that relates (6) to a weighted sum of loss probabilities is given as:

$$
\lambda B(\rho, k) = \lambda_1 P_H + \lambda_2 P_{app}.
$$

where $P_H = B(\lambda_1, k)$ and $P_{app} = (\lambda B(\rho, k) - \lambda_1 P_H)/\lambda_2$. The terms on the right side of (7) is related to a 2-class system with strict preemption, i.e., the PPBS scheme with $p = 1$, as shown in the following proof. The following result gives bounds on the loss probability $P_L$ of class 2 in the PPBS scheme.

Lemma 1: In a 2-class system on a link with $k, k \geq 1$, wavelengths, the loss probability $P_L$ of class 2 in the PPBS scheme satisfies $P_{low} = B(\rho, k) \leq P_L \leq P_{app}$.

Proof: The lower bound is due to the fact that the loss probability of class 2 cannot be lower than that in a link without priority which is given by (6). To obtain the upper bound, consider a system with strict preemption, i.e., the PPBS scheme with $p = 1$. The loss probability of class 1 is clearly $B(\lambda_1, k)$. The proportion of time that a class 1 burst preempts a class 2 burst is given by $B(\rho, k) - B(\lambda_1, k)$. This is because, without any preemption taking place in this proportion of time, we have the system without priority, and the loss probability of the high priority burst is simply (6). Hence, the amount of low priority burst preempted is $\lambda_1(B(\rho, k) - B(\lambda_1, k))$. But the total amount of offered class 2 load is $\lambda_2$. Hence, the fraction of class 2 load that gets preempted and lost is simply $\lambda_1(B(\rho, k) - B(\lambda_1, k))/\lambda_2$. By the Markov property, the burst length of both class 1 and 2 is memoryless before and after the preemption epoch. Hence, a preemption does not modify the occupancy of the servers in any way. In addition, a new class 2 burst may get blocked and lost when all the

3The conservation law in [18] is a conjecture. An exact characterization to such a conservation law is given in Sec. III.
servers in the system are occupied. This fraction of the time is given by (6). By ergodicity, the loss probability of a low priority burst is the sum of these two long term averages, i.e., \( \lambda_1 (B(p, k) - B(\lambda_1, k))/\alpha_2 + B(p, k) \). Lastly, one can verify that this loss probability satisfies \( P_{\text{upp}} \) in (7).

Note that \( P_{\text{low}} \) and \( P_{\text{upp}} \) in Lemma 1 are independent of \( p \). Intuitively, \( P_L \) monotonically increases with \( p \) from \( P_{\text{low}} \) to \( P_{\text{upp}} \). Indeed, observe that \( P_L \) is linear in \( p \) between \( P_{\text{low}} \) and \( P_{\text{upp}} \) in (1). This linear relationship holds for \( P_L \) in a link with \( k, k \geq 1 \), wavelengths as shown in the following.

**Corollary 1:** The probability that a class 1 burst preempts a class 2 burst with parameter \( p \) is given by:

\[
F = p \lambda_1 (B(p, k) - B(\lambda_1, k))/\lambda_2. \quad (8)
\]

**Proof:** The corollary follows easily from the proof of Theorem 2.

Using Corollary 1, we can obtain the loss probability \( P_L \) as follows.

**Theorem 2:** In a 2-class system on a link with \( k, k \geq 1 \), wavelengths, the loss probability of class 1 \( P_H \) and class 2 \( P_L \) are given, respectively, by:

\[
P_H = B(\lambda_1, k); \quad P_L = p P_{\text{upp}} + (1 - p)P_{\text{low}}. \quad (9)
\]

**Proof:** Class 1 burst is served exactly as if there were no low priority bursts. Hence, the loss probability of class 1 is simply given by \( P_H = B(\lambda_1, k) \). Following along the line of proof in Lemma 1, a class 1 burst preempts a class 2 burst with probability \( F \) in Corollary 1. Outside this proportion of time, a class 2 burst experiences blocking as in an Erlang’s loss system with a combined load of class 1 and 2. Hence, by ergodicity, we have \( P_L = B(p, k) + p \lambda_1 (B(p, k) - B(\lambda_1, k))/\lambda_2 \). Using \( P_{\text{low}} \) and \( P_{\text{upp}} \) in Lemma 1, we have \( P_L = p P_{\text{upp}} + (1 - p)P_{\text{low}} \).

**Remark 1:** The loss probability of class 1 in the PPBS scheme is equivalent to that in the extra offset time-based scheme in [18] since class 1 is completely isolated from class 2 in these two schemes.

**Remark 2:** For large \( k \), i.e., a large number of wavelengths, a useful approximation for \( P_L \) is \( P_L \approx e^{-\lambda_1/k} (e^{-\lambda_2} + p \lambda_1 (e^{-\lambda_2} - (\lambda_1/k)^{\alpha_2}) \) since \( \lim_{k \to \infty} B(p, k) = e^{-\alpha (\rho^k/k!)} \).

**Corollary 2:** The preempted traffic load \( \rho_{\text{int}} \) is independent of the parameter \( p \) in the PPBS scheme.

**Proof:** The probability of segmenting a low priority burst \( P_{\text{seg}} \) is given by \( P_{\text{seg}} = (1 - p) \lambda_1 (B(p, k) - B(\lambda_1, k))/\lambda_2 \). The preempted traffic load consists of both preempted bursts and conflicting segments of the low priority class, and is thus given by:

\[
\rho_{\text{int}} = P_{\text{seg}} \lambda_2 + P_{\text{seg}} \lambda_2 = \lambda_1 (B(p, k) - B(\lambda_1, k)), \quad (10)
\]

which is independent of \( p \). Indeed, by the Markov property, both the preempted burst length (upon preemption) and the conflicting segment (upon segmentation) have the same memoryless distribution with unit mean, c.f., Theorem 1. Hence, regardless of \( p \), the total preempted traffic load consists of the same number of bursts with this memoryless distribution.

It is well known that the Erlang’s loss model has an insensitive property implying that (6) is valid independent of the service time distribution beyond its mean [5, Sec. 3.3, pp. 83]. Observe that \( P_H \) and \( P_L \) in (9) are functions of (6). We thus expect the PPBS scheme to also possess the insensitivity property.

**Conjecture:** PPBS scheme has the insensitivity property.

To prove or disprove the conjecture is in general a nontrivial task. Possible proof techniques used for analyzing generalized Erlang loss system in [10] may be useful to prove or disprove this conjecture. We will verify this conjecture using numerical examples in Section V.

**C. Achieving proportional loss differentiation for two priority classes**

Making use of the fact that, firstly, the loss probability of class 1 is independent of class 2 and, secondly, the loss probability of class 2 is linear in \( p \), we can provide proportional loss differentiation in a 2-class priority system by appropriately adjusting \( p \). Let \( r_{1,2} \) be the desired ratio of the loss probability of class 2 to that of class 1. Then, in a link with \( k, k \geq 1 \), wavelengths, we have the following result.

**Theorem 3:** In a link with \( k \) wavelengths, we set the preemptive parameter \( p \) in the PPBS scheme as \( p = (r_{1,2} P_H - P_{\text{low}})/(P_{\text{upp}} - P_{\text{low}}) \) where both \( P_{\text{upp}} \) and \( P_{\text{low}} \) are defined in the previous section to achieve a desired ratio \( r_{1,2} \). Achievable \( r_{1,2} \)’s are \([P_{\text{low}}/P_H, P_{\text{upp}}/P_H]\).

**Proof:** Theorem 3 is proved easily by substituting \( r_{1,2} = P_L/P_H \) into (9).

We define the feasible region to be the set of achievable \( r_{1,2} \)’s, wherein a \( p, 0 \leq p \leq 1 \), achieves the desired ratio \( r_{1,2} \). In general, this feasible region is proportional to:

\[
\frac{\lambda_1}{\lambda_2} \frac{B(p, k)}{B(\lambda_1, k)} = 1, \quad (11)
\]

which is the ratio of the preempted traffic load to \( P_H \). If we have a given load distribution, increasing \( k \) enlarges the feasible region under mild condition as given in the following.

**Corollary 3:** If \( k \) satisfies:

\[
k \geq \frac{\rho \lambda_1}{\rho - \lambda_1} - 1, \quad (12)
\]

(11) is increasing in \( k \) for a given load distribution.

**Proof:** Consider \( f = \frac{\lambda_1}{\lambda_2} \frac{B(p, k+1)}{B(\lambda_1, k+1)} - 1 \) and, using the formula \( B(p, k+1) = e^{-1-pB(p, k)} \) (See, e.g., [5]), we arrive at the condition in (12) for \( f \geq 0 \).

For \( k = 1 \), (11) is dependent only on the total system utilization \( \rho \). For \( k > 1 \), (11) depends on load distribution. In Section III-D, we show that the feasible region for proportional loss differentiation has another degree of freedom, which is the number of competing classes, from which we can obtain different feasible regions.

**III. ANALYSIS OF MULTIPLE PRIORITY TRAFFIC CLASSES**

In this section, we extend the previous results for two classes to \( M, M \geq 2 \), classes, i.e., a \( M \)-class priority system, on a link with \( k, k \geq 1 \), wavelengths. In particular, any high priority class can preempt and segment any low priority...
class with different sets of probabilities. Let us define $p_{ji}$, $i = 1, \ldots, M-1$ for all $j < i$ as the preemptive parameter that class $j$ preempts class $i$. Correspondingly, class $j$ segments class $i$ with probability $1 - p_{ji}$. In a $M$-class system, there are $M(M - 1)/2$ possibly different preemption parameters that can be set to achieve a wide range of loss differentiation. Let $p_i$ be a column vector of size $M - 1$ where the first $i - 1$ components are the probabilities $p_{ji}$, while the remaining $M - i$ components are all zeros. Call $\lambda$ a column vector of size $M - 1$ whose components are the input rate $\lambda_j$ for $1 \leq j \leq M - 1$. Denoting the loss probability of class $i$ as $L_i(p_i)$ or $L_i$ for brevity, we have the following result.

**Theorem 4:** The loss probability of class $i, \forall i = 1, \ldots, M$, in a $M$-class priority system is given by:

$$L_i(p_i) = R_i + p_i^T \lambda S_i$$

where

$$R_i = B(\sum_{j=1}^{i-1} \lambda_j, k); \quad S_i = (R_i - R_{i-1})/\lambda_i.$$

**Proof:** Consider a particular class $i$, $1 < i \leq M$. We group all the classes with higher priorities than class $i$ into a single group $G$. This effectively reduces the analysis of a multi-class priority system into one of a 2-class priority system. We can thus derive the loss probability of class $i$ due to preemption of class $i$ traffic from the total offered load in group $G$ using results we obtained in Section II-B. We have $p_{ji}, j < i, i = 1, \ldots, M - 1$ as the preemption parameters in $G$ on class $i$. Since we assume Poisson arrival inputs, the total sum of each high priority class that preempts class $i$, i.e., $\sum_{j=1}^{i-1} p_{ji} \lambda_j$, is also Poisson. It is straightforward to obtain the loss probability of class $i$ as:

$$B(\sum_{j=1}^{i} \lambda_j, k) + \sum_{j=1}^{i-1} p_{ji} \lambda_j \left( B(\sum_{j=1}^{i} \lambda_j, k) - B(\sum_{j=1}^{i-1} \lambda_j, k) \right),$$

(13) follows from our definition of $p_i$ and $\lambda$ with $p_i^T \lambda$ denoting the transpose of $p_i$.

**Remark 1:** Theorem 4 shows that the loss probability of class $i$ is linear in $p_i$.

**Remark 2:** Interestingly, a multi-class PPBS scheme with all the preemption parameters set as 1 in (13) reduces to a multi-class loss system with strict preemption which had previously been analyzed by Paul Burke in [2]. We will show later that a conservation law similar to (7) exists for such a strict preemption system.

**Remark 3:** Indeed, we can verify, using Lemma 2 (in the later part), that $L_i \leq 1, \forall i$, in (13).

Next, if a high priority class preempts any low priority class with the same probability, i.e., $p_{ji}, j < i$, is the same for all $i$ (reducing the range of possibly different preemption parameters from $M(M - 1)/2$ to $M$), then the following result shows the condition under which $L_i \geq L_{i-1}$ regardless of $p_i$ for all class $i$.

**Corollary 4:** If

$$S_i \geq S_{i-1}, \quad \forall i,$$

then $L_i \geq L_{i-1}, \forall i$, independent of the preemption parameter $p_i$.

**Proof:** Let

$$L_i - L_{i-1} = R_i + \frac{p_i^T \lambda}{\lambda_i} (R_i - R_{i-1}) - R_{i-1}$$

$$- \frac{p_{i-1}^T \lambda}{\lambda_{i-1}} (R_{i-1} - R_i - 2)$$

$$= (R_i - R_{i-1}) + \left( \frac{p_i^T \lambda}{\lambda_i} - \frac{p_{i-1}^T \lambda}{\lambda_{i-1}} \right)$$

$$R_{i-1} + \frac{p_{i-1}^T \lambda}{\lambda_{i-1}} R_{i-2}$$

(16)

Note that $R_i \geq R_{i-1} \geq 0$. After further simplifying and using the fact that $p_{ji}, j < i$, is equal for all $i$, the terms in the second bracket on the right-hand side of (16) is nonnegative if

$$(p_{i1} \lambda_i \lambda_{i-1} + \cdots + p_{i-2} i \lambda_{i-2} \lambda_{i-1})(R_i - R_{i-1})$$

$$-(p_{i-1} i \lambda_i \lambda_{i-1} + \cdots + p_{i-2} i \lambda_{i-1} \lambda_{i-2})(R_{i-1})$$

$$+(p_{i-2} i \lambda_i \lambda_{i-1} + \cdots + p_{i-2} i \lambda_{i-1} \lambda_{i-2} \lambda_i)R_{i-2} \geq 0,$$

which leads to the condition in (15).

**Remark 2:** Theorem 4 is satisfied, the actual loss probability of each class can still be controlled by the setting of $p_i$.

The next result gives a closed form expression of the preempted traffic load in a PPBS scheme. More importantly, it recovers some fundamental queueing-theoretic results in [13]. Furthermore, we build on our results and the work in [13], and present a unifying overview of minimizing the total loss rate in a system where the loss rate of class $i$ is defined as the product of offered load and loss probability of class $i$, i.e., $\lambda_i L_i$.

**Theorem 5:** The total preempted traffic load $\rho_{int}$ at a link with $k$ wavelengths is given by:

$$(\sum_{i=1}^{M-1} \lambda_i) R_M - \sum_{i=1}^{M-1} \lambda_i R_i,$$

(17)

where $R_i$ is given in (13).

**Proof:** From the proof of Theorem 4, we obtain the total preempted traffic load of class $i, i = 2, \ldots, M$, as

$$\sum_{i=1}^{M-1} \lambda_i \left( B(\sum_{j=1}^{i} \lambda_j, k) - B(\sum_{j=1}^{i-1} \lambda_j, k) \right).$$

(18)

Next, we sum up the preempted traffic load for each class $i$ in (18) to obtain the total preempted traffic load of all $M - 1$ classes (with priorities lower than class 1):

$$\rho_{int} = \sum_{i=2}^{M} \sum_{i=1}^{M-1} \lambda_i \left( B(\sum_{j=1}^{i} \lambda_j, k) - B(\sum_{j=1}^{i-1} \lambda_j, k) \right)$$

$$= \sum_{i=1}^{M-1} \lambda_i B(\sum_{j=1}^{i} \lambda_j, k) - \sum_{i=1}^{M-1} \lambda_i B(\sum_{j=1}^{i} \lambda_j, k).$$

(19)

Lastly, we obtain (17) using the definition of $R_i$ in (13).
with different configurations, i.e., a smaller load and number of servers, as given in the following result.

**Lemma 2 (Subadditivity of Erlang’s loss rate function [13]):**
For all positive integers \( k_j, j = 1, \ldots, M \),

\[
R_M \leq \sum_{j=1}^{M} \frac{\lambda_j}{\lambda} B(\lambda_j, k_j),
\]

where \( \sum_{j=1}^{M} \lambda_j = \lambda \).

Theorem 6:

\[
\sum_{j=1}^{M} \frac{\lambda_j}{\lambda} R_j \leq R_M \leq \sum_{j=1}^{M} \frac{\lambda_j}{\lambda} B(\lambda_j, k_j),
\]

where \( R_i \) is given in (13) and \( \sum_{j=1}^{M} k_j = k \).

**Proof:** Observe that the preempted traffic load in (17) is a nonnegative quantity, i.e., \( \sum_{j=1}^{M} \lambda_j R_M - \sum_{j=1}^{M-1} \lambda_j R_j \geq 0 \), which is equivalent to:

\[
R_M \geq \sum_{j=1}^{M} \frac{\lambda_j}{\lambda} R_j,
\]

where \( \lambda = \sum_{j=1}^{M} \lambda_j \). An alternative proof to (22) is by mathematical induction on \( M \) where the basis step is that, for \( M = 2 \), we have \( B(\lambda_1 + \lambda_2, k) \geq B(\lambda_1, k) \) which is always true. Let \( R_M \geq \sum_{i=1}^{M} \frac{\lambda_i}{\lambda} R_i \) be our induction hypothesis. The inductive step is as follows:

\[
R_{M+1} \geq \frac{\sum_{j=1}^{M} \lambda_j}{\sum_{j=1}^{M} \lambda_j} R_M + \frac{\lambda_{M+1}}{\sum_{j=1}^{M+1} \lambda_j} R_{M+1}
\]

\[
\geq \frac{\sum_{j=1}^{M} \lambda_j}{\sum_{j=1}^{M} \lambda_j} \left( \sum_{i=1}^{M} \frac{\lambda_i}{\lambda} R_i \right) + \frac{\lambda_{M+1}}{\sum_{j=1}^{M+1} \lambda_j} R_{M+1}
\]

\[
= \sum_{i=1}^{M} \frac{\lambda_i}{\lambda} R_i,
\]

where, in (23), inequality (a) is due to the basis step, and inequality (b) is due to the induction hypothesis. Now, combining (20) in Lemma 2 and (22), we have (21). 

**Remark:** It is useful to express the Erlang’s loss function in (6) in diverse ways for the purpose of studying certain forms arising in queueing theory related to (6) and also for the facilitation of numerical evaluation [9]. Indeed, the numerical evaluation of (6) is awkward when both \( \rho \) and \( k \) in (6) are large since both numerator and denominator are large [9]. Theorem 6, to the best of our knowledge, is new in the sense that we can bound the numerical computation of (6) efficiently (by subdividing \( \rho \) into various entities \( \lambda_i, \forall i \)) if \( \rho \) is large relative to \( k \).

**Corollary 5:** For all positive integers \( k_j, k_j \leq k, j = 1, \ldots, M \), and \( \sum_{j=1}^{M} k_j = k \),

\[
\sum_{j=1}^{M} \frac{\lambda_j}{\lambda} \left( B(\lambda_j, k_j) - R_j \right) \geq 0.
\]

**Proof:** (24) follows easily from the lefthand and righthand side bounds in (21) which are convex combinations with the same weight.

(24) has implication on the role of (6) arising in queueing theory. As an example, consider a 3-class system. From Corollary 5, we have the following result:

**Corollary 6:** For some positive integers \( k_j, k_j \leq k, j = 1, \ldots, M \), and \( \sum_{j=1}^{M} k_j = k \),

\[
B(\lambda_j, k_j) \geq R_j, \quad \forall j.
\]

**Proof:** (25) follows easily from (24). The second and original proof of (25) is due to Burke which was in fact used by Smith and Whitt to show Lemma 2 in [13]. We reproduce this short proof from [13] for the case of \( M = 2 \). Burke proved that \( B(t(\lambda, tk)) \) is strictly decreasing in \( t \) for \( t \geq 0 \). When \( \lambda_1/k_1 = \lambda_2/k_2 \), then \( B(\lambda_1 + \lambda_2, k_1 + k_2) = B(t(\lambda_1, tk_1)) \) for some \( t \geq 1 \), so \( B(\lambda_1, k_1) \geq B(\lambda_1 + \lambda_2, k_1 + k_2) = R_2 \) for each \( i \).

**A. A conservation law in a multi-class loss system with strict preemption**

Note that if a strict preemption system satisfies (15) in Corollary 4, then \( L_i \geq L_{i-1}, \forall i \). In addition, the 2-class conservation law in (7) can be generalized to a multi-class version. Specifically, we have the following result which complements Burke’s results in [2].

**Theorem 7:** In a \( M \)-class system on a link with \( k \) wavelengths, where \( M \geq 2 \) and \( k \geq 1 \), a conservation law holds if there is strict preemption, i.e.,

\[
\rho B(\rho, k) = \sum_{i=1}^{M} \lambda_i L_i(1_i).
\]

**Proof:** Substitute preemption vectors \( \mathbf{p}_i = 1_i, \forall i \), where \( 1_i \) denotes the vector with the first \( i - 1 \) entries of all ones, to a sum of loss rates \( \lambda_i L_i(\mathbf{p}_i), \forall i \), in (13). Further simplification leads to the lefthand side of (26).

**Remark:** Interestingly, there are \( M - 1 \) sets of conservation (23) law relationship in (26). We exemplify this point as follows. Consider a 3-class system with \( k \) wavelengths, then both Class 1 and Class 2 will obey a set of conservation law, i.e., \( (\rho_1 + \rho_2) R_2 = \sum_{j=1}^{2} \lambda_j L_j(1_j) \), and all the three classes will obey another set of conservation law, i.e., \( \rho R_3 = \sum_{j=1}^{3} \lambda_j L_j(1_j) \) where \( R_i \) is given in (13). Theorem 7, in a way similar to Kleinrock’s Conservation Law for weighted delays in a multi-class non-preemptive \( M/G/1 \) queueing model (e.g., see (7) in [11]), captures the tradeoff between the loss probability of each priority class and its offered load. Interestingly, (26) relates two different scheduling techniques together; we have, respectively, a system with no service differentiation and a system with strict priority differentiation on the lefthand and righthand sides of (26). This relationship is explored further below.

**B. A unifying overview of total loss rate minimization on a link**

Based on the above results, we present a unifying overview of minimizing loss rate that captures the tradeoff between
overall efficiency and providing service differentiation to individual classes. Smith and Whitt showed in [13] that efficiency increases when we combine separate traffic systems into a single system which results in lower loss rate. Indeed, Lemma 2 can be viewed as the optimality condition to the following optimization problem where we minimize the total loss rates of the system by allocating servers in a fixed fashion (from a total \( k \) servers) to different traffic classes:

\[
\begin{align*}
\text{minimize} & \quad \sum_{i=1}^{M} \lambda_i L_i \\
\text{subject to} & \quad \sum_{i=1}^{M} k_i = k, \\
& \quad L_i \in \mathcal{L}, \\
\text{variables:} & \quad L_i, \ k_i = \{0, 1, \ldots, k\}, \forall i,
\end{align*}
\]

where \( \mathcal{L} \) is the admissible loss region characterized by the particular scheduling discipline, e.g., a work conserving scheduler with Poisson input and memoryless service time distributions, and \( L_i \) is the loss probability of each class and may depend (through \( \mathcal{L} \)) on the variables \( k_i, \forall i \). Note that we may provide service differentiation in such a framework, e.g., if class \( i \) and class \( j \) has the same offered load, class \( i \) gets a loss probability smaller than class \( j \) by setting \( k_i > k_j \). As given in (20), the optimal strategy to minimize loss rate is not to divide the \( k \) servers, i.e., we have an Erlang’s loss system without any priority. Interestingly, Theorem 6 can be viewed as the concatenation of two optimality conditions where (22) is viewed as an optimality condition to yet another strategy to minimize the total loss rate in a system. Indeed, the term on the lefthand side of (21) can be viewed as the total loss rate of a segmentation only system, i.e., PPBS with \( \mathbf{p}_i = \mathbf{0}, \forall i \), which can be viewed as the optimal strategy to minimize total loss rate in a link where we differentiate among the \( M \) classes using priorities and we allow any of the \( M \) classes to use all the \( k \) servers, i.e., (27) with only the variables \( L_i, \forall i \), and removing the constraint on subdividing the \( k \) servers.

Interestingly, equality on the lefthand and righthand side of (21) is achieved if we only have a single class Erlang’s loss system. It is straightforward to see the condition under which we have equality on the righthand side. On the other hand, we have equality on the lefthand side of (21) only if there is no preempted traffic load, i.e., no preemption or segmentation, c.f., Theorem 5. This happens only if we have a single class system. The total loss rate on the lefthand side inequality in (21) can be satisfied by a work conserving burst scheduling scheme. In particular, it is easy to see that the PPBS scheme can achieve any point in this total loss rate region using any feasible \( \mathbf{p}_i, \forall i \), since \( L_i \) in (13) is continuous in \( \mathbf{p}_i \). By substituting (26) into the middle term in (21), we see that a continuum region of total loss rate can be achieved depending on whether we subdivide the available \( k \) servers for each class or how we select the preemption parameters of the PPBS scheme. Figure 4 summarizes this continuum region of the total loss rate achievable in the system given by Theorem 6.

**C. Minimizing the sum of loss rates in a PPBS scheme**

When the offered load changes dynamically at a link with \( k \) wavelengths, different loss probabilities for class \( i \) can be achieved by a proper choice of the parameter vector \( \mathbf{p}_i \). We can also find the optimal vectors \( \mathbf{p}_i^*, \forall i \), that minimize the total loss probabilities of all classes for a given offered load distribution and satisfy the predetermined lower and upper bounds for loss probabilities of each individual class. Specifically, we have:

\[
\begin{align*}
\text{minimize} & \quad \sum_{i=1}^{M} w_i L_i(\mathbf{p}_i) \\
\text{subject to} & \quad L_{i,\text{min}}(\mathbf{p}_i) \leq L_i(\mathbf{p}_i) \leq L_{i,\text{max}}, \forall i, \\
& \quad 0 \leq \mathbf{p}_i \leq \mathbf{1}, \forall i, \\
\text{variables:} & \quad \mathbf{p}_i, \forall i,
\end{align*}
\]

where \( L_i(\mathbf{p}_i) \) is given by (13), \( L_{i,\text{min}} \) and \( L_{i,\text{max}} \) are given constant lower and upper bounds on \( L_i(\mathbf{p}_i) \) for \( i = 1, \ldots, M \), respectively, and \( w_i \)’s are the positive weights associated with each class. Note that, by setting \( w_i = \lambda_i, \forall i \), we are minimizing the total loss rate in the system. (28) is a linear program and thus can be solved efficiently to obtain \( \mathbf{p}_i^*, \forall i \). In addition, other QoS constraints can also be incorporated into the above optimization framework by formulating the QoS constraints as part of the constraint set in (28).

**D. Achieving proportional loss differentiation in a multi-class system**

Using the multi-class proportional loss differentiation model in [6], the loss probabilities and the desired loss ratios are expressed as:

\[
\frac{L_i}{L_j} = \frac{\sigma_i}{\sigma_j}, \quad 1 \leq i, j \leq M,
\]

where the parameters \( \sigma_i \) are termed the loss rate differentiation parameters (LDPs) in [6], and are ordered as \( \sigma_1 < \cdots < \sigma_M \). To satisfy (29), we define \( r_{i,i} \) as the proportional loss ratio between each low priority class \( i, 1 < i \leq M \), and class 1 (highest priority), i.e., \( r_{i,i} = \sigma_i/\sigma_1 \). Similar to section II-C, \( r_{i,i}, \forall i \), can be achieved by selecting a proper \( \mathbf{p}_i \). The difference to section II-C is that, in addition to using different number of wavelengths \( k \), we have \( i - 1 \) degrees of freedom for
each class $i$; increasing $M$ enlarges the feasible region. Figure 5 shows how the feasible region of Class 2 increases with the number of wavelengths $k$ and number of classes $M$ for a fixed system utilization $\rho = 0.9$ with even load distribution. The feasible region increases more rapidly with $k$ than $M$.

Our proposed scheme to achieve multi-class proportional loss differentiation is as follows: Since feasible $p_i, \forall i$, depend on the offered load distribution, a link measures the offered load of each class periodically to obtain $\lambda$ (or obtain $\lambda$ from the BHP if the rate information is encoded in the BHP during burst assembly). For our purpose, we use the jumping window scheme in Figure 6. Next, from a pool of wavelengths, we select $k$ wavelengths to compute $p_i, \forall i$, to achieve $r_{1,i}, \forall i$. Since each component of $p_i$ cannot be larger than 1, the feasible region, for a fixed $k$, is given by:

$$R_i/L_1 \leq r_{1,i} \leq (S_i \sum_{j=1}^{i-1} \lambda_j + R_i)/L_1, \quad i = 2, \ldots, M. \quad (30)$$

If, for some $i$, $r_{1,i}$ lies outside (30), $k$ is increased until we achieve $r_{1,i}, \forall i$. However, feasible regions for different $k$ are disjointed. Hence, for a fixed $M$, some $r_{1,i}$ cannot be achieved using the PPBS scheme for a given load distribution. We can incorporate (29) to the constraint set of (28) to determine $p_i, \forall i$, that achieve proportional loss differentiation and minimize the total sum of loss probabilities. Moreover, the feasibility of the constraint set in (28) also determines the feasibility of (30). However, instead of solving a linear program, we propose in Figure 7 a simple algorithm of complexity $O(MK_{max})$ where $K_{max}$ is the maximum number of wavelengths at the link that computes $p_i, \forall i$, with the minimum $k$ required to achieve $r_{1,i}, \forall i$, when all higher priority classes of class $i$ preempts class $i$ with the same probability $p_i$, i.e., $p_i = p_i1_i, \forall i$.

Initially:
arrival_rate_i:=0.0;
At the end of each measurement window:
counter_i = \# of class $i$ pkt arrivals within the window;
W = window size (in time units);
arrival_rate_i := counter_i/W;

Fig. 6. Jumping Window Algorithm. The computed value arrival_rate_i is stored in each element of $\lambda$.

**Input:** Maximum upper bound $L_{1, max}$ on Class 1 loss probability, $r_{1,i}, 2 < i \leq M$ and the size of the wavelength pool, $K_{max}$.

**Output:** Minimum number of wavelengths required to satisfy desired loss ratios $r_{1,i}$ and $p_i, 2 < i \leq M$.

1) Measure $\lambda$ vector of $\lambda_i$ with the Jumping Window Algorithm.
2) Compute the minimum $k$ that satisfies $L_1 < L_{1, max}$ using (6); Set loop=TRUE; Set $k = 1$;
3) While($k \leq K_{max}$ and loop){
4) Compute $L_1$ using (6);
5) Set var = $\lambda_1$;
6) For $2 \leq i \leq M$
7) Compute $R_i$ and $S_i$;
8) If $r_{1,i}$ satisfies (30), set $p_i = (r_{1,i}L_1 - R_i)/(S_i\text{var})$;
   Set var = var + $\lambda_i$; If(i==M), loop=FALSE;
9) Else{
10) If(i == 2), set $k = k+1$;
11) Else if ($i > 2$) and ($R_i/L_1 > r_{1,i}$), set $p_i = 0$;
   Set var = var + $\lambda_i$;
12) Else if ($i > 2$) and ($r_{1,i} > (S_i\text{var} + R_i)/L_1$), set $p_i = 1$;
   Set var = var + $\lambda_i$;
13) }
14) } * end while loop*;
15) If ($k > K_{max}$), return “The pool of wavelengths fails to meet given desired loss ratios”.

**E. Extension to a mixed PPBS and Erlang’s loss system**

We consider next the queueing model where the PPBS scheme is restricted only to a subset of the wavelengths in a link. Specifically, we partition the total number of available wavelengths $k$ into 2 groups — a primary group with $k_1$ wavelengths that implements the PPBS scheme and a secondary group with $k_2$ wavelengths that has no priority system where $k = k_1 + k_2$. Wavelengths are searched in order of increasing index starting from the primary group first. Wavelengths in the secondary group are competed by all the priority classes on a first-come-first-serve basis. Preemption and segmentation takes place only in the primary group if no free wavelength is available in all groups. This mixed system is similar to the ordered hunt scheduling studied in [5], but differs in the adopted scheduling discipline in the primary group. For simplicity, we focus on a 2-class system, and we use the overflow model in [5] for our analysis. First, consider class 1 where the first moment $a$ of the overflowed class 1 traffic is $a = \lambda_1 B(k_1, \lambda_1)$, and the second moment $v$ is given by the Riordan formula in [5], $v = a(1-a + \frac{\lambda_1}{k_1+1-\lambda_1+a})$. A moment-matching technique such as the Wilkinson’s equivalent random method in [5] can be used next to estimate the overall loss probability of class 1, $P_H$, which is a function of the preemption parameter in the primary group, and, intuitively, is larger than $P_H$ in the PPBS scheme for the same $k$. The overall loss probability of class 2,
in the PPBS scheme for the same scheme, a mixed PPBS and Erlang system can increase loss differentiation by relaxing the constraint of complete isolation among the priority classes and allow a possibly wider range of total loss rate to be achieved than that given in Figure 4.

IV. PRACTICAL IMPLEMENTATION OF THE PPBS SCHEME

The theoretical framework of PPBS scheme assumes that burst segmentation can occur anywhere in a burst. In practice, this assumption may not be entirely true. First, a burst consists of many assembled IP packets. Segmenting an IP packet anywhere other than at the start and end of the packet may lead to fragmentation and further complication at higher layer protocols. Second, segmentation incurs overhead by the need to append extra control information bits to those parts of a burst where segmentation can occur. One way to reduce complexity and overhead in implementation is to let a data burst consist of finite unit segments of configurable length. In such a scheme, the length of a unit segment affects the overall burst loss probabilities in the PPBS scheme. As an illustration, let us assume that the low and high priority bursts have the same unit segment length. If each unit segment length is relatively large, then a relatively large void is created which reduces the utilization efficiency of a wavelength. This is shown in Figure 8a where the dotted lines in each burst indicate the start and end of unit segments. The preemption time in the figure refers to the epoch where the low priority burst is removed from the particular wavelength, and the service time refers to the epoch when the high priority burst begins its service on that particular wavelength.

On the other hand, if we fix the burst size and allow a smaller unit segment length, more overhead information has to be stored in the burst as compared to the previous case with a larger unit segment length. However, this tradeoff between implementation complexity and efficiency can be mitigated by allocating unit segments of different sizes throughout the burst. For example, as shown in Figure 8b, a burst may be designed with smaller unit segments closer to the tail (head) of the low (high) priority burst. In such a scheme, the OBS link actively begins its service on that particular wavelength.

V. NUMERICAL EXAMPLES

In this section, we give a numerical performance evaluation of the PPBS scheme. We use Poisson and LRD traffic models for our numerical simulations. As shown in [8], LRD will remain a salient property of network traffic even as network characteristics such as bandwidth and topology evolve over time. Hence, evaluation of the PPBS scheme using LRD traffic has practical implication. LRD traffic is modeled by a superposition of 64 On/Off sources with On and Off periods distributed according to a Pareto distribution with shape parameter 1.3. The simulation results of Experiments 1 to 4 are obtained for an OBS link with multiple wavelengths. Simulation result in a network is presented in Experiment 5. The mean service time is taken to be the unit of time and the service times of packets in each class follow the same exponential distribution with unit mean unless otherwise stated. The 95% confidence interval is within 5% of the reported values.

A. Experiment 1 (Verifying the analytical loss probabilities and insensitivity property)

The arrival rates of class 1 \( \lambda_1 \) and class 2 \( \lambda_2 \) are 0.2 and 0.4 Erlangs respectively. We verify the analysis in Section II as shown in Figure 9a and 9b by varying \( p \) using Poisson traffic as input on a link with one wavelength and four wavelengths respectively. Next, we consider only the four wavelength case, and set \( p = 0.3 \) and the proportion of class 1 traffic to 40%. Figure 10 shows the loss probabilities with varying offered load for the case of four wavelengths using both Poisson and LRD traffic models. Next, we conduct two sets of measurement for the Poisson sources by taking the service time duration from a deterministic and lognormal distributions. Interestingly, the simulation using different service time distribution matches the analysis using Poisson input and exponential service time which corroborates the conjecture that the PPBS queueing model is valid for general service time distribution. The loss probability of high priority class is due solely to competing high priority traffic, and not due to the probabilistic control of preemption on any low priority class. We also observe that the queueing model can accurately predict the loss probability under LRD traffic when the offered load is at low and mid-range level. As the offered load increases from mid-range to full system utilization, the theoretical result serves as a lower bound to the loss probabilities of LRD traffic bursts. We also observe that the measured preempted load intensity due to LRD traffic is generally smaller than that due to Poisson traffic because LRD traffic bursts tend to arrive in bursty fashion, and the loss
is due mainly to competing within the same class rather than due to preemption from high priority bursts.

B. Experiment 2 (Comparing the PPBS and PPS schemes)

Figure 11 compares the PPS and PPBS scheme for a single wavelength case using Poisson traffic as input. We fix the proportion of Class 1 traffic at 25%, \( p = 0.3 \), and vary the system utilization. As shown, the loss probability of Class 1 is significantly better in the PPBS scheme than that in the PPS scheme. Also, the loss probability of Class 2 is always lower than that in the PPS scheme. In summary, the PPBS scheme outperforms the PPS scheme.

C. Experiment 3 (Investigating the preempted traffic load at a link)

We show how (17) in Theorem 5 in a 2-class system quantifies the amount of both preempted bursts and lost segments, i.e., preempted traffic load at a link. We assume that a particular neighboring link always has free wavelengths, and preempted traffic load is rerouted to this neighboring link. Fixing the proportion of Class 1 at 40%, Figure 12a shows the preempted traffic load at a link under different system utilization with different number of wavelengths. Next, by fixing the system utilization at 1, we vary the proportion of class 1 traffic and plot \( \rho_{int} \) given in (17) in Figure 12b. We make two observations: For a link with one wavelength, the preempted traffic load is never more than 0.1 even at full uti-
lization. The preempted traffic load peaks when the proportion of class 1 is around half. The peaks also indicate that the maximum preempted traffic load comprises of approximately 15% of Class 2 traffic. Figure 12 shows that, as the number of wavelengths increases beyond 8, the preempted traffic load at a link is negligible. In summary, as the preempted traffic load is independent of \( p_i \); as shown in (17), it can be made negligibly small by selecting an appropriate number of wavelengths.

D. Experiment 4 (Comparison of the PPBS scheme and previous schemes in achieving proportional loss differentiation)

We compare the performance of the PPBS scheme in achieving proportional loss differentiation at a link with the partial preemptive scheme in [3] and the intentional dropping scheme in [4]. For all the schemes, the jumping window scheme is used to measure the traffic load periodically. For both schemes in [3] and [4], the loss ratios are measured at the end of each window \( W \), while the PPBS scheme dynamically adapts \( p_i \); \( \forall i \). We consider 4-class system on a link with 3 wavelengths. The total system utilization \( \rho \) is set at 0.4 with even load distribution. The desired loss ratios are first selected as \( r_{1,2} = 8 \), \( r_{1,3} = 32 \), \( r_{1,4} = 64 \), and then changed to \( r_{1,2} = 12 \), \( r_{1,3} = 48 \) and \( r_{1,4} = 96 \) at \( 1 \times 10^4 \) time units with \( W \) selected as 2000 time units (a medium window size). Figure 13 shows the short-term loss ratio with time. The achievable loss ratios \( L_i/L_1 \), \( i = 2, 3, 4 \), for the PPBS scheme, partial preemptive scheme in [3] and intentional dropping scheme in [4] are indicated in Figure 13, respectively. Dynamically adjusting \( p_i \); \( \forall i \), using the jumping window scheme is effective, while the methods in [3] and [4] cannot achieve the desired loss ratios most of the time. The method in [4] results in large dropping of low priority bursts and low bandwidth utilization, whereas the method in [3] needs a relatively longer time to converge to the new desired ratios when there is a sudden change in the desired loss ratios requirement at \( 1 \times 10^4 \) time units. In both methods, there is also large deviation from the desired loss ratio at short timescale. Table 1 shows the average number of preemption and segmentation in a typical window of the PPBS scheme. From Table 1, we also observe that the average number of segmentation is very small which means that the probability of packet reordering at the receiver is also correspondingly very small. In summary, our scheme can achieve the specified proportional loss differentiation effectively under different combination of total system utilization and offered load distribution.
expressed in Erlangs by the link utilization per wavelength as 
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rate. Each scheduled burst of each priority class holds for an 
exponentially distributed period with unit mean. The load is 
Poisson process with rate 
likely to be the destination for a burst. The shortest path 
routing is used for routing a burst from the source edge node 
to the destination edge node. No fiber delay line is used in the 
network. We propose a Probabilistic Preemptive Burst Segmentation 
(PPBS) scheduling scheme for providing service differentiation
in a WDM optical burst switching network. Our results 
are applicable for a system with multiple priorities on a link 
with an arbitrary number of wavelengths. Our queueing model 
also implicitly leads to new queueing-theoretic results related 
to the Erlang’s loss function which may be useful in the role of 
the Erlang’s loss function arising in some areas of queueing 
theory. Furthermore, we also characterize the total loss rate 
region that a work conserving burst scheduling techniques can 
achieve. As an application of the PPBS scheme, we show that 
the PPBS scheme can provide diverse loss differentiation by 
adjusting the preemption parameters to minimize the sum of 
loss probabilities on a link and achieve proportional loss differ-
etiation among priority classes. Using numerical examples, 
we show that it outperforms previous schemes in burst loss 
differentiation.

**TABLE I**

**Average Number of Preemption and Segmentation in a Window of Width 2000 Time Units for the PPBS Scheme When the Preemptive Parameter \( p \) is Approximately \([0.4, 0.45, 0.55]^2\). The First and Second Entry in Each Tuple is the Average Fraction of Preemption and Segmentation Respectively.**

<table>
<thead>
<tr>
<th>Wavelength index</th>
<th>Class 2</th>
<th>Class 3</th>
<th>Class 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wavelength 1</td>
<td>(1.4, 1.2)</td>
<td>(1.67, 2.46)</td>
<td>(3.72, 5.60)</td>
</tr>
<tr>
<td>Wavelength 2</td>
<td>(0.51, 0.56)</td>
<td>(1.15, 1.93)</td>
<td>(3.1, 2.72)</td>
</tr>
<tr>
<td>Wavelength 3</td>
<td>(0.2, 0.51)</td>
<td>(0.82, 1.76)</td>
<td>(1.80, 1.72)</td>
</tr>
</tbody>
</table>

![Fig. 13. Loss ratios achieved using the PPBS scheme, partial preemptive scheme in [3] and intentional dropping scheme in [4] with a change in desired loss ratios at time= 10000 units.](image)

**E. Experiment 5 (Achieving end-to-end proportional loss differentiation in a network)**

To evaluate the performance of the proposed proportional loss differentiation algorithm in Section III-D in a network, we conduct simulations using a random network having \( N = 32 \) edge nodes and 32 OBS nodes with \( J = 64 \) links. Each OBS node has \( K = 24 \) wavelengths and all links are bi-directional. Bursts arrive at each edge node according to a Poisson process with rate \( \lambda \), and every edge node is equally likely to be the destination for a burst. The shortest path routing is used for routing a burst from the source edge node to the destination edge node. No fiber delay line is used in the network. We consider three traffic classes (Class 1, Class 2 and Class 3) with different priorities but with the same arrival rate. Each scheduled burst of each priority class holds for an exponentially distributed period with unit mean. The load is expressed in Erlangs by the link utilization per wavelength as 

\[ \rho = \frac{NAH}{K}, \]  

where \( H = 64/31 \) is the average path length. The desired end-to-end loss ratios between Class 1 and Class 2, and Class 2 and Class 3 are 8 and 50 respectively. We compare our scheme with the intentional dropping scheme in [4]. We use a window size of width 3000 time units which is relatively larger than that in Experiment 4 to measure the average loss ratios because Experiment 4 has shown that the average loss ratios achieved by the intentional dropping scheme vary significantly if the window size is too small. Figure 14 shows the loss probabilities of Class 2 and 3 in the two schemes. We see that the end-to-end loss probabilities for Class 2 and Class 3 using intentional dropping are significantly larger than that in the PPBS scheme.

Figure 15 shows that the PPBS scheme can effectively maintain the end-to-end loss ratios between classes very close to the desired ratios, whereas in the intentional dropping scheme, the achievable ratios deviate very far from the desired ratios as the scheme attempts to drop relatively large number of bursts in order to reach the desired ratio in the fastest possible time. This momentarily large loss probability of a class can in turn adversely affect the loss ratios between other classes, i.e., the loss probability of Class 2 cannot be kept fairly constant long enough to maintain the loss ratio between Class 2 and 3 at a particular equilibrium before the loss probability of Class 2 changes again in order to achieve the desired ratio between Class 1 and Class 2. Table 2 shows the average number of preemption and segmentation in the network averaged over all links in a typical window. Similar to Table 1, we see that, on average, the number of preemption and segmentation can indeed be made very small by using a relatively large number of wavelengths in the PPBS scheme (thus reducing the likelihood of packet retransmission and packet reordering at the receiver side). In summary, the proportional loss differentiation algorithm in the PPBS scheme can maintain the end-to-end loss ratios close to the desired ratios at lower loss probabilities for all classes than the intentional dropping scheme.

**VI. Conclusions**

We propose a Probabilistic Preemptive Burst Segmentation (PPBS) scheduling scheme for providing service differentiation in a WDM optical burst switching network. Our results
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Fig. 14. Loss probabilities for Class 2 and Class 3 vs. total system utilization with the proportional loss differentiation algorithm in Figure 7 and the intentional dropping scheme.

Fig. 15. Achievable loss ratios between each class vs. total system utilization with the proportional loss differentiation algorithm in Figure 7 and the intentional dropping scheme.

<table>
<thead>
<tr>
<th>Wavelength index</th>
<th>Class 2</th>
<th>Class 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wavelength 1</td>
<td>(1.2 × 10^{-10}, 1.9 × 10^{-10})</td>
<td>(3.3 × 10^{-10}, 2.3 × 10^{-10})</td>
</tr>
<tr>
<td>Wavelength 2</td>
<td>(1.2 × 10^{-10}, 0.5 × 10^{-10})</td>
<td>(8.5 × 10^{-10}, 1.09 × 10^{-9})</td>
</tr>
<tr>
<td>Wavelength 3</td>
<td>(5.4 × 10^{-10}, 7.5 × 10^{-10})</td>
<td>(1.03 × 10^{-9}, 1.36 × 10^{-9})</td>
</tr>
</tbody>
</table>
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APPENDIX

A. Proof of (1)

A new class 1 burst gets lost when it sees another class 1 burst still in service, and this happens with probability \( p(1, 0) + p(1, 1) \). Hence, the loss probability of class 1, \( P_L = p(1, 0) + p(1, 1) \). Similarly, a new class 2 burst gets lost when another burst, regardless of its priority, is still in service which happens with probability \( p(1, 0) + p(1, 1) + p(0, 1) \). But, in addition, once it gets admitted into the system, it gets dropped with a probability of \( p\lambda_2 p(0, 1)/\lambda_2 \) due to preemption from a class 1 burst. Hence, \( P_L = p(1, 0) + p(1, 1) + p(0, 1) + p\lambda_2 p(0, 1)/\lambda_2 \).
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