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Abstract—As P2P multimedia streaming service is becoming peer always try to first retrieve video blocks among peers in
more popular, it is important for P2P-VoD content providers to  the network. Only when the video block is not available or
protect their servers identity. In this paper, we first show that it is other peers are busy, then this peer will request the videkbl

possible to launch an ftdentity attack”: exposing and identifying . S
servers of peer-to-peer video-on-demand (P2P-VoD) systemiThe from the content server. The rationale for this video retaie

conventional wisdom of the P2P-VoD providers is that identy ~ Priority is to reduce the workload to the content server s th
attack is very difficult because peers cannot distinguish beeen the P2P-VoD system an scale and support more users.
regular peers and servers in the P2P streaming process. We@r  There are a number of justifications as to why one wants to

the first to show that it is otherwise, and present an efficienand . . . .
systematic methodology to perform P2P-VoD servers detec. discover the identity of content servers in a P2P-VoD system

Furthermore, we present an analytical framework to quantify « A P2P-\VoD company wants to discover content servers of
the probability that an endhost is indeed a P2P-VoD server. its competitor so that it can easily launch network attacks

the second part of this paper, we present a novel architecter .
that can hide the identity and provide anonymity protection for (e.g., DDosS [4], [13], [15], low rate attacks [9]) on its

servers in P2P-VoD systems. To quantify the protective caylity competitor’s servers so to degrade the streaming quality.
of this architecture, we use the fundamental matrix theory” to Users of this victimized P2P-VoD system may abandon
show the high complexity of discovering all protective nodg so the service and opt for other P2P-VoD distributors.

as to disrupt the P2P-VoD service. We not only validate the
model via extensive simulation, but also implement this prtective
architecture on PlanetLab and carry out measurements to regal

« A law enforcement agency may want to identify the IP
addresses of content servers that distribute any illegal

its robustness against identity attack. movie so that have sufficient evidence to persecute the
operators of such P2P streaming service.
I. Introduction « Owners of movies/audio records may want to discover

the identity of P2P-VoD content servers and persecute the
P2P-VoD operators if they find out that their copyrights
are infringed.

Peer-to-peer video-on-demand (P2P-VoD) streaming is one
of the most promising P2P applications [2]. The aim of this
service is to provide users an almost instant access to a larg
number of videos that are stored in the servers of a P2Bo it is to the best interest of P2P-VoD content providers to
VoD system. P2P-VoD is gaining popularity, for exampleynderstand the risk of exposing their content servers, amd h
companies like PPLive and PPStream are providing sutthprotect resources if identity leakage is deem possible.
service and they can support a tens of thousands of conturrerThe conventional wisdom is that it is technically difficult
users. However, it is also due to this popularity that P2P-Voto discover servers in P2P-VoD systems. People argue that
servers are often vulnerable to many security attacks. @neumder the P2P paradigm, a peer changes connections with its
them is called theitlentity attack, which is to discover the neighbors from time to time, and it is difficult to distinghis
identity, e.g., IP addresses, of P2P-VoD servers. whether a neighbor is a server, or simply another peer in

The architecture of most P2P-VoD systems [2] can be briefilye network. Another argument for the difficulty to identify
described as follows. A P2P-VoD system maintains a set afntent servers is that most of these systems are closed:
content servers which store all available movies. Furtloeen users do not have access to the P2P-VoD source codes, so
the system also has a set of trackers (or special nodes)ittes difficult to extract the semantic of the communication
assist peers to discover available movies among others pgaotocol and it is a challenge to identify content servetse T
in the P2P network. To access a movie, a peer first determimestributions of our paper are:
whether the movie is available among other peers in the PEBD We challenge this conventional wisdom by presenting a
network. If yes, then this peer can access the movie via otlsgistematic methodology to identify content servers in P2P-
peers. If not, this peer will then connect to the contenteserv\VoD systems.

During the streaming service of the entire movie, this pe€2) The identification methodologyoes not require access to
may retrieve video blocks either from (1) other peers whidhe P2P-VoD’s source coder full examination of packets’
are watching this movie or have cached the video blocks payloads But rather, we useapture-and-filter technique®
this movie, or (2) from the content server which stores thdentify content servers.

entire movie. To reduce the workload to the content serv¢8) We present analytical model to quantify the probabitity



an endhost being a content server. To distinguish these resourceful peers from servers of a P2P
(4) We carry out experiment on realistic P2P-VoD system¥pD system, we exploit the second characteristic that aeserv
i.e., PPLive and PPStream, and validate the effectivenessusually has a high upload/download ratio. In other words,
our identification algorithm. servers provide more traffic (or data) to peers than that they
(5) We propose a novel architecture which we shikld-nodes receive from peers.

to counter this identity attack. We analytically show thaitsi High availability: One cannot solely rely on the first two
computationally expensive to identify all shield nodes so ttharacteristics to determine whether an end host is a conten

disrupt the P2P-\oD service. server or not. Due to the multiple movie caching (MVC)
(6) We carry out PlanetLab experiments to demonstrate theplication strategy of the current P2P-VoD systems [2], it
effectiveness of our protective architecture. is possible that a resourceful peer can simply provide uploa

service of its cached movie while requesting small amount of
meta information. So we exploit the third characteristiatth
Let us present the methodology to identify content serversdontent servers arenline and operationalmost of the time.
a P2P-VoD system. We want to emphasize that the methodphe high availability is an essential characteristic siooetent
ogy we proposeloes not requirene to have any knowledgeservers have to provide instant access. Other peers do not
of the source code of a P2P-VoD system, andides not have this characteristic since they may leave the P2P nietwor
require one to examine the full payload of packets. Insteagfter they finish watching their desired movies. Based osghe
we propose to monitor the behavior of end hosts, and to infefiaracteristics, our capturing methodology can be divideml
the statistical properties of such end host, e.g., the fmibtya two steps:
that this end host is a content server in a P2P-VoD systegtep 1:We use an éxhaustive methddo harvest all peers and
After executing the detection algorithm for a particularvieo  content servers which can provide upload service for aqarti
we will have the information of all suspicious IP addressaar movie, sayM;,. A P2P-VoD client software will be running
together with their probabilities of being a content serveh one computer, sag,,, which serves as a normal peer, while
(Fig. 1). In what follows, we describe in detail our detentioanother computei(;, discovers all communicating peers of
methodology as well as the statistical inference procedure ¢, via the ‘iptables” software. Any communicating peer that
satisfies the first property (i.e., high upload volume/cépac
Detection: is kept in thesuspicious lis{.SL). Since a P2P client can only
Computation communicate with a finite number of peers at any given time,
we also uséptables to block those peers if L. This way, we
force the normal clienf,, to communicate with a new set of
peers and repeat this process until we discover all peets tha
have a copy of the movi@/;. To reduce the size of L and
enhance the accuracy to discover the content servifofwe
Fig. 1. Overview of our Detection Procedure use the second property: servers have high upload/download
ratio, to further filter unqualified peers fro$iL.
] ) o Step 2: After step 1,5 L contains content serveasidresource-
A. Capturing Technique for Suspicious IP Addresses ful peers that have cached movid,. We exploit the third
A P2P-VoD system usually contains tens of thousands pfoperty: content servers are highly available so to deffiéiate
movies which are accessible to any user. Our goal is tontent servers from those resourceful peers. We only foous
determine the potential content servers that store a partithose peers irt L. We check their online status each time by
lar movie. Based on this methodology, one can recursivglyobing their status in the P2P-VoD network. After a segeenc
discover content servers of other movies in the system.  of probes, we will show how to accurately determine the
Let us first describe our capturing technique, which is torobability that a given peer iSL is indeed a content server.
harvestandidentify suspicious content servers of a particulaDetail explanation will be given in later subsections.
movie, sayMy. Note that content servers of P2P-VoD systenBetails of the capture methodology:In order to imple-
usually have the following properties, based on which, waent this harvest and capture technique, we maintain two
design the capturing technique: computers,C,, and Cq4, and we establish a network address
High upload volume/capacity: Since a P2P-VoD systemtranslation (NAT) system between them. Compuigruses
needs to provide service to users and uploads data to mémy Windows OS and P2P-VoD softwares (e.g., in our case,
peers, servers usually have a high upload capacity. FurthePLive or PPStream client software, but it can be any P2P-
more, the total amount of upload traffic from a content serv®oD software) and acts as a normal client. The other computer
is much higher than regular peers. Cq4 uses the Linux OS and acts as a NAT server that monitors
High upload/download ratio: Some resourceful peers inany incoming/outgoing traffic of’,,. All IP capturing and
a P2P-VoD system may also have high upload volume filtering operations are implemented on the NAT sewgr
capacity. This is especially true for those peers that haveWe implement a software to further analyze all these
broadband access or have cached large number of movies §2ptured packets. Since all packets are stored imétfiter

[1. Detection Methodology
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gueue, we use thdibipq library to extract them. The main for all incoming packets to our clier@,, we first check its

capturing algorithm is depicted in Algorithm 1. source address. If it is in tHRLOCKLIST we simply drop the
packet. Otherwise we accept it and keep track of its payload
Algorithm 1 Capturing Algorithm length. If the total upload volume exceeds a pre-defined
1: ihandle=ipgcreate handle(0, PEINET); THRESHQLDwe add this IP address to tB_EILO_CK_LIST For
2: ipg_set mode(ihandle,IPQCOPY_PACKET,BUF _SIZE); any outgoing packets fror@,, we also maintain its payload
3: while TRUE do . length information because we will use it to determine the
ps 'rflggre:afggggﬂ)‘zcﬁg&b%?'ZE‘ 0 upload/download ratio for further peers’ filtering. .
6: iph = (struct iphdr)msg-payload; We want to emphasize that the capture and harvest technique
7: packethandling procedure(iph); is totally automated and this technique has a very small
8: end while computational overhead. For each incoming/outgoing packe

the time complexity is jusO(N), where N is the number

Packet handling procedure is described in Algorithm 2f |p addresses in the suspicious IBE. In all experiments
Source addresses and destination addresses of the pagkgiswe carried out, we were able to capteeveral hundreds
are stored inph—saddrandiph—daddr respectively. Based of suspicious IP addresses for each targeted movie, and each
on this information, we can maintain REERLISTwith all  time when we instantiate the capture and harvest procedere,
peers that are communicating with our cliefif (with our ere able to harvest and captutt potential content servers
client being the receiver of these packets). In additionce® in five minutes. In the following, we describe trmalytical
determine whether the packet is incoming or outgoing, &.9. frameworkto determine the probability that an IP address in

iph—saddr= {IP address of the Clieft then it is an outgoing the S, is a content server given its online availability.
packet. Furthermoréph—tot_len stores the size of the packet.

Once the upload volume of a peer exceeds a pre-defifédAnalytical Framework

THRESHOLD we set the third parameter gfq_set verdict() As stated above, servers of a P2P-VoD system are usually
to be NF_DROP, which signalC, to drop this packet so that highly available. To test this characteristic, we propose t

it would not reach our clien,. This way, we forceC,, to apply the above mentionedapture-and-harvest procedure
contact the tracker to seek more peers or content servers:ts 1 times so to obtain the online status of each IP address
download the video blocks. Any IP addresses in which wa the suspicious list{L). We develop a statistical model to
need to drop their packets &, are stored in th@LOCKLIST quantify the probability that the given IP address (say,rpee

The BLOCKLISTcontains allsuspicious IP addresses x) is a content server. To determine the probability that an
_ i IP address (or say, pee in the suspicious list is indeed a

Algorithm 2 Packet Handling Procedure content server, we consider the following baseline cases:

1. if iph—daddr = clientIP then - <is discovered |

2. if iph—saddr in BLOCKLISTthen ol e b

3: ipg_set verdict(ihandle,msg-packet.id, | |

NF_DROP, 0,NULL):; | t |
4: else
5: ipg_set verdict(ihandle,msg-packet id, ;- -
NF_ACCEPT, msg~datalen, msg-payload); T T To
6: if iph—saddr in PEERLISThen . - .
7. PEERLIST (iph-—saddr) totupyv = Fig. 2. Statistical Analysis for Case 1
PEERLIST(iph—saddr).totupv + iph—tot_len . .

8: if PEERLIST(iph—saddr).totupv>THRESHOLDthen ~ Case 1 {1) : We denote this event ds; and it represents the

9: ADD iph—saddr TO BLOCKLIST case that we detect peerin all of then capture and harvest
10: Iend if procedures. Fig. 2 illustrates this scenafipdenotes the time
11: eise H H H
12 ADD iph—saddr TO PEERLIST :jnstar:cg Sf c?pture.hThe :otal |trrl]terval t:)fbt.?sse;artnures. is
13: PEERLIST[iph saddr].tot upv=iph—tot_len enote .yt. n each capture, the probability thal peens
14 end if detected is denoted hy. Let S denote the event that peer
15:  end if is a content server anll” denote the event that the peeiis
16: else a normal peer. The probability that peeris a normal peer

17:  if iph—daddr in PEERLISThen

18 PEERLIST(iph—daddr).totdownv = given £, oceurs is:

PEERLIST(iph—daddr).totupv + iph—tot_len P(N,Ey) P(N,Ey)
lo:  else PWIE) P(E))  P(S,E)+ PN, E))
20  ADD iph—daddr TO PEERLIST ! ol .
21: PEERLIST[iph daddr].tot downv=iph—tot_len _ P(E{N)P(N) )
22:  end if P(S,E1)+P(E1|N)P(N)
23: end if

The probability thatF; occurs givenr is a normal peer is:

In summary, the harvest methodology works as follows: P(ELN) = PU>t)g", (2)



where U/ is the random variable denoting the uptime (oBubstituting Equation (7) and (8) into Equation (6), we have
availability) of peerz. In summary, a normal peeris detected

if its uptime is longer thar¢, which is the total capturing P(N|Es) = — , (9)
duration, and that is discovered in alh captures. It is easy (1-9) P(S)/PN) +Q
to see that given peeris a content server, the probability that Q
; — an in: P(S|Ey) =1— 10
E, occurs isP(E1|S) = ¢g". So we obtain: (S|E2) A=) PS) PIN) + 9 (10)
P(S, Ey) = P(E1|S)P(S) = P(S)g". 3)
Substituting Eq. (2) and (3) into Eq. (1), we have: whereQ = Y~ P(A)(1—g)'+PU > )-(1—g)"™. (11)
PU > t)g"P(N) =1
PNIE,) = P(S)g" + P(U > t)g"P(N) Again, the only unknown is the random varialdle we will
PU> 1) derive its probability distribution in later subsection.
B P(S)/P(N) + P(u > t) . » : Eventthat peerx is discovered in the capture
rocedure
Hence, the probability that peeris a content server given X o Evemmatpe{:xisnotgiscoveredinme
that the eventt; is: coplre proceete
\ t |
P(S)/P(N) | |
P(S|E1)=1—-PN|Ey) = . (4
T Teo o Tew Twst Twwz =+ = Taa Ta

In here, we assume that each movie is stored in one logical ' o _

server, therefore if we discovered peers in the suspicious Fig. 4. Statistical Analysis for Case 3

list, P(S)/P(N) = 1/(M — 1). Now, the only unknown is _ _

the random variablé/. We will describe in later subsectionCase 3 €3) : Denote this as evenfi; and it represents the
how to determine the probability distribution &f case that peet rejoins the system after it went offline for
Case 2 ) : We denote this as evetd, and it represents SOme time. From Fig. 4, we can see that peshows up for
for the remaininm _ TLI Capturing procedureS, peeris not Obsel’vations, but it appears again in the last measurenment.

detected. This case is illustrated in Fig. 3. this case, the probability thatis a normal peer is:
¥ : Eventthat peer x is discovered in the P(N|E3) _ P(N, E3) _ P(E3|N)P(N) )
capture procedure . P(E3) P(E3|S)P(S)+P(E3 |N)P(N
X{ : Eventthat peer x is not discovered in 12)
the capture procedure . . .
If  is a normal peer, it may leave the system in any of
i L i these time interval§T, ;1,7 14, fori =1,...,n—n’, and
rejoin the system after,,, ;, or peerz is always available in

Ti Toeee o To Toet Toez v o T the measurement periadbut just missed by the capture and
_ N _ harvest procedure far — n’ — 1 times. Here we us®, ; to
Fig. 3. Statistical Analysis for Case 2 denote the event that peerrejoins the system after it left

. ] , , for 7;; time, wherer;; represents the time interval frof,
Let us first defined; (i = 1,..,n —n’) as the event that yq 7, . Consider all these possibilities, givenis a normal

peerz is available only in the interval of7, T, v:). The peer, the probability that evett; happens is
probability that4; happens can be expressed as:

/

n—m'—1 n—n'
P(A) = PU 2 Torsio = TOPU < Twsi = T1). 6)  PBN)= 3 [PAN Y P(Rs,)(1-0)°)]
Similar to the previous case, we can express: i=1 j:H,lH y
+P(u>t)gn (l_g)n—n— 7
PWI|Ey) = PW-E2) P(E,JN)P(N)

P(Ex)  P(E2|S)P(S) + P(E2IN)P(N) where® =n —n/ —j+i— 1.
i ) _ 6 If x is a content server, eveiiit; happens with probability
Let us first deriveP(E2|\). In this case, peer can be online P(E5|S) = g7 +1 - (1 — g)"~"'~1. Therefore, the probability

. . . / .
in interval [Ty, T,/ 4;), for i = 1,..,n — n’. Therefore: thatz is a normal peer is

’

— n' i— n’ n—n’ P(E3|N)
P(EyN) =Y P(A)g" (1—g) "+ PU>0)g" (1-g)" ™. P(N|Ey)= BNCE)
B Y ES grH(1—g)n L P (BN

)
Givenx is a content server, the probability th&s occurs is: and the probability that peer is content server is:

P(B|S) = g™ (1 —g)" ™. (8) P(S|E3) =1 - P(N|E;). (14)



In summary, we have to consider different combination dstimation of P(R.): Let R, denote the event that a peer
these three cases to estiminate the probability that theieap rejoins the P2P-VoD system after it left far time unit.
peer is indeed a content server. The probability of this eventP(R,), is used in Case 3
Estimation of P(U): P(U) is an important probability func- of our analytical framework. Again, we perform extensive
tion that appeared in all three baseline cases we mentiomeeasurement to characterize this probability function.

above. Given a specific timé', let { denote the interval of In our measurement, we set the time unit to be one hour.
T — Ty, then P(U > t) represents the probability that peeSo R, represents the event that a peer rejoins the system after
2’s life time is longer thanf. A statistical estimator of this it left for 7 hours. LetN%_ denote the number of timeR
survival function is theproduct-limit estimatof3] which can occurs andV, denote the total number of departure events. If
be expressed as: the sample sizeV, is large enough, we havgs= ~ P(R).

1 it i < T Therefore, we us_é\jjf—of as anunbiased estimatoof P(RT)_.
~ ’ In order to estimateNz_ and Ny, we measure multiple
PU>t) = (15) . : . o
ni—ds . movies and obtain about 4,600 initial peers. We then measure
HTiSE("—i) otherwise. their online status every hour. When a peer is online in the
Assume that the total number of observationsxis7; last observation instant but off-line in the current obséion
(1 < i < k) are the observation instances in ascendirigstant, we mark it as a departure. Furthermore, if a degarte
order such thafl}; < ... < T,., while n; denotes the number P€€r is offline in previous observation instances but onilne
of remaining peers just after tim&,_,, and d; denotes the the current observation instance, we consider this as nrejo

number of peers that leave the P2P system in the inter@yent for this peer. The result is illustrated in Figure 6tH\i
[T;_1,T;). In our derivation of P({), once a peer does notthis information and the total departure events, we can use
show up in a measurement observation, we consider this pegr- 0 estimateP(R).

has departed from the P2P-VoD system. It is easy to see that
n; —d; = n;y1. Therefore, Equation (15) becomes

[~-Total number of departure is 4641

1 if t< Ty,
PU>T) = ~ (16)
med e [T, i)

ni

Based on Equation (16), the probability that a peer’s uptane
longer thart, equals to the number of remaining peers divided
by the number of initial peers. To evaluate this probabititg
carried out extensive measurements on the Internet and this e (hovry
probability function is illustrated in Fig. 5.

Number of peers rejoin the system

Fig. 6. Number of Rejoining Peers in Each Hour vs. Time
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3500 , C. Results of our Detection Methodology

%3000 To validate our detection methodology, we carry out the

g2 following experiments. In June 2010, we carried out extensi

§20° ‘ measurements to detect content servers of PPLive’'s P2P-VoD

5% system. Using our capture-and-harvest technique as wellras

£ 100 ~ analytic framework, we aim to detect content servers of abou
0 100 movies in PPLive system. In the experiment, we were

0 &

o s M e B able to discover 44 content servers from the suspicious list
(note that multiple movies may be stored in the same content
Fig. 5. Number of Remaining Peers vs. Time server). We also received results from engineers in PPLive,

and they confirmed the correctness of our detection results.

In this measurement, we explore 200 distinct movies. Fohe sample output of our detection technique is depicted in
each movie, we only focus on their initial peers (i.e., peefgure 7.
that show up at the first observation). We keep observingthes As showed in Figure 7, server 1 which has an IP address of
initial peers and record their online status at each obtierva 202.*.*.14 (we masked out some bits to provide confidentiali
The total number of initial peers is around 3,600, and theg PPLive’s servers) were online fall of our observations.
leave the system gradually as time goes on. At the end of edd$ing the analytical framework, we derived the probabitify
observation, we keep the number of remaining peers in thdeing a content server and it has a high probability) 69
system. The result is illustrated in Figure 5. Based on Eg), (1 of being a content server in the PPLive’s P2P-VoD system.
we use this measurement result to estinfat® ) in our model. Results for IP address 122.**.228 and 121.*.*.205 can be

For example, fort = 2, we haveP(U > 2) ~ £0% ~ 0.167.  viewed as Case 2 and the combination of Case 3 and Case



Time1 Time i1 Time iz Time is Time is Time is Timeic  Pr(sr)

Server 1 220.x*14 1 ... .. 1 1 1T 1 1T 1 96.90%

Server2 221.**17 1 ... .. 1 1 1T 1 1T 1 95.32%

Server44 124.**106 1 ... ... 1 1 1 . 1 1 1 96.60%
Peer1 122**228 1 .. .. 1 0 0o ... 0 0o ... 0 =<3.85E-19
Peer 15000 121.*.*205 1 ... .. 1 0 1T 1 o ... 0 <9.76E-13

Fig. 7. Sample Results after Running the Capture-and-lsarfeechnique and Analytical Model

2, respectively. Based on our analytical framework, one cawitch. Each shield node maintains a hash table which amtai
conclude that their probabilities of being content senames the information of all available movies and their corresgiog
extremely low. From this figure, one can see the effectivenesontent servers. When a request arrives, shield nodes fidst fi
of our analytical framework. In particular, inlassifyingIP  out the corresponding content server according to the hash
addresses in the suspicious list into content servers. ¥ alable entry, and then forward the request to this server.nWhe
carried out experiments on PPStream’s P2P-VoD system. ke video blocks are returned, shield nodes simply forward
aim to detect servers of three movies, and we were ablettese video data to the requesting peer. This way, normas pee
capture 430 suspicious IP addresses and discovered threednot directly communicate with these content servers.

addresses with high probability of being servers. Under this architecture, P2P users are oblivious to the
) ) presence of shield nodes since they can obtain the desired
. Protective Architecture for P2P-VoD Systems video blocks. For the content server, the probability ohiitg

In the previous section, we presented a methodology ttagPosure is significantly reduced. The only change we need
can perform IP harvesting and filtering. More importantty, fo make is on the trackers. When a peer asks for some
can effectively identify content servers of a P2P-VoD syste Neighboring peers, instead of presenting the IP addredses o
This can be detrimental to P2P-VoD service providers bgontent servers, the tracker simply returns the IP address o
cause once these servers are discovered, malicious usersog¢ of the shield nodes. This selected shield node would be
launch various attacks, e.g., DDoS or low-rate TCP attadR, charge to relay the video block to that requesting peer.
to disrupt the service. In this section, we propose a novelWe like to point out that attackers can use the capture-and-
architecture, which we calshield nodesso as to provide harvesttechnique we discuss to determine the IP addrefses o
servers’ anonymity. We also analyze the performance of ttfigield nodes, but as we will show, one camdomizedthe
architecture and show its resiliency. movie-shield node assignment and makes the identity attack

In order to protect servers’ anonymity, the shield nodéHfficult, if not impossible. Moreover, one can periodigall
architecture prevents normal peers from directly commurfiSSigned new IP addresses to shield nodes to further enhance
cating with content servers. To achieve this goal, we credfte availability of P2P-VoD service.

a new layer, which we call the shield nodes Ia_yer, betwe@d A Randomized Assignment Algorithm
con;[ent SEIvers and _nor_mal ;?Deze;s\./ 'II'DhesetshleIId ”3‘(’1‘? 3Gh this subsection, we present a randomized algorithm which
313 ransm(;ssmn prOX|es_|rt1_ a d- 2 ?ys em.” na thl 'O%ll be used by trackers. The goal is to randomize tievie-

€y provideserver association randomizatiars well apain = gpiq g nodeassignment so that the P2P-VoD system can be

re_dundan.cyso as to aCh'eVPT a high reliability under att""dﬂ‘nore resilient to the IP capturing and filtering technique we
Figure 8 illustrates this architecture. introduced in Section Il

Randomized Algorithm: Each time a peer sends a request to

~

?ﬂ \ﬂ the tracker to obtain some neighbors, instead of presetitang
Sen - IP address of a content server, the tracker uses the movie ID
Server M !
M and the current time as inputs to the randomized algorithm to
@ & = decide Whi(_:h shield nqde sh_ould b_e assigned to the reqgestin
Shield Node 1 &5 T S peer. Algorithm 3 depicts this assignment.
\Shield Node 2 Shield Node N
N\ ~ Algorithm 3 Randomized Algorithm

1: T « (00 : 00 : 00, 1st, Jan, 2000)
2: Time Period«— 12

3: Diff_Time < CTime -T

4: Para— [ Diff_Time / Time_Period]
5: SNID «+ Rand(Para, MovieD)

6: return SNID
In this architecture, shield nodes and servers are fully
meshed to provide path redundancy. The interconnection beThe randomized algorithm can be explained as follows.
tween them can be achieved by high bandwidth LAN drirstly, Diff_Time represents the time difference between the

~
Normal Users « T
i

Fig. 8. Using Shield Nodes as Protection




current timeCTimeandT. For every 12 hoursPara has the wheren, andn, represent the number of shield nodesZin

same value an®andz,y) is a hash function which generatesand inZ, respectively.

a random number between 1 andwheren is the number of  Note that in each time period, only one shield node would

shield nodes in a P2P-VoD system. This simple randomizatiba assigned to deliver a particular movie. From Assumption

allows the tracker to associate the movie and shield no(#, after each time period, attackers can always get the

pairing with a 12 hours duration. We will show this duratiomnformation of this assigned shield node (sgly,together with

is sufficient to effectively protect the P2P-VoD system. the information of some other suspicious IP addresses.eTher
Note that the above randomization algorithm is based ame three possibilities abouyt y € Zy; y € Z1; y € Zs. Let

the capture-and-harvest technique and measurementresult P be the one step transition probability matrix 8fl. For

discussed in previous section. The length of each time geria general casen(,n;), the one step transition probability is

is decided by the P2P-VoD system (tracker). If this length [zased on the three possibilities @f

chosen properly (e.g., 12 hours in our case), then even if tfig y € Zy: it meansy has not beedentifiedbefore and this

allocation of movie and shield nodes is fixed during each time the first time thaty is identified So y should be moved

period, the shield nodes are relatively safe because istakeinto Z;. The state transfers from{,n;) to (n.,ns + 1). The

least 24 hours (please refer to Fig. 5) to identify whethelPan transition probability of this event i&n — ny — n.)/n.

address is a content server of a P2P-VoD system. Therefore(2) y € Z;: then this is the second timgis identified y should

long as the time period is shorter than 24 hours, the prababilbe moved fromZ; to Z,. The state transfers fromm{,n;) to

of exposing the shield nodes would be relatively low. Befor:.+1,ns—1). The transition probability of this eventis, /n.

the attackers could further filter the suspicious IP ad@é®ss(3) y € Z-: then y has already been considered as a potential

the movie-shield nodassignment would change because thghield nodes, so the system remains in the same state. The

time period has expired. We will show this randomizatiotransition probability isu./n.

makes it computationally difficult to discover shield nodes  Let P((a,b)|(c,d)) denote the one step transition probabil-

_ _ ity from state(c, d) to state(a, b), then the one step transition
B. Markov Model for Shield Nodes Architecture probability of state #..,ns) is:

We present the analysis to quantify the time needed to .
disrupt the P2P-VoD service by using the previous mentionedp((nc +Lns = Dl(ne;ns)) = no/m,
identity attack. Note that under this enhanced architegtur P((ne,ns)|(ne, ns)) = ne/n, (18)
one needs to discovall shield nodes to disrupt the service P((ne,ns + 1)|(ne,ns)) = (n—ne — ng)/n,
of a P2P-VoD system. First, we state some definitions and P((ns,n;)|(ne;ns)) =0 V(ni,n;) otherwise.

assumptions that we use in our analysis.

Definition (a): If a suspicious IP (say;) is observed as online The performance we aim to derive is the average number
in an observation period, we sayis identifiedonce. of periods for the system to reach the absorption stae),
Definition (b): According to the number of times the suspi9'Ven the initial stat€0, 0). In other words, this is the average

cious IP addresses have bddentified we divide them into number of time periods for attackers to identify allshield
three mutually exclusive sets: nodes. We can derive this performance measure based on

SET 0 (Z,): peers that have not bedsentified the “theory of fundamental matfi{11]. In general, we can
SET 1 (I)): peers that have beddentifiedonly once. consider the Markov chaim with N states,S1, Ss, ..., Sy,

SET 2 (I,): peers that have beddentifiedmore than once. With state Sy being (n,0) as the absorbing state, and the
Assumption (a): Each time period, the attackers can harvelgMaining states are transient states. The transitiorapibty

all peers in a P2P-VoD system. Note that this is clearly dRatrix P of such a chain can be re-written as:

optimistic assumption and it provides apper boundon the p— [ Q|C } (19)
probability of identifying a shield node. o1}

dentiiedtuice, atackers can say wih & high probabitty 176 @ € EU~D<(Y1 s a sub-stochastic matrx (..
' Y ghp Y N&Lith at least one row sum less than 1) describing the tramsiti

this IP address: is a shield node. o : ;
. : obabilities among the transient stat€sis a column vector
It is easy to see that these two assumptions favor the at- . ” .
; ; . reépresenting the transition from each transient state #o th
tackers. According to our measurement results in the pusvio

section, it is possible that a normal peer isZp. But the absorbing state, andl is a row vector ,?f(N —1) zeros. The
o S k—steps transition probability matri®” is:

probability that a normal peer is ifi; is extremely small,

thus we can make assumption (b) and consider all peefs in pr_ Q" |’

are potential shield nodes. 0] 1]
We use a discrete time Markov chaiit to describe the

dynamic of the system. Assume that there arghield nodes

in the architecture, the state space/df is

(20)

In here,Qk[z‘,j] represents the probability of arriving in (tran-
sient) state5; after exactlyk transitions, given that the starting
state isS;. It can be shown thap~;_, Q" converges ag

S ={(ne,ns)|ne + ns <n,ne > 0,ng >0}, (17) approaches infinity [PARZ 1962]. This implies that the irseer



matrix (I — Q)~!, or what we call the fundamental matrix,represents the probability that all shield nodes are detected

M, exists and is given bp = (I - Q)~' =>"77 Q. in less than or equal to a certain number of time periods
Given the starting state is statelet V; denote the averageas indicated in the x-axis. When the number of shield node

number of times statg is visited before thebsorbing state increases, it takes a longer time to detect all shield nodes.

is reached, from the theory in [11], we have: As we discussed previously, the maintenance cost of shield
N—1 nodes is much lower than that of servers. So it is justifiable

Vi =615 + Z ViPij,j=1,2,..,N —1, (21) for us to maintain a large number of shield nodes. For example

i=1 when one uses 20 shield nodes, it takes around 175 time

whered;; is the Knoneckep function. periods to detect all these shield nodes. It is equivalent to

In our model, the starting state $(0,0). Let V(n.,n,) 175 12/24 = 87.5 days. This implies that attackers may
d'entotje t}hfe averagﬁ_ numberbof tlgnes tthat 5(‘%([9#:,715) IIES need to sustain a DDoS for 87.5 days to disrupt the P2P-VoD
visited before reaching the absorbing st&te:,0). From Eq ; PRI ; ;

(18) and Eq (21), we can expregn,.n,) recursively as: service, which is computationally expensive for any atéack

V(0,00 = 1

. 1 3
V(ne,0) = V(ne,0)+—-V(ne—1,1), 1<n<n, :
n n s
—ns+1 z
V(0,ns) = uV(O, ne—1), 1<ns<mn, E
n o,
a+1 2
Vine,ns) = 2 v(n—1,n.+1)+ 22) £
n E
e Ibs 1 %
wv(%ns_l)+ :
n z
E‘/'(77“3777‘3)7 N, Ns 2 1;nc+ns §n §
" s |1
. . . . & o
Define E[T] as the average number of time periods required to O %0 imber of Tme pariods >
detect alln shield nodes, which can be expressedBg| =
ano nfnoc V(ne, ns). Fig. 9. PDF of Detecting All Shield Nodes (each time period 2shours)
Ne= Nne=

To validate the correctness of this model, we develop a ) . .
discrete event P2P-VoD simulator. Peers in the simulationL€t us discuss the storage overhead to discover ahield

mimic the PPLive VoD streaming protocol. We simulate theodes. Note that the attacker needs to keep the information o
shield-node architecture and varies the number of shiedeémo &/l observed suspicious IP addresses. We carry out measure-
to evaluate its resiliency under attack (e.g., DDoS attack¢ Ment on PPLive system and see that each observation on a
exposed shield nodes). We average the time it takes to mengopular movie will result in around 400 to 600 suspicious IP
all shield nodes and compare this result with our theoreticldresses. Each hour, aroun@ of these suspicious end hosts
results, which are obtained via the theory of fundamentgMmain in the system. This implies that for each hour, attleas
matrix M. The results are depicted in Table | and it show300 to 400 new suspicious IP addresses will join the sys_tem.
that our analytical model is very accurate. This also shtwas t If the attackers observe the P2P-VoD system for a long time,
using using 30 shield nodes, attackers have to continuouy 100 days, so as to detect all shield nodes, this implies
sustain their attack for 2,126 hours (or 88 days) so as tagbriffiat they need to process arouieD x 24 x 100 = 960, 000

down the P2P-VoD service. Based on Table I, we can see tf#gPicious IP addresses. Without the shield node arcrtect
one only needs to focus on 400 to 600 suspicious IP addresses

#0f SN Theoretical Res(hr) _Simulation Res(hr) is enough for the attackers to identify the server. Thegsfor
2 e oo, the computation and storage overheads are another jutitifica
10 554.76 555.48 that discovering all shield nodes is difficult and this ateti
15 917.76 914.22 ; Lo - . :
20 1304.97 131051 ture is effective in providing anonymity protection.
25 1708.41 1712.19 .
30 2126.28 2124.55 D. Experiment Result on PlanetLab
TABLE | We also implement this shield nodes architecture and carry
AVERAGE TIME REQUIRED TOHARVESTALL SHIELD NODES(TIME out a set of experiments on the PlanetLab [6] In our exper-

PERIODIS 12 HOURS) iments, there are five different types of nodes: (1) servers,

which contain the movies; (2) trackers, which provide infiar
tion to peers about their possible neighbors and shieldsitude
contact; (3) shield nodes, which act as a proxy between erve
and normal peers; (4) peers, which are normal users who want
C. Performance Analysis to watch a movie in the P2P-VoD's database. These peers
We carry out simulation to study the time overhead, inan leave the system at any time; (5) crawler (or attacker),
particular, the probability cumulative function (PDF) oé-d which attempts to harvest all shield nodes in the system. In
tecting alln shield nodes. In Fig. 9, each point on the curvesur experiments, the number of shield nodes is set as 5, 10,

if one time period is set to be 12 hours, it will taR&:™® ~ 23
days to detect ath = 10 shield nodes.
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V. Conclusion

This paper investigates the identity exposure problem in
current P2P-VoD systems. Contrary to the conventional wis-
dom, we design an efficient capture-and-filter techniqué tha
can expose the identity of content servers in a P2P-VoD
system. We also present a mathematical model to quantify the
probability that an end host is a server. We demonstrate our
technique by detecting the servers of PPLive and PPStream
systems and that our classification model is highly effectiv
to identify content servers. To prevent identity exposuve,
propose a novel architecture called shield nodes in which
we add an extra layer as a transmission proxy between the
servers and normal users. This way, there is no opportunity
for normal users to have direct contact with servers. Fuarthe
more, because of the connectivity between servers anddshiel
nodes, data can always be provided from servers to users
when at least one shield nodés operational. This makes
the P2P-VoD system more resilient to identity attack. To
guantify the performance of our architecture, we use a DTMC
and fundamental matrix theory to derive the average time to
discover all shield nodes. We build a prototype in Planetioab
mlg . .
damonstrate the robustness and resiliency of our architect
cknowledgement: this research is supported in part by the
SHIAE 8115032 and GRF 415309.

Trackers use th@andomized algorithmto assign shield
nodes to peers. Within a time period, the assignment ofdhiel
nodes and movies is fixed. Note that this assignment would]
change in the next time period. The crawler stays in the P2P
system all the time and harvests all peers. If the crawlesfind.,
any peer that is online for more than one time period, this pee
is confirmed as a shield node. Fig. 10 illustrates the results
from our experiments. From these results, we can see th
it confirms with our Fundamental Matrix analysis as well as
the simulation results in the previous subsections. Wetlike [4]
point out that in a realistic networking environment, thare
number of factors which make it very difficult to discoxatn 5]
shield nodese.g., packets loss, dynamic topology in the P2P
networks, results of the randomized algorithms, etc. Due t
these factors, we see from the experimental results theteist
longer than the theoretical time to discover all shield mpde [7]
and this confirms the protection capability of our architeet (8]

IV. Related Work

Significant efforts have been devoted to the measureme[r?t
and improvement of P2P systems. Recently, researchers focu
on the security issues in P2P systems, such like pollution
tacks [1] [10] [8]. Another class of security issue is anofitym [11]
problems. Tsangt al.[12] proposed an authentication strateg{/12
to protect the anonymity in the system. Puttaswaehyl. [7] ]
introduced a novel architecture called Bluemoon, to ptdtex [13]
anonymity of P2P networks. In [14], authors discussed the ro
of supernodes in P2P networks. Létl al. [5] discuss how to (14
distill superior peers in P2P streaming system, they pre@os
criteria to obtain the normal peers with better capabilitpPPP  [15]
streaming system. However, all these existing works are not
suitable for identifying content servers in P2P-VoD system

] H. Sun, J. C. S. Lui, and D. K. Y. Yau.
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