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Abstract—Heart disease has now become a very common and
impactful disease, which can actually be easily avoided if treat-
ment is intervened at an early stage. Thus, daily monitoring of
heart health has become increasingly important. Existing mobile
heart monitoring systems are mainly based on seismocardiog-
raphy (SCG) or photoplethysmography (PPG). However, these
methods suffer from inconvenience and additional equipment
requirements, preventing people from monitoring their hearts
in any place at any time. Inspired by our observation of the cor-
relation between pupil size and heart rate variability (HRV), we
consider using the pupillary response when a user unlocks his/her
phone using facial recognition to infer the user’s HRV during this
time, thus enabling heart monitoring. To this end, we propose
a computer vision-based mobile HRV monitoring framework-
PupilHeart, designed with a mobile terminal and a server side.
On the mobile terminal, PupilHeart collects pupil size change
information from users when unlocking their phones through the
front-facing camera. Then, the raw pupil size data is preprocessed
on the server side. Specifically, PupilHeart uses a 1-D convolu-
tional neural network (1-D CNN) to identify time series features
associated with HRV. In addition, PupilHeart trains a recurrent
neural network (RNN) with three hidden layers to model pupil
and HRV. Employing this model, PupilHeart infers users’ HRV to
obtain their heart condition each time they unlock their phones.
We prototype PupilHeart and conduct both experiments and field
studies to fully evaluate effectiveness of PupilHeart by recruit-
ing 60 volunteers. The overall results show that PupilHeart can
accurately predict the user’s HRV.
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I. INTRODUCTION

HEART is the most important organ of the human body,
pumping blood to tissues and organs throughout the

body and maintaining normal metabolism [1]. Heart disease
can bring significant impacts on the safety of human life.
According to the World Health Organization (WHO), about
17.5 million people die of heart disease each year, accounting
for 30% of mortality [2]. Therefore, monitoring heart health
in one’s everyday life is of great importance to human beings.

A typical indicator used to evaluate heart health is heart rate
variability (HRV) [3], [4], also known as heart rate volatility,
which is simply a measure of the variation in time between
each heartbeat [5]. On the other hand, it also contains the
implicit information on the regulation of cardiovascular system
by neuro-humoral factors, and thus can be used to diagnose or
prevent cardiovascular and other diseases. Moreover, accord-
ing to [6], measurements of HRV and the quantification of its
spectral components are powerful predictors of cardiovascu-
lar morbidity and mortality. Therefore, it may help assess the
return to work of patients with ischemic heart disease. Clinical
analysis of HRV can reflect activity and balance of the car-
diac autonomic nervous system (ANS) and related pathological
states, etc. [7]. In general, low HRV is considered a sign of
current or future health problems because it shows your body
is less resilient and struggles to handle changing situations. It
is also more common in people who have higher resting heart
rates. That is because when your heart is beating faster, there is
less time between beats, reducing the opportunity for variabil-
ity. This is often the case with conditions like diabetes, high
blood pressure, heart arrhythmia, asthma, anxiety and depres-
sion. In other words, heart health monitoring can be achieved
by monitoring HRV.

Currently, there are two main categories of heart rate
monitoring systems: 1) medical and 2) consumer heart rate
monitors [8]. Medical heart rate monitors used in hospitals
are usually wired and use multiple sensors, such as commonly
used electrocardiogram machines in hospitals [9]. Meanwhile,
portable medical devices also have been developed, which are
called Holter monitors [10]. On the other hand, consumer heart
rate monitors are designed for everyday use and are wireless.
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Specifically, there are two types of consumer heart rate mon-
itors: electrical-based and optical-based [11]. The electrical
monitors consist of two parts: 1) a monitor/transmitter worn
on a chest strap and 2) a receiver. When a heartbeat is detected,
a radio signal is transmitted, which is used by the receiver to
display/determine the current heart rate [4], [12]. Instead, the
optical-based heart monitoring system measure the heart rate
by shining light from an LED light across the skin and evaluat-
ing how it scatters off blood vessels, such as the popular smart
watches [13], [14]. However, all these existing methods either
require professional guidance or additional equipment, which
is inconvenient for daily heart rate monitoring and increases
cost of devices.

In this context, we raise a question: can we monitor users’
HRVs through some daily activities and without additional
equipment and professional guidance? Recent studies have
shown that both pupils and heartbeat are controlled by same
nerves, i.e., sympathetic and parasympathetic nerves [15], [16].
Thus, changes in the pupil are correlated with variations in
the heartbeat. For example, when a person is frightened, the
sympathetic nerve strengthens while the parasympathetic nerve
weakens, resulting in a faster heartbeat and a smaller pupil
diameter. Based on this principle, we explore the quantita-
tive correlation between pupil size and HRV. In addition, with
the development of modern technology, the smartphone own-
ership is growing, and the number of smartphones based on
facial recognition unlocking is also increasing. According to
[17], [18], more than 800 million users around the world have
smartphones with the function of face recognition and users
unlock their phones 50 times on average per day. Therefore,
we consider using the front-facing camera of mobile phones
to record the change of user’s pupils while he/she unlocks the
phone with facial recognition while obeying the privacy pol-
icy, so as to achieve HRV monitoring of the user. If it works,
pupil-based mobile HRV monitoring can bring some unique
advantages over existing methods.

1) Convenience: Monitoring HRV on mobile devices is
much more portable than professional equipment and
does not require special instruments or professional
guidance.

2) Accuracy: HRV monitoring based on mobile device
unlocking involves different time periods and different
physiological and mental states of users, which provides
more samples and thus guarantees the accuracy of HRV
monitoring.

In our study, we first investigate the initial qualitative rela-
tionship between the heartbeat and the pupil size captured
by the front camera of mobile phones. Based on this, we do
a further job of infering HRV from pupillary response more
comprehensively and accurately. Achieving this goal entails
several key technical challenges. First, the physiological pro-
cess of pupillary response is intricate: it is possible to extract
some features from this process, but it is difficult to identify
features that are relevant to HRV. Moreover, having found the
features of pupillary response, it is hard to correspond directly
to HRV. Last but not least, in mobile scenarios, certain specific
challenges are posed. For example, changes in light intensity or
shaking may have a serious impact on the recorded face images.

Aiming to address these challenges, we hereby propose
PupilHeart as the first mobile HRV monitoring system exploit-
ing pupillary response (i.e., change of pupil size in time
domain). As shown in the figure, PupilHeart exploits the heart-
eye relationship in the ANS to infer HRV from pupil size
changes for heart health monitoring. First, we conduct exten-
sive studies to show the general relationship between HRV
and pupil size for people in different states. This enables us to
identify high-dimensional time-series features associated with
HRV by using a 1-D convolutional neural network (1-D CNN).
In addition, to handle the diversity of pupillary responses
and HRVs in different situations, we employ a recurrent con-
volutional network [recurrent neural network (RNN)]-based
approach to automatically train pupil-HRV model, correlating
with users’ pupillary responses.

We have prototyped PupilHeart on mobile phones and con-
ducted extensive experiments to evaluate its performance in
predicting HRV. Experimental results show that PupilHeart
is able to accurately predict users’ HRV with an average
precision of 91.37%. In summary, our main contributions are
summarized as follows.

1) We conduct an in-depth study of the relationship
between HRV and pupil size in mobile scenarios. To the
best of our knowledge, this is the first work to explore
the quantitative relationship between people’s pupillary
response and HRV on mobile devices.

2) High-dimensional time-series features associated with
user’s HRV are identified by using a 1-D CNN to exca-
vate the general physiological processes of pupillary
responses.

3) We use RNN to train the high-dimensional time-series
features extracted by 1-D CNN so as to model the
relationship between pupil and HRV.

4) We validate the effectiveness of PupilHeart through an
extensive trial by recruiting a total of 60 volunteers.1 The
results show that the accuracy of PupilHeart achieves up
to 91.37% on average.

The remainder of this article is organized as follows. In the
next section, we first review the related works of PupilHeart.
Then, we explore the relationship between pupil diameter and
user heart rate in Section III. We describe the technical details
of PupilHeart in Section IV. The performance evaluations of
PupilHeart is presented in Section V. Limitations of this work
are discussed in Section VI, and finally we conclude this work
in Section VII.

II. RELATED WORK

In this section, we review the efforts of researchers in mobile
HRV monitoring and provide a comprehensive overview of the
PupilHeart’s advantages compared to state-of-the-art works.

A. Diverse Mobile HRV Monitoring

In recent years, researchers have paid more attention to
monitor people’s HRV in mobile scenarios. We roughly cate-
gorize those methods into two groups.

1Our study was approved by our university IRB. It did not raise any ethical
issues.
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Methods in the first group exploit photoplethysmography
(PPG) to measure HRV [19], [20], [21], [22], [23], [24], [25].
Specifically, the mechanism mentioned in [19] works by plac-
ing a finger on the phone camera while turning on its flash and
calculating the amount of light absorbed by the finger tissues
by taking photos from the phone camera to calculate heart rate.
Moreover, Bolkhovsky et al. [20] used both Android phones
and iPhones to capture RR intervals and then derive HRV
through a complex algorithm. In addition, the effect of sam-
pling rate between Android phones and iPhone on the accuracy
of HRV measurements is also explored. Mobile phone PPG is
also advocated by Plews et al. [21], showing that PPG cor-
related almost perfectly with ECG, with acceptable technical
error in estimation and minimal differences in standard devia-
tions. The rolling shutter camera mechanism has been utilized
to extract CIS-photoplethysmography (CPPG) data points from
CMOS image sensor (CIS) pixel rows, enabling the extraction
of high frame rate CPPG signals from a common built-in low
frame rate smartphone’s CIS [25]. As for the specific appli-
cations, PPG is utilized as a tool to estimate HRV in patients
with spinal cord injury (SCI) [24].

As to the methods of the second group, they measure
HRV by seismocardiography (SCG), a simple and noninvasive
method of recording cardiac activity from the body movements
caused by heart pumping. In a preliminary study, Ramos-
Castro et al. [26] used a smartphone to record this movement
and estimate heart rate. Wang et al. [27] used chest vibrations
due to heartbeat as a biometric feature to authenticate users
on mobile devices. Moreover, Scarpetta et al. [28] described
a method based on simultaneous measurement of heartbeat
and respiratory intervals with a smartphone. Specifically,
a commodity accelerometer of the smartphone is used to
measure SCG signal generated by heart activity and the
acceleration generated by respiratory movements. In addi-
tion, Urzeniczok et al. [29] presented a mobile application
for measuring heart rate in real time based on SCG, where
the heartbeat is detected using a modified version of the
Pan–Tompkins algorithm.

All of the above methods measure HRV based on PPG or
SCG. In this work, we used a different strategy to measure
HRV based on features of pupillary response, breaking the
limitation that measurement from PPG and SCG requires the
user to be in a steady state all the time or with help of addi-
tional equipment. To our knowledge, this is the first work to
monitor user’s HRV by pupil information on mobile devices.

B. Connecting Pupil With HRV

In previous investigations of the pupillary response,
many researchers have probed the relevance of this phys-
iological response to the user’s heart rate variability.
Schumann et al. [30] explored how sympathetic activity can
lead to pupillary instability. Hung and Zhang [31] men-
tioned the presence of heart rate variability (HRV) and blood
pressure variability (BPV) in pupil size variability (PSV).
Wang et al. [15] described how pupil size is modulated by
autonomic arousal. Urrestilla and St-Onge [32] suggested that
cognitive load can be achieved through HRV measurements,

Fig. 1. PupilHeart: A novel heart monitoring system observing your eyes,
rather than your heart.

brainwave monitoring, pupil measurements and even skin
conductivity. Daluwatte et al. [33] studied two ANS mea-
sures in healthy 8–16 year old children aged 8–16 years for
potential interrelationships between two ANS measurements:
1) pupillary light reflex (PLR) and 2) heart rate variability
(HRV). None of the recommendations mentioned above take
into account external factors. However, different kinds of dis-
turbances may exist in real scenarios, such as illumination
conditions and sudden changes in the person’s motion state.

In this article, we consider the relationship between pupil-
lary response and user’s HRV from a distinct perspective.
Specifically, we explore how changes in pupil diameter reflect
the user’s HRV under mobile conditions, hence supplementing
and promoting nowadays mobile HRV monitoring systems.

III. MOTIVATION

In this section, we start by exploring the relationship
between pupillary response and HRV from neurosciences
aspects, and then conduct extensive studies to qualitatively
analyze the relations.

According to existing researches [34], [35], as shown in
Fig. 1,2 pupil and heart are controlled by same nerves, namely,
sympathetic nervous system (SNS) and parasympathetic ner-
vous system (PNS). Furthermore, [15] shows that pupil size
on a trial-by-trial basis particularly before face presentation
correlated with both heart rate and galvanic skin response,
respectively, indexing activity of parasympathetic and sym-
pathetic branches of the ANS. For example, when people are
frightened, their SNS is activated and PNS is suppressed, caus-
ing physiological changes, such as dilated pupils and rapid
heartbeat.

Specifically, we utilize relative pupil size as a metric of
pupillary response. Relative pupil size denotes the pupil to iris
ratio. The reason is that human eye is at full size by the time

2The Figure was partly generated using Servier Medical Art, provided by
Servier, licensed under a Creative Commons Attribution 3.0 unported license.
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Fig. 2. Average relative pupil size and hear rate under different states.

the person is 13 years old [36]. Therefore, the iris diameter can
be considered as a constant and thus be used as a reference
in a frame of recorded videos [36]. As a consequence, the
relative pupil size is invariant to the distance and the angle
where the video is recorded.

To illustrate how pupillary response correlates with heart
rate, 50 volunteers (27 males and 23 females, aged from 20
to 47) are recruited to measure their pupil size changes and
ECG signals in different states, i.e., at rest, during exercise,
and after stimulation. As shown in Fig. 2, the average relative
pupil size increases with the acceleration of heart rate. This
indicates that there is indeed a connection between pupil size
and heart rate. Therefore, it is theoretically feasible to infer
whether HRV is normal or not based on pupil size series.

In the following section, we elaborate on building a pupil-
HRV model based on the deep-learning method.

IV. SYSTEM DESIGN

In this section, we present the details of PupilHeart’s design-
ing. We start with an overview of PupilHeart in Section IV-A.
Then, by introducing the data collection in Section IV-B,
PupilHeart preprocesses the collected data in Section IV-C. On
that basis, a 1-D CNN is customized in Section IV-D to extract
pupil series features relevant to HRV. Based on the extracted
features, PupilHeart deploys an RNN to build a pupil-HRV
model in Section IV-E.

A. Design Overview

The system overview of PupilHeart is illustrated in Fig. 3.
PupilHeart consists of four modules: 1) Data Collection;
2) Data Preprocessing; 3) Feature Extraction; and 4) Pupil-
HRV Model. In Data Collection, PupilHeart utilizes collected
frames containing user pupils when unlocking phones to
obtain relative pupil size series. Then, the collected series
are preprocessed in Data Preprocessing module by missing
values handling, outliers removing, linear interpolation, but-
terworth lowpass filtering, and labeling. Building on this, in
Feature Extraction, a 1-D CNN is customized to extract HRV-
relating high-dimensional features of pupillary response. As
the extracted features are time-related due to the convolu-
tional operation in 1-D CNN, in Pupil-HRV Model, an RNN
is adopted to model the relation model of pupillary response
and HRV.

Fig. 3. System architecture of PupilHeart.

Fig. 4. General process of relative pupil size data collection.

B. Data Collection

Fig. 4 shows the general process of relative pupil size
data collection. When people unlocking the phone using face
identification, PupilHeart captures relative pupil size series
by the unlocking face frames and OpenCV’s Haar Cassade
classifier [37]. Noting that the captured frames contain pupil
profiles, a deep learning method—U-net [38], [39] is utilized
to segment the pupil and iris. In particular, U-net trains a deep
learning network and the generated model effectively convert
the eye region into a binary image. Then, the relative pupil size
is obtained by an algorithm fitting circles around the iris and
pupil. Specifically, the algorithm searches the circle with the
smallest area of iris and pupil, which encloses a 2-D point set.

C. Data Preprocessing

After capturing the relative pupil size series, PupilHeart fur-
ther performs data preprocessing, consisting of missing value
handling, outliers removing, linear interpolation, butterworth
lowpass filtering, and labeling of relative pupil size series.

1) Missing Value Handling: Since some pupil size data are
missing due to blinking and front-facing camera deflection,
we consider the amount of missing data for initial filter-
ing. Specifically, if the missing value of the pupil size series
exceeds 30%, the data is discarded, otherwise, the data is filled
with the mean when the distribution is symmetric, and the data
is filled with the median when the distribution is skewed. Note
that the discarding of limited missing values has little effect
on the validity of data.

Authorized licensed use limited to: Chinese University of Hong Kong. Downloaded on June 25,2024 at 06:01:47 UTC from IEEE Xplore.  Restrictions apply. 
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2) Outliers Removing: After the initial data filtering, we
find that there are still some outliers in data. Therefore, we
consider two methods to remove these outliers. We first pro-
cess the pupil sequence from a coarse-grained perspective.
Specifically, the Pauta criterion [40] is utilized, assuming that
the measured relative pupil size series as x1, x2, . . . , xn, the
arithmetic mean of the series is μ, and the residual error
is vi = xi − μ(i = 1, 2, . . . , n). Then, the standard devia-
tion σ is calculated by Bessel’s formula. If the residual error
vb(1 ≤ b ≤ n) of a certain measurement xb satisfies (1), then
xb is considered to be a bad value containing a coarse error
and should be discarded

|vb| = |xb − μ| > 3σ. (1)

As for fine-grained outliers removing, we consider the pupil
dilation speed outside the median absolute deviation (MAD)
as outliers and then discard them [41]. Since blinking is char-
acterized by intersample variation in pupil size, blink filtering
can also be achieved by removing samples based on deviations
in pupil dilation speed. MAD is defined as (2) shows, where xi

is the ith data of relative pupil size series x. Moreover, the pupil
dilation speed is determined as shown in (3) [41], where d[i]
is the pupil size at timestamp t[i], and the pupil dilation speed
d′[i] is the maximum normalized absolute value compared to
the previous or the next sample

MAD = median(|xi − median(x)|) (2)

d′[i] = max

(∣∣∣∣d[i] − d[i − 1]

t[i] − t[i − 1]

∣∣∣∣,
∣∣∣∣d[i + 1] − d[i]

t[i + 1] − t[i]

∣∣∣∣
)

. (3)

3) Linear Interpolation: After completing the above pro-
cessing, the relative pupil size series consists of unequally
spaced data points in which the data have been removed by
the aforementioned processes. To improve the temporal reso-
lution and smoothness of the data, we resample the data points
to the original sampling rate (30 Hz) by linear interpolation
[42], [43].

4) Butterworth Lowpass Filtering: Since the frequency of
pupil size change is at low frequencies, we used a zero-
phase butterworth low-pass filter with a cutoff frequency of
4 Hz [44], [45] to filter out high-frequency noise.

5) Labeling: While acquiring the relative pupil size series,
the ECG signals are measured using the Scorpio low-power
ECG heart rate detection sensor (sampling rate: 1024 Hz) [46].
The two kinds of data are synchronized by transferring them
to the master controller (i.e., a laptop) via serial interfaces.
That is, when the volunteer unlocks the phone, the phone
transmits the recorded pupil data containing the recorded
timestamp information to the controller via the interface, while
the Scorpio sensor keeps recording the data (also containing
the recorded timestamp information) during the experiment.
Finally, the ECG data is obtained and synchronized with the
pupil data by comparing the timestamp information. The error
range of this synchronization method is within 0.03 s. Then,
the Pan–Tompkins detection algorithm is utilized to obtain
the position of the R waves in ECG signal and thus HRV
index SDRR (standard deviation of RR intervals) is calcu-
lated [47], [48]. Specifically, the Pan–Tompkins algorithm is
a dual-threshold QRS wave detection algorithm with adaptive

Fig. 5. Pan–Tompkins detection algorithm.

Fig. 6. One layer of 1-D CNN.

property that can be used for R waves processed in real time.
The detection algorithm is mainly based on the morphologi-
cal characteristics of R-waves, including amplitude, slope, and
time information. In addition, the algorithm mainly includes
two parts: 1) preprocessing to achieve R-wave enhancement
and 2) R-wave synthesis decision, and the algorithm flow chart
is shown in Fig. 5. After getting the SDRR index of HRV, we
judge whether it is within the range of (14 139) ms [3], [49]. If
it is within this range, the volunteer’s heartbeat is considered
to be in a normal state at this time, otherwise it is considered
to be in an abnormal state [50], [51].

D. Feature Extraction

Although the coarse relationship between pupil and heart-
beat is mentioned in Section III, it is difficult to determine
HRV directly by the size of the pupil. Therefore, we consider
using a feature extraction method to find out the pupil series
features associated with HRV.

A 1-D CNN can be used to extract features of time
series [52], [53]. As shown in Fig. 6, a layer of 1-D CNN
extracts local 1-D sequence segments, namely, subsequences,
from the relative pupil size series according to a window of a
certain size, and then performs a dot product with a weight.
The output is a segment on the new sequence. After the
window is continuously sliding, the feature vector is finally
obtained. 1-D CNN is good at recognizing simple patterns in
the data and then using them to generate more complex pat-
terns in higher layers. Therefore, 1-D CNN can well perform
feature extraction.

The customized 1-D CNN network architecture for feature
extraction is shown in Table I. We use the popular rectified
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TABLE I
CNN LAYERS AND PARAMETER AMOUNTS

Fig. 7. RNN containing three hidden layers.

linear unit ReLU as the activation function after each layer of
convolution. To save computational cost by reducing the num-
ber of parameters for training and inference to lightly deploy
the model on mobile devices, we pass the output of each acti-
vation function layer through a maximum pooling layer of size
2 for downsampling. Then, after the maximum pooling layer of
the first convolutional layer, we add a Dropout layer to prevent
overfitting of the neural network. In addition, we also add a
batch normalization process to increase the stability of the
neural network and speed up the training, which is achieved
by subtracting the batch mean and dividing it by the batch
standard deviation. At the end of the fully connected layer of
the neural network, we use the Softmax activation function to
output the classification probabilities for each class. 1-D CNN
is trained on a data set containing samples from two classes,
namely, the relative pupil size series corresponding to normal
and abnormal HRV. To use the model as a general feature
extractor, we extract the reciprocal of the trained model as the
output value of the second layer, namely, a 1-D feature vec-
tor of length 128. The trained model has 249 184 parameters
and a size of 1.9 MB, which is portable enough for real-time
inference on mobile devices.

E. Pupil-HRV Model

Since the high-dimensional features extracted by 1-D CNN
in Section IV-D are time related, and RNN are good at pro-
cessing time series [54], we use an RNN containing three
hidden layers to model pupil size with HRV, as shown in
Fig. 7. Specifically, suppose there is small batch of input data
Xt ∈ R

n×d at time step t, where n is the number of samples
and d is the number of inputs in each sample. Meanwhile,

the hidden state of the lth hidden layer (l = 1, 2, 3) is set
to H(l)

t ∈ R
n×h, where h is the number of hidden units, and

the output layer variable is set to Ot ∈ R
n×q, where q is the

number of outputs. By setting H(0)
t = Xt and the hidden state

of the lth hidden layer using the activation function φl, then

H(l)
t = φl

(
H(l−1)

t W(l)
xh + H(l)

t−1W(l)
hh + b(l)

h

)
(4)

where the weights W(l)
xh ∈ R

h×h, W(l)
hh ∈ R

h×h, and the bias
b(l)

h ∈ R
1×h are the model parameters of the lth hidden layer.

Finally, the output layer is computed based only on the final
hidden state of the lth hidden layer

Ot = H(3)
t Whq + bq (5)

where the weightsWhq ∈ R
h×q and the bias bq ∈ R

1×q are
both model parameters of the output layer.

By completing the pupil-HRV modeling, PupilHeart runs
as a daemon. When a user unlock his/her phone adopting
PupilHeart to monitoring user’s HRV, PupilHeart captures rel-
ative pupil size sequences corresponding to each time the
user unlock through the front-facing camera. Then by data
preprocessing and feature extraction, PupilHeart extracts the
high-dimensional features of each pupil size sequence. Upon
inputting these features into the RNN mentioned above, it out-
puts the classification of HRV. Therefore, PupilHeart infers the
user’s HRV at the time when he/she unlocks phone.

V. EVALUATION

We have prototyped the implementation of PupilHeart on
HUAWEI P50. As a proof-of-concept system, the data anal-
ysis is performed on a desktop with an Intel i7-5700 CPU
and 16 G RAM running Windows 10 with JetBrains PyCharm
2021 software. PupilHeart captures images of users’ pupils
using the front-facing camera when they unlocking the phone
by facial recognition. We first present the experimental setup
and evaluation metrics in Section V-A. Then, we perform
extensive experiments to estimate the overall performance of
PupilHeart, including the accuracy of PupilHeart, and inves-
tigate the influence of different factors on performance in
Section V-B.

A. Experiment Setup and Metrics

1) Experimental Setting: A total of 60 volunteers (34
females and 26 males) have participated in the evaluation.
Moreover, the distribution of volunteers is shown in Table II,
from which it can be seen that we recruit volunteers in the
age group of 18 to 73 years (including young and middle-
aged people) and in different health states to participate in
the experiment. The participants have normal vision or wear
glasses without color. Participants were compensated based on
their participation time in the study ($5 for 2 h) and compli-
ance rate ($0.5 for each completed task). All collected data
were kept anonymous and the Institutional Review Board of
our university authorized all the study procedures.

The experiments are conducted in a normal quiet office envi-
ronment. Participants are unlocking the phone under different
situations. The overall brightness of ambient and screen light
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(a) (b) (c)

Fig. 8. Overall performance of PupilHeart. (a) CDF plot of precision, F-score, and specificity. (b) CDF plot of FNR and FPR. (c) ROC curve.

TABLE II
DEMOGRAPHICS OF VOLUNTEERS IN THE EXPERIMENT

to participants’ eyes is about 240 lux. The distance between
participants’ eyes and the front facing camera on mobile phone
is about 32 cm. Participants are required to unlock the phone
when they are at rest, after stimulation, and during exercise.
Meanwhile, the front facing camera captures eye area of par-
ticipants, and the ECG signals (ground truth data) are recorded
by the ECG sensor. Specifically, the videos recorded by the
camera have a resolution of 720 p and a frame rate of 30 fps.
In addition, we use ten times 10-fold cross-validation. The data
set is divided into ten mutually exclusive subsets, and one of
the subsets is taken for testing, and the other nine subsets are
trained, and then the average of the obtained metrics are used
as the final evaluation.

2) Evaluation Metrics: PupilHeart adopts RNN to model
the relationship between pupil size and HRV. Moreover, as
RNN is utilized to classify time series, we evaluate the
performance of PupilHeart using typical metrics of binary clas-
sifications. In addition, the four parameters of the metrics are
true positive (TP), true negative (TN), false positive (FP), and
false negative (FN) and are defined as follows (samples with
normal HRV are defined as positive classes).

1) TP: Samples with normal HRV are correctly classified
as positive class.

2) TN: Samples with abnormal HRV are correctly classified
as negative class.

3) FP: Samples with abnormal HRV are incorrectly clas-
sified as positive class.

4) FP: Samples with normal HRV are incorrectly classified
as negative class.

Specifically, the metrics are precision, recall, F-score, speci-
ficity, FN rate (FNR), FP rate (FPR), and receiver operating
characteristic (ROC) curve. Precision is defined as P =
[(TP)/(TP + FP)], describing the ratio of samples with a nor-
mal HRV that are predicted correctly. Recall is defined as
R = [(TP)/(TP + FN)], manifesting the proportion of normal
HRV samples that are correctly predicted. F-score is defined

TABLE III
RESULTS OF PREDICTION ACCURACY

as F − score = [(2P · R)/(P + R)], which is a harmonic mean
based on the precision and recall. Specificity is defined as
specificity = [(TN)/(FP + TN)], which represents the propor-
tion of abnormal HRV samples that are correctly identified,
measuring the recognition ability of PupilHeart for abnormal
HRV. FPR is defined as FPR = [(FP)/(TN + FP)], describing
the proportion of abnormal HRV samples that are predicted as
normal. FNR is defined as FNR = [(FN)/(FN + TP)], which
describes the rate of normal HRV samples that are incorrectly
predicted as abnormal samples. ROC curve is a curve with FPR
and TP rate (TPR) as its axes. As a supplementary note, TPR
is defined as TPR = [(TP)/(TP + FN)], which is the same as
recall. The area under the ROC curve is called AUC, and the
larger the AUC, the better the performance of the system.

B. System Performance

We first evaluate the overall performance of PupilHeart in
different user states, and then investigate impacts of different
factors on the performance.

1) Prediction Accuracy: To estimate the accuracy of
PupilHeart’s prediction, 60 volunteers are recruited to partici-
pate in the experiment. Each volunteer are asked to unlock
their phones using the facial recognition in three different
states (at rest, after stimulation, and during exercise). Each
person unlocks the phone ten times in each state, therefore,
there are 1800 pieces of data in total. Morover, ten times
10-fold cross-validation is utilized to calculate the evalution
metrics. The precision, F-score, specificity, FNR, and FPR are
calculated. The results are shown in Table III and Fig. 8. The
mean values of precision, F-score, specificity, FNR and FPR
are 0.9012, 0.8593, 0.8842, 0.0137, and 0.0083, respectively.
Moreover, precision, specificity, F-score, FNR and FPR have
median values of 0.9026, 0.8617, 0.8835, 0.0132 and 0.0076,
respectively. The AUC of the ROC curve is 0.95. These results
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(a) (b) (c)

Fig. 9. PupilHeart’s performance under different lighting conditions. (a) Precision, F-score, and Specificity. (b) FNR and FPR. (c) ROC curves.

(a) (b) (c)

Fig. 10. PupilHeart’s performance under different shooting distances. (a) Precision and F-score. (b) FNR and FPR. (c) ROC curves.

illustrate that PupilHeart predicts users’ HRVs with a relatively
high accuracy after training.

2) Impact of Light Intensity: To investigate the effect of
light intensity on the performance of PupilHeart, we set three
different light intensities by tuning the brightness of the
ambient light. Specifically, we change the light intensity by
adjusting the number of lamps in the office, i.e., weak light
intensity Liw (110–150 lux) of one lamp, medium light inten-
sity Lim (220–260 lux) of two lamps, strong light intensity Lis
(280–300 lux) of three lamps. 60 volunteers aged from 18 to
73 participate in the experiment. Each volunteer unlocks their
phone under these three different lighting conditions for ten
times. The precision, F-score, specificity, FNR and FPR are
measured, and the results are shown in Fig. 9. As presented
in Fig. 9, the lighting conditions do have an impact on the
performance of PupilHeart. As the illumination intensifies, the
precision, F-score, and specificity are rising under different
states, while the FPR and FNR are decreasing, demonstrat-
ing that under certain illumination conditions, the stronger
the illumination is, the better the performance of PupilHeart.
Meanwhile, the AUCs of these three light conditions are also
increasing with the light intensities. This is due to the fact
that PupilHeart can detect the face more clearly when the
light is strong, and thus can obtain more accurate relative
pupil size values. In addition, we find that the performance
of PupilHeart remains relatively stable under different user
states.

3) Impact of Shooting Distance: The general face unlock-
ing distance for mobile phones is 20–50 cm [55], and the
distance from the front-facing camera affects the clarity of

the captured image and thus the accuracy of the obtained
pupil size data. Therefore, in this section, we discuss the
performance of PupilHeart at three different distances (20, 35,
and 50 cm). A total of 60 volunteers between the ages of 18
and 73 participate in the experiment. Each volunteer unlock
the phone using facial recognition for ten times at three dif-
ferent distances (each volunteer is not necessarily in the same
state) and the light intensity is kept at a medium level Lim by
allowing two lamps on in the office, so there are 1800 pieces
of data in total.

The results of the experiment are shown in Fig. 10. From
the figure, it can be observed that PupilHeart’s performance
reaches it highest level at 35 cm. When the user is 20 or 50 cm
away from the front-facing camera, PupilHeart’s performance
is slightly disrupted. This is because too long or too short a
shooting distance can affect the imaging of the camera and
thus the accuracy of the captured pupil size sequence, and
therefore the performance of PupilHeart.

VI. DISCUSSIONS

In this section, we discuss the effects of various environment
conditions on PupilHeart.

1) Extreme Light Intensity: In our experiments, we investi-
gate the performance of PupilHeart over a certain range
of light intensities (110–300 lux). When the light inten-
sity is at extremely high or low levels, for example,
when the user is in the dark or in strong outdoor light,
although normal face recognition will not be affected
(because face unlock uses an infrared camera that can
unlock the phone in the dark or in bright light), but

Authorized licensed use limited to: Chinese University of Hong Kong. Downloaded on June 25,2024 at 06:01:47 UTC from IEEE Xplore.  Restrictions apply. 



18050 IEEE INTERNET OF THINGS JOURNAL, VOL. 10, NO. 20, 15 OCTOBER 2023

the image of users’ pupils collected by PupilHeart will
be blurred. Therefore, in future work, we will consider
using the same infrared camera for capturing pupil data
as for face recognition.

2) Extreme Shooting Distance: We consider the
performance of PupilHeart when user normally
uses facial recognition to unlock phones. However,
when user is very close to the phone screen, PupilHeart
will not be able to detect the user’s face and therefore
the pupils, and the phone’s facial recognition function
will not work as well. Furthermore, when the user
is far from the phone, PupilHeart captures blurred
face images due to the limited resolution of the front
camera, and the facial recognition is also not available
in this case. Therefore, PupilHeart works fine under
normal use of facial unlock.

3) User Wearing Glasses: Participants in the experiment
wear regular glasses or no glasses. In real life, how-
ever, the resolution of the eyes in the captured images
is reduced when the user wears tinted glasses such as
sunglasses. The current facial recognition technology
already supports most sunglasses by utilizing infrared
cameras and thus we will take this situation into account
in future work.

4) Camera Resolution and Frame Rate: Since PupilHeart is
running during face unlock, and the camera we use is the
front-facing camera of the phone instead of the infrared
camera used for face unlock, which has different specifi-
cations, we discuss the effect of different resolutions and
frame rates of the camera. First, we record videos with
different front-facing cameras resolutions of 360P, 480P,
720P, and 1080P at a fixed frame rate of 30 fps. The
results show that the videos recorded by the 360P and
480P cameras are too blurry, and thus PupilHeart can not
segment the user’s pupils and irises well. In addition, to
explore the effect of different frame rates on PupilHeart,
we record videos at 30, 60, and 120 fps using the front
camera of the phone with a fixed resolution of 720P, The
results showed limited difference. However, we plan to
investigate these issues and mobile phone diversity in a
more in-depth evaluation in future work.

5) Limitation of HRV-Based Method: Although PupilHeart
can be a relatively accurate measure of whether HRV is
within the normal range, there are some shortcomings in
the HRV-based approach. In general, abnormal HRV does
not lead to a medical emergency, but it can be a sign of
current health problems or future problems. For instance,
low HRV is considered a sign of current or future health
problems because it shows your body is less resilient and
struggles to handle changing situations. It is also more
common in people who have higher resting heart rates.
That is because when your heart is beating faster, there
is less time between beats, reducing the opportunity for
variability. This is often the case with conditions like
diabetes, high blood pressure, heart arrhythmia, asthma,
anxiety, and depression. It is also important to remember
that most consumer-grade devices that track HRV are
not as sensitive as an electrocardiogram (EKG). It is

important to keep in mind that heart rhythm is very
complex. While we can find devices and apps that track
HRV, healthcare providers are best qualified to watch our
heart rate and make recommendations on what we can
and should do about it.

VII. CONCLUSION

In this article, we have proposed PupilHeart as a computer-
vision-based mobile HRV monitoring system, including a
mobile terminal and a server side. On the mobile terminal,
during face recognition, PupilHeart has collected pupil size
information through the front facing camera on mobile phones.
On the server side, after preprocessing the raw pupil size
data, PupilHeart has extracted high-dimension features using
1-D CNN, and based on this, has built a pupil-HRV model
by RNN. On that basis, PupilHeart has achieved daily HRV
monitoring. We have prototyped PupilHeart and conducted
experimental and field studies to thoroughly evaluate the effi-
cacy of it by recruiting 60 volunteers. The overall results
have shown that PupilHeart can accurately predict a user’s
HRV when unlocking phones using face recognition. In gen-
eral, PupilHeart provides us with a prototype for exploring
pupil size and HRV, shedding lights on a viable yet innovative
idea for realizing mobile HRV monitoring systems. In future
works, we will expand the diversity of experiments in terms
of devices, subjects, and environment conditions to further
improve our PupilHeart system.
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