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Abstract—There is a growing trend that network applications
not only require higher throughput, but also impose stricter
delay requirements. The current Internet congestion control,
which is driven by active queue management (AQM) algorithms
interacting with the Transmission Control Protocol (TCP), has
been playing an important role in supporting network appli-
cations. However, it still exhibits many open issues. Most of
AQM algorithms only deploy a single-queue structure that cannot
differentiate flows and easily leads to unfairness. Moreover, the
parameter settings of AQM are often static, making them difficult
to adapt to the dynamic network environments. In this paper,
we propose a general framework for designing ‘self-tuning”
queue management (SQM), which is adaptive to the changing
environments and provides fair congestion control among flows.
We first present a general architecture of SQM with fair queueing
and propose a general fluid model to analyze it. To adapt to
the stochastic environments, we formulate a stochastic network
utility maximization (SNUM) problem, and utilize online convex
optimization (OCO) and control theory to develop a distributed
SQM algorithm which can self-tune different queue weights
and control parameters. Numerical and packet-level simulation
results show that our SQM algorithm significantly improves
queueing delay and fairness among flows.

I. INTRODUCTION

There has been a growing trend that network applications
such as augmented reality (AR), virtual reality (VR), and
interactive gaming require higher throughput, while impos-
ing stricter end-to-end delay requirements. However, it is
challenging to simultaneously satisfy these two requirements.
When network flows with large size (i.e., elephant flows)
compete with each other for limited link bandwidths, network
congestion usually occurs, leading to increasing queueing
delay and reduced network throughput due to packet loss.
Thus, congestion control is crucial for the performance of
network applications. In the Internet, the Transmission Control
Protocol (TCP) primarily interacts with active queue manage-
ment (AQM) algorithms to achieve congestion control [1].

Although research on congestion control driven by TCP
and AQM has been active for more than two decades, there
still exist many open and fundamental issues. Specifically, as
the key to addressing the bufferbloat problem [2], the current
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AQM policies have the following issues. Firstly, existing
AQM algorithms (such as RED [3], CoDel [4], and PIE [5])
mostly deploy a single queue in the router buffer such that
all arriving packets from different flows have to share this
single queue’s resource. However, a single queue generally
cannot differentiate flows and protect conservative flows from
being affected by aggressive ones, which in turn leads to
unfairness. For example, [6] showed that a FAST TCP [7]
flow may acquire much larger portion of link bandwidth than
a TCP Reno [8] flow if they share the same bottleneck link.
SFQ-CoDel [9] uses multiple queues for monitoring different
flows, but each queue is simply managed by the original
CoDel algorithm which may have stability issues when using
the fixed default parameter settings [10]. Secondly, a large
number of existing works on AQM just analyzed a single-
bottleneck network topology. There are only few related works
that investigate more general multi-bottleneck scenarios, such
as [11] and [12]. Thus, it is important to develop a general
model and conduct detailed analysis for AQM algorithms man-
aging multiple queues in multi-bottleneck networks. Thirdly,
the parameter settings of existing AQM algorithms are often
static, making them difficult to adapt to the dynamic network
environments, which may further lead to system instability
(see Section V-B). In fact, automating the parameter tuning of
AQM has been emphasized by the Internet engineering task
force (IETF) in RFC 7567 [13], but it is still an open problem.

To address the aforementioned issues and facilitate adaptive
and fair congestion control, we first propose a general archi-
tecture of a “self-tuning” queue management (SQM) scheme.
SQM maps elephant TCP flows to different queues, each of
which is managed by an independent AQM algorithm with
self-tuning capabilities. Scheduling across different queues can
be performed by the weighted fair queueing (WFQ) [14] or
deficit round robin (DRR) [15] with tunable queue weights.
We then propose a general fluid model to analyze the interac-
tions between TCP and SQM in a multi-bottleneck network.
In order to adapt to the dynamic network environments, we
further formulate a stochastic network utility maximization
(SNUM) problem for the TCP/SQM system, and apply online
convex optimization (OCO) [16] techniques to tackle it. Based



on the solution to the SNUM and the stability analysis of the
TCP/SQM system, we develop a novel SQM algorithm which
can dynamically self-tune different queue weights and control
parameters in a distributed manner.

Contributions: In this paper, we propose a general frame-
work to design and analyze SQM schemes, which can facilitate
adaptive and fair congestion control on the Internet so as to
improve queueing delay and fairness among flows. To fill the
aforementioned gaps, we make the following contributions:

« We first present a general architecture of SQM equipped
with adaptive fair queueing so as to dynamically regulate
different flows. We then propose a general fluid model to
describe the interactions between TCP flows and SQM in
a general network setting with multiple bottleneck routers
and multiple queues in each router.

« We conduct equilibrium and stability analysis for the
general TCP/SQM system. Specifically, we derive suf-
ficient conditions for the existence and uniqueness of an
equilibrium point in the system. Furthermore, we derive
sufficient conditions for the local asymptotic stability of
each SQM subsystem with feedback delays.

¢ To capture the dynamic nature of the network environ-
ments, we formulate a SNUM problem for the TCP/SQM
system. The SNUM extends the classic (static) NUM [17]
to stochastic environments. We then apply OCO tech-
niques and develop an online gradient descent (OGD)-
based algorithm to solve the SNUM. Moreover, based
on the solution to the SNUM and the derived stability
conditions, we propose a distributed SQM algorithm
which can self-tune different queue weights and control
parameters. To the best of our knowledge, this is the first
work that applies OCO to the self-tuning of AQM.

« We perform both numerical and packet-level simulations,
which verify our analysis and show that our SQM algo-
rithm significantly improves queueing delay and fairness
among flows, compared to existing AQM algorithms.

The rest of the paper is organized as follows. Section II
presents a general architecture of SQM and a corresponding
general model for the TCP/SQM system. In Section III, we
conduct equilibrium and stability analysis for the TCP/SQM
system. Section IV first formulates a SNUM problem for the
TCP/SQM system and develops an OGD-based algorithm to
solve it, and then further proposes our SQM algorithm. In Sec-
tion V, we present both numerical and packet-level simulation
results. Finally, we conclude the paper in Section VI.

II. SYSTEM DESIGN AND MODEL

In this section, we propose a general architecture of SQM,
and develop a fluid model for a general TCP/SQM system.

A. General Architecture of SOM

A general architecture of SQM is depicted in Fig. 1. It
consists of a classifying & mapping component and a queue
management component. Due to space limitation, we focus
on the queue management component, while the classifying
& mapping component can utilize existing algorithms for
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Fig. 1: A general architecture of a self-tuning queue manage-
ment (SQM) scheme, where the queue weights Q;; and the
control parameters of an AQM algorithm managing a queue
can be tuned dynamically based on the network condition.

flow classification, such as ElephantTrap [18], HeavyKeeper
[19], and hashing. Since a single-queue structure commonly
used by existing AQM algorithms cannot differentiate flows
and provide differentiated management, SQM utilizes a multi-
queue structure where each queue serves a single flow and
is managed by an independent AQM algorithm. Scheduling
across different queues can be performed by WFQ [14] or
DRR [15], according to the queue weights. Due to the dynamic
nature of network environments, an AQM algorithm with fixed
parameter settings cannot effectively adapt to the changing
environments. Therefore, SQM enables self-tuning for both the
control parameters of the AQM algorithms managing different
queues and the queue weights in WFQ or DRR, so as to
improve the system stability and performance.

The specific procedures of SQM can be described as fol-
lows. When flows arrive at a SQM-enabled router, they will
first be classified and mapped to different queues based on
their properties. Note that SQM mainly aims to control and
manage long-lived TCP flows (i.e., elephant flows, especially
aggressive ones) since they occupy the majority of the network
traffic. Short-lived flows (i.e., mice flows) can be handled by a
reserved queue with a reserved output rate and default queue
management policy, say, drop-tail or CoDel. The classification
and mapping for different flows can be done by using existing
algorithms. If the number of classified flows exceeds the
maximum number of queues (supported by specific hardware)
denoted by (K + 1), only the top-K flows need to be mapped
to individual queues and the rest can be handled by the
aforementioned reserved queue. After the classification and
mapping, each queue can at most contain one elephant flow.
An independent self-tuning AQM algorithm is then used to
manage the packets for each queue. Finally, WFQ or DRR
with adaptive queue weights is utilized to perform scheduling
across different queues.

B. General Fluid Model for TCP/SQM System

In this subsection, we develop a general fluid model to
describe the interactions between long-lived TCP flows and
SQM routers in a general network setting. To be consistent
with our subsequent formulation of SNUM problem, the total
time under consideration is composed of a number of periods
indexed by an integer 7, where t = 1,2,...,T. In a period ¢, we
use T to denote a time instant within that period.



Let us formally define the fluid model which describes
the dynamics of a general TCP/SQM system in a period .
Specifically, let N;(7) be the number of TCP flows at time 7
in period ¢ and L; be the number of bottleneck links in period ¢
in the network. Let A,(i) be the set of bottleneck links that
flow i traverses in period ¢, and B;([) be the set of flows that
pass through link / in period ¢. The rate of TCP flow i at time 7
in period ¢ is denoted by x; (7). We use U;(x;,) to denote a
utility function for TCP flow i in terms of its rate in period ¢,
and choose the widely used a-fair utility function [20] defined
as follows (note that our model can be easily extended to a
weighted a-fair utility function):

a=1,
a#l, a>0.

log x; ¢,

-1 1-
(1-a) xl.’ta,

Uii(xir) = { )
Note that «-fair utility function can cover many fairness
policies. For example, it corresponds to maximum throughput
when o = 0, to proportional fairness when ¢ = 1, and can
achieve max-min fairness when @ — oo [21]. Moreover, it
also includes a number of TCP algorithms as special cases,
such as FAST TCP [7], TCP Vegas [22], and Scalable TCP
[23] when @ = 1, or TCP Reno [8] when a = 2 [24].

A summary of notations used in our model is shown in
Table 1. The round-trip time of TCP flow i in period ¢ is
denoted by D;,. We use gi;(7) and p;;.(7) to denote the
length of queue i at link / at time 7 and the price of queue i at
link / at time 7, respectively. Here, the queue price p;;,(7) can
be packet dropping probability or queueing delay, depending
on the specific TCP and queue management algorithms used.
Let C; be the capacity of link / and Cj;,(7) be the output rate
of queue i at link / at time 7 in period ¢. We use §;;; to denote
the target queue length for queue i at link / in period ¢, and
let oy, be a parameter for controlling the drop probability
of queue i at link / in period ¢. They can be considered as
control parameters of the AQM algorithm managing queue i.
In particular, i, is used to control the average queue length
to a predefined value. The weight (or quantum if DRR is used)
for queue i at link / in period ¢ is denoted by Q;; ;.

Using (1) as the utility function, our proposed general model
for the TCP/SQM system which can accommodate different
versions of TCP flows in period ¢ is described by a set of
delay differential equations (DDEs) in (2)—(5):

. B 2ieA, () Pit.(T = Diy) .
Xio(7) = ki1 - U7 (aia () , LEN, 2

. Xi 1 (1) = Ci s (1), qit1(7) > 0,
a0 =47 ’ ’ i €B(l),l € L,
Gite(T) {[xi,t(T) - Cil,t(T)] +a qit,«(t) = 0, +(0) ;
€)]
Dir: (1) = [M] , ie€B(l), lelL, “4)

Til,t
Qi1,+(1) .

C; =—2—"(, e B/(l), lel, 5
1,:(7) ZjeB,(l) le,z(T) L1 /(D) 1 5

where N; denotes the set of flows appearing in period ¢ and
L, represents the set of bottleneck links in period ¢.

TABLE I: A Summary of Notations

Notation | Meaning
N (1) Number of TCP flows at time 7 in period ¢
L; Number of bottleneck links in period ¢
X, (T) Rate of TCP flow i at time 7 in period ¢
Ui ¢(xi¢) | Utility function of TCP flow i in period ¢
Di; Round-trip time of TCP flow i in period ¢
qi1,:(T) Length of queue i at link / at time 7 in period ¢
pil,+(7) Price (e.g., drop probability) of queue i at link / at time 7
C; Capacity of link [
Cig,+(7) Output rate of queue i at link / at time 7 in period ¢
Bilt Target queue length for queue i at link / in period ¢
Tilt Control parameter for drop probability of queue i at link /
Qilr Weight or quantum for queue i at link / in period ¢
A(Q) Set of bottleneck links that flow i traverses in period ¢
B:(1) Set of flows that pass through link / in period #
M; Total number of non-empty queues in period ¢

Equations (2)—(3) describe the evolutions (time derivatives)
of flow rates and queue lengths based on their interactions,
while the instantaneous queue prices and the instantaneous
output rates of the queues are determined by (4)—(5).

It is important to point out that (2) is a modified version
of a well-known differential equation describing the dynamics
of TCP flows in the literature such as [7], [17], and [25].
It describes the evolution of the rate of flow i based on
the relation between the end-to-end queue price (e.g., drop
probability) and the marginal utility U}, (i.e., the derivative of
U;,; with respect to x; ,(7)). In (2), k;; > 0 is a constant of gain
parameter which is determined by a specific TCP algorithm
used by flow i. For example, TCP Reno was shown to have
kis = D% [7], [25]. Note that comparing to the delay-free

models ilrit [71, [17], and [25], we further consider feedback
delays in (2) where D;; is the average round-trip time of flow i.
The evolution of the length of queue i at link / is modeled by
(3). To simplify the modeling and without loss of generality,
flow i is mapped to queue i with length g;;,(7) if it traverses
link / in period ¢. Note that this assumption does not introduce
a restriction to the mapping. When flow i is arbitrarily mapped
to a queue j at link /, one can locally renumber queue j to
queue i. Define [a]" = max{a, 0}. Since g;,(7) > 0, the time
derivative of g;;,(t) cannot be negative when g;;,(7) = 0.
The price of queue i at link / is described by (4). Here, we
mainly consider drop probability as the queue price (though
(4) can also describe queueing delay by letting S3;;; = 0 and
ity = Ci(7)) since AQM algorithms generally carry out
congestion control by dropping packets. In (4), the parameters
Birr and o7y control the instantaneous drop probability of
queue i. A number of existing AQM algorithms with a target
queue length or delay, such as CoDel [4] and RED [3], employ
packet dropping policies that satisfy the general form (4).
The output rate of queue i at link / is expressed in (5).
Recall that either WFQ or DRR can be used for scheduling
in SQM. DRR [15] assigns a quantum to each queue and
performs scheduling across queues based on their quanta. In



the long run, a quantum in DRR can be considered as a queue
weight when calculating the output rate of a queue. Let Q;;,(7)
be an instantaneous weight or quantum for queue i at link / at
time 7. We have Q;;,(1) < Q;1. Note that we do not model
the reserved queue since it mainly contains short-lived mice
flows which generally cannot be controlled. Thus, C; in (5)
excludes the reserved capacity for the reserved queue.

III. EQUILIBRIUM AND STABILITY ANALYSIS

This section analyzes two important properties of the
TCP/SQM system (2)—(5), namely, equilibrium and stability.

A. Equilibrium Analysis

First of all, we investigate the existence and uniqueness of
an equilibrium in the system. By definition, the equilibrium
of the system (2)—(5) in period ¢ is determined by X;; = 0
and ¢, = 0 for all i € N; and [ € £,. Note that variables
without the time index 7 in (2)—(5) possess fixed values during
period f. We assume that the set N; contains a fixed number
of flows denoted by N, (i.e., |N;| = N;), when the system
is in equilibrium in period ¢. Moreover, the set £, contains
L, bottleneck links in period ¢ (i.e., |L;] = L;). Thus, the
equilibrium equations of the system (2)—(5) are as follows:

1 Z . .
T x Ny = pl’l’t’ 1 € Nt’ (6)
(xi,t)a 1A, (i)
xi*,z =LilLs, l € Bt(l)’ l € Lt’ (7)
where
Qil,t .
Cii=———GC, ieB(l), leL,. (3
2jen, ) Qjtt

When the system is in equilibrium, the time index 7 can be
ignored. We use xl.*’ , and pfl’ , to denote the equilibrium rates
and the equilibrium drop probabilities, respectively. Then, all
x;, and pjl’ , (€N, I € L) form an equilibrium point of the
system, which is determined by (6)—(7). Note that to derive
(6) from (2), we make use of the a-fair utility function (1).
In (7), Cii; denotes the output rate of queue i at link / in
equilibrium, which can be expressed by (8). Comparing to (5),
(8) uses the equilibrium values of weights Q;;, to compute the
achievable output rates for the queues. Note that since (8) only
considers bottleneck links that are fully utilized, the values of
Qi1+ should satisfy (8).

Let M; = Xer, |Bt(l)| be the total number of non-empty
queues in period 7. Let R; be an N, x M, augmented routing
matrix in period ¢, which is expressed as:

1) (L)
_ R, Ry
R =| s )
@) (L)
RN, RN,t
where the vectors ngl) = [Ri, Riog, - Ry, yi] (for i =

1,2,..,N; and [ = 1,2,...,L;) and their entries R;; = 1 if
flow i uses queue k at link /, and Rj;; = O otherwise. Note
that to compress the expression of Ry, we have renumbered
the flows from 1 to N; and the bottleneck links from 1 to

L,;. In addition, once all the flows have been mapped to their
corresponding queues, we can further renumber the non-empty
queues at a link / from 1 to |B,(/)].

Define an M; X 1 equilibrium drop probability vector as:

p; = [PV, p@,  pr|T, (10)
1) _ * % % _
where PO = [p}, P} oo Plg, ] (FOr 1= 12,0 Ly).
Define an N; X 1 marginal utility vector as:
1 1 1 T
u*=[ — ——, o ] . (11)
LG ) (g )T (e, )
Then, (6) can be written in the following matrix form:
R.P; =u]. (12)

An equilibrium point of the system (2)—(5) is determined by
(6)—(7). One can investigate the existence and uniqueness of an
equilibrium by analyzing the number of solutions to (6)—(7).
Since (7) actually gives a solution for the equilibrium rates
xi*, ,» we only need to study the solution for the equilibrium
drop probability vector P/ in the matrix form (12).

First of all, we present a lemma about the property of R;.

Lemma 1. The augmented routing matrix Ry has full rank.

Proof: A detailed proof is given in Appendix A. [ ]
Then, the following theorem provides a sufficient condition
for a unique equilibrium point in the system.

Theorem 1. If N; = M;, then there exists a unique equilibrium
point in the TCP/SOM system (2)—(5).

Proof: A detailed proof is given in Appendix B. [ ]
Theorem 1 implies that if every TCP flow only traverses
one bottleneck link (not necessarily the same one), then
the TCP/SQM system has a unique equilibrium point. From
Theorem 1, we can easily derive the following corollary.

Corollary 1. If L; = 1, then the corresponding single-
bottleneck TCP/SQM system has a unique equilibrium point.

Proof: Since L, = 1 implies that N; = M;, the conclusion
can be derived from Theorem 1. |

Theorem 2. If N; < M,;, then there are infinitely many
equilibrium points in the TCP/SOM system (2)—(5).

Proof: A detailed proof is given in Appendix C. [ ]

Theorem 2 implies that the equilibrium point of the system

is not unique if some flows traverse multiple bottleneck links.

In particular, there exist infinitely many equilibrium drop
probability vectors P; in this case.

B. Local Stability Analysis

After analyzing the equilibrium of the TCP/SQM system,
we now conduct stability analysis for the system. Stability
analysis can include both the stability of the entire TCP/SQM
system (2)—(5), as well as the stability of each SQM subsystem
at a bottleneck link. Due to space limitation, here we only
present the stability analysis for each SQM subsystem.



Note that the system (2)—(5) is nonlinear. To study the
stability of a nonlinear system, a prevalent approach (e.g., [26],
[11], and [12]) is to perform linearization for the system and
then analyze the local stability of the linearized system. We
follow the approach used in [11], and present a local stability
analysis for each single-bottleneck TCP/SQM subsystem with
feedback delays. Note that comparing to the model in [11]
which uses Reno as the TCP algorithm and considers a single-
queue AQM scheme at each link, the proposed TCP/SQM
model is more general.

First, we formulate a single-bottleneck TCP/SQM subsys-
tem at link / based on the original system (2)—(5) as follows:

> p:-},t)), (13)

JEAL(D)
j#l
Git (1) = Xi, (7) = Cig,o(7), qirt(7) > 0,
i,e(T) =
[xi,,(‘r) - Cil,t(T)] +, qi1,1(7) = 0,

where i € B,(l), [ is fixed for a specific link under considera-
tion, p;; , denotes the equilibrium drop probability of queue i
at link j # [ that flow i traverses, p;(t — D;;) and Ciz;(7)
are still described by (4) and (5) (with a fixed [), respectively,
and the utility function (1) is used to derive (13).

The subsystem (13)—(14) only considers the evolution of the
queue lengths (and corresponding drop probabilities) at link /
and the evolution of the rates of the flows traversing link /. The
drop probabilities at other links j # [ that a flow i traverses
are fixed to the equilibrium values. This can be considered as
an approximation for the original system [11].

Next, we linearize the subsystem (13)—(14) at the equilib-
rium point and obtain:

Xie(7) = ki,t(l - xg[(T)(Pil,t(T -Dj,)+

(14)

k; kit (7 )
8i(1) = = L6y (1) = =g (T = D), (1)
xi,t il,t
1
04i1,¢(T) = 0xi4(7) = D_(SCIil,t(T), (16)
it
where i € B/(l), [ is fixed, 6x;;(7) = x;;(7) — x7,, and

0qir (1) = qil,,(T)—q;‘l’ . (qlf‘l, , 1s the equilibrium queue i’etngth).
For simplicity, we also renumber the flows and non-empty
queues in a subsystem at link / such thati = 1,2, .., |B;({)|. To
express the linearized subsystem (15)—(16) in the matrix form,
we further define some matrices as follows.
Define a 2|B;(1)| x 2|B;(1)| matrix for link [ as:

Fi 0
Flt=[ !

s

LR (7

where Fy = diag( - %%

it

) is a |B;(I)| x | B,(1)| diagonal matrix

(Yk,f,t

. ) in the main diagonal, I is a |B,(])| X

|B,(1)| identity matrix, F = diag( - ) is a [B/(1)] x |B,(])]
diagonal matrix, and 0 is a |B;(I)| X |B;(I)| zero matrix.
Define a set of 2|B;()| x 2| B,(l)| matrices for link / as:

0 E; .
Eil,t = [0 61] s 1= 1323 .oy |Bt(l)|’

with entries ( —

(18)

where E;; = diag((E;1);) is a |B,(1)| x | B,(1)| diagonal matrix
with the following entries in the main diagonal

Kino (5t
(Eil)j:{ Tie
0.

X otherwise.

if j =1,

Define a 2|B;(l)| x 1 vector for link / as:

T
V() = [6x1, (D), oy 6318, 1)1, (7), 6911, (T, . 618, () 1,0 (D)] -
(19)

Then, the linearized subsystem (15)—(16) can be written in
the following matrix form:

[B: ()]

Vi (1) = Frpype(r) + Z Eigy14(t — Dj;).
i=1

(20)

Next, we construct a Lyapunov function for the subsystem
(20). To this end, we first present the following lemma about
the property of the matrix Fi.

Lemma 2. Fy; is a stable matrix, i.e., every eigenvalue of Fi4
has negative real part.

Proof: A detailed proof is given in Appendix D. [ ]

Since Fy; is a stable matrix, there exists a unique positive

definite matrix Ay, that satisfies the following Lyapunov
equation [27]:

Fl Ay + Ay Fry = -1 1)

where I is a 2|B;(l)| X 2|B;(l)| identity matrix.
Using the matrix Ay in (21), we construct the following
candidate Lyapunov function for the subsystem (20):

Viyie) = thAl,tyl,t- (22)

We now present a theorem that states a sufficient condition
for the local asymptotic stability of the subsystem.

Theorem 3. The subsystem (20) is locally asymptotically
stable if
- <
2pJ1l| Al

(23)
P Oilt

Tmax(A
where ||Ay|| denotes the 2-norm of Ayy, Ji; = w/%’

Amax(Ary) and Ain(ALy) are the largest and smallest eigen-
values of Ay, respectively, and p > 1 is a constant.

Proof: A detailed proof is given in Appendix E. [ ]

Theorem 3 provides a guidance for choosing proper control

parameters oy, for the queues of SQM, such that the SQM
subsystem is locally asymptotically stable.

IV. SNUM PROBLEM AND SQM ALGORITHM

In this section, we first formulate a SNUM problem for the
TCP/SQM system, and then propose our SQM algorithm.



A. Problem Formulation for SNUM

In the literature on congestion control, network utility max-
imization (NUM) [17] is frequently formulated to determine
the optimal flow rates of a network. The classical NUM is a
“static” optimization problem where all the network variables
are assumed to have static values. In reality, network variables
(such as the number of flows in a network) are usually time-
varying, rendering the solution of the static NUM problem
impractical for dynamic environments. To tackle this issue, we
formulate a stochastic version of NUM, named SNUM, where
the number of flows in the network is a random variable.

Following the formulation of the TCP/SQM model, the total
time under consideration is composed of a number of periods
indexed by ¢ (r = 1,2,...,T). In every period ¢, we assume that
the number of flows can reach a steady value denoted by N;
when the system is in equilibrium. Across different periods,
the random variable N; changes according to an unknown
distribution. We further assume that the maximum number of
flows that can be supported by the TCP/SQM system in all
periods is denoted by K, and that the maximum number of
bottleneck links in the system is denoted by L.

Let x; = [x1,1, X245 ... xK,,]T be the rate vector in period .
Note that x; includes the equilibrium (or average) rates of all
the K possible flows in period 7. For non-existent flows j
in period #, we let xj;, = &, where & is a small positive
constant such as one. We do not set the rate to zero in this
case because we need to use the utility function (1) for all
flows, which is undefined at zero. Thus, we have x; > &.
Let C = [C,C,,...,CL]T be the link capacity vector. Define
a K x L routing matrix R, in period ¢, where entries R;; = 1
if flow i uses link /, and R;; = O otherwise. Note that R; is
different from the augmented routing matrix E, in (9).

Define a time-varying aggregate utility function U; as:

K
Ui(xe) = )" Uia(xia),

i=1

(24)

where
ifi e N,
otherwise.

i,t(xi,t),

_ U
Uit(xip) = {

Ui,t (8)9

U;; is defined in (1). N; denotes the set of N; existing flows
in period ¢. For non-existent flows, they have constant utilities
Ui (&), and we can ignore them by assigning zero coefficients.

The SNUM problem for the TCP/SQM system can be
specified as follows:

(25)

max Z Us(x¢) (26)

subject to Rt x <C, t=12..T 27

Note that the objective function (26) considers cumulative
utilities from all periods, and this cumulative form of objective
function is widely used in the online optimization literature,
e.g., [16], [28], and [29]. Moreover, U; is time-varying and
depends on the random variable »;, thereby introducing diffi-
culties to apply static optimization techniques. Since U, is the

Algorithm 1 Online Solver for SNUM

Input: 7, initial rate vector x1 € X, step size n; =
1: fortr=1,2,...,T do
2 Set the rate vector x;.
3 Observe N; existing flows and compute vU;(x;).
4:  Update: yr41 = X5 + 0 VU (x4).
5
6

2

Project: xs41 = Ix(¥e+1)-
: end for

sum of some concave functions U;, and the constraints (27)
are linear, the SNUM problem (26)—(27) belongs to the OCO
category. Thus, we can utilize OCO techniques to solve it.
Let X be the feasible region, which is determined by (27)
and x; > & (i.e., each x;; > &). It is easy to see that X is a
bounded convex set. Let D be an upper bound on the diameter
of the feasible region X. Since X is bounded, it satisfies that:

Vx,ye X, |lx-y| <D. (28)

Note that U L (xig) = ,, and x; ; has non-zero and bounded

value!. Therefore the gradlent of U;(x;), denoted by vU,(x;),
exists and is bounded. Let G be an upper bound on the norm
of the gradient vU;(xy), i.e.,

IVU(x)|| < G, for any x; € X. 29)

Given specific network settings, it is easy to determine the
values of D and G.

B. OGD-based Algorithm for Solving SNUM

Instead of using reinforcement learning methods [30], we
now utilize OCO techniques to solve our SNUM problem. In
the OCO framework [16], an online player sequentially makes
decisions. At iteration ¢, the player has to choose a decision
x; € X before observing the corresponding function U;. The
performance of an algorithm for OCO is formally measured
by the regret, which is defined as follows:

T T
Regret(T) = max ; Uy(x*) - Z Ui (x¢) (30)

=1
where x* € arg max ZtT:] U,(x) is the best fixed decision in
Xe

hindsight (i.e., with full knowledge of all U;).

The goal of OCO is to develop an online learning algorithm
such that the regret is sublinear with respect to T, i.e.,
Regret(T) = o(T). This implies that the algorithm performs
as well as the best fixed decision in hindsight on the average.

The online gradient descent (OGD) [31] is an OCO algo-
rithm which achieves sublinear regret. Here we propose an
OGD-based algorithm to solve the SNUM in Algorithm 1.

In Algorithm 1, a decision for the rate vector x; is made at
the beginning of period ¢. This is done before the correspond-
ing U;(x;) is available. After x; is made, one can observe N;

IFor the TCP/SQM system, we can set £ = 1 which means that the rates
of non-existent flows in period ¢ are fixed to 1. The rates of existing flows are
initialized at 1 and usually significantly larger than it as the system evolves.
By doing so, the upper bound G in (29) does not become too large.



Algorithm 2 SQM Algorithm at Link /

Input: xt(i)1 C X4+ obtained in period ¢ of Algorithm 1. At
the end of period ¢, perform self-tuning:
1: Set the queue weights Q;; 41 at link / such that:
%Q = X1 (0 € Bi(D)), .8, Qi+l = Xigs1-
2: Adjust the control parameters oy, at link / such that:

B,(l
I t( )I ki,r+l(xi,r+l)”

Oil,t+1

1
P 20d1 14111 ALg 411l

existing flows and compute the gradient vU,(x;) in period ¢.
Then, the next decision xs4+; is derived by using the current
gradient vU,(x,) and projecting it back onto the feasible set
X. The operator I1x(-) denotes the projection onto X.

Next, we present a theorem about the regret of Algorithm 1.

Theorem 4. Algorithm 1 with step size n, = % (t =
1,2,....,T) yields O(NT) sublinear regret. Specifically,

T T
3
Regret(T') = max Z U, (x*) - Z Uy(x;) < EGD\/T. 31)
t=1 t=1

Proof: A detailed proof is given in Appendix F. ]

Remark 1: We make use of OGD to solve the SNUM since

it is easy to determine its step size. There exist other advanced

algorithms that can be utilized to solve the SNUM, such as

the Primal-Dual algorithm in [28]. We do try it and find that
it is challenging to select a proper step size for it.

C. Proposed SOQM Algorithm

We now present our SQM algorithm based on the solution
to the SNUM and the stability condition (23) in Algorithm 2.

The SQM algorithm in Algorithm 2 can be run iteratively
at every bottleneck link / in a distributed manner. In contrast,
Algorithm 1 is a centralized algorithm (which can be run by a
controller or a designated router in the network) since it needs
to collect the observed information about existing flows from
all the bottleneck links (managed by the SQM algorithms).

During every update period ¢, the SQM algorithm at link /
makes use of Algorithm 1 to obtain an interim decision for
the rate vector in the SNUM. Thus, one can consider that
the SQM algorithm at every link / can be invoked separately
after Line 5 of Algorithm 1 for every period ¢. Specifically,
X;4+1 denotes the interim rate vector computed in period ¢ of
Algorithm 1. Let xfi_)l C x¢4+1 be a vector which only contains
the rates (i.e., x; ;11,1 € B;(l)) of the flows that traverse link /
in period t. Then, at the end of period ¢, the queue weights
Qi1r+1 and the control parameters o1 can be self-tuned
by SQM as follows. Since x;4+1 is computed for the objective
of maximizing the cumulative utilities via OCQ, it can serve
as a good indicator for the rate allocation. Thus, we update
the queue weights based on x4 in Line 1 and aim to use the
updated queue weights to drive the system towards an efficient
equilibrium. To ensure the stability of the SQM subsystem at
link [, we also update the control parameters oy;;4+1 based

on the stability condition (23) in Line 2. Specifically, we can
construct the matrix Fyz41 based on (17) with B,,1(I) = B(1),
where the elements in (17) can be estimated or predetermined.
We can then solve the corresponding Lyapunov equation
(21) for Ajs41 via MATLAB (note that MATLAB provides
an interface to call it from C++). Alternatively, there are
many efficient methods for solving Lyapunov equations in the
literature. The eigenvalues of Ay, can also be computed via
MATLAB (or related efficient methods in the literature), so as
to obtain J; ;41 and the 2-norm of Aj,1. Note that by the end
of period ¢, one can only observe the existing flows i € B(1).
The updating for Q;;,+1 can be considered as an action for
setting x,4+1 in the next period (¢ + 1) in Algorithm 1.

Remark 2: Although Algorithm 1 is a centralized algorithm
(since it needs to solve the SNUM problem globally), it
is simple and easy to implement in a single autonomous
system (AS). We leave the decentralization of it as our future
work, which usually involves some message exchanges among
distributed SQM routers. By passing a subset of x;41 to every
bottleneck link, the SQM algorithm (Algorithm 2) at every
link can be run locally and separately.

V. PERFORMANCE EVALUATION

This section presents our simulation results obtained from
MATLAB and ns [32].

The simulation settings are as follows. The network topol-
ogy of our simulations is shown in Fig. 2, where the square
nodes represent routers. To save space, we do not show hosts
but they are indeed connected to the routers. In particular, the
link connecting routers R2 and R3 denoted by I3 and the
link connecting R3 and R4 denoted by /34 are two bottleneck
links, and they have the same capacity. R2, R3, and R4 can
deploy AQM algorithms such as CoDel [4], PIE [5], SFQ-
CoDel [9], and our proposed SQM in the simulations. There
are a number of TCP flows in the network, traversing from R1
to R4, from RS to R6, or from R6 to R4. The long-lived TCP
flows with different round-trip times (RTTs) are generated by
FTP applications, and they can use the popular loss-based TCP
algorithms: NewReno [33] or CUBIC [34].

A. Numerical Results via MATLAB

First, we verify our theoretical analysis by conducting
MATLAB simulations. For simplicity, let us focus on a single-
bottleneck case in this subsection, that is, the flows from R6 to
R4 do not exist such that /34 is not a bottleneck link. We use the
following settings to study the equilibrium and stability of the
TCP/SQM system (2)—(5) (the period index ¢ is removed here).
There are ten TCP flows (with rates x;(7)) traversing the bottle-
neck link />3 with a capacity Cj,, = 1000 packets/s. The RTTs
of the flows (i.e., D;) range from 0.100 s to 0.150 s. Let @ = 2,
which means that the flows are Reno or NewReno flows. Thus,
we can set the constants k; = #. Let the weights of the ten
corresponding queues be Q| = Qz =03 =04 = Q5 = 1500
and Qg = Q7 = Qg = Q9 = Q9 = 1000. Then, we can use
the dde23 solver [35] to solve the DDEs (2)—(5) with these
specific settings.
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Fig. 2: Simulation topology.

Fig. 3: Results via MATLAB.

Fig. 3 plots the solution for the rates x;(7) evaluated in
the interval [0, 50]. It can be seen that as time 7 increases,
x;(T) can converge to the equilibrium values x| = x; = x3 =
X4 = X5 = 120 and X = X7 = Xg = X9 = X190 = 80. These
equilibrium rates are consistent with the above assignment of
queue weights. This shows that one can drive the TCP/SQM
system towards a desirable equilibrium by setting proper queue
weights.

B. Packet-Level (ns) Simulation Results

We then conduct packet-level simulations using ns [32] to
compare our SQM with the popular CoDel, PIE, and SFQ-
CoDel in terms of queueing delay and average throughput.

Using the topology in Fig. 2 with two bottleneck links /3
and I34, we now consider Scenario 1, where the maximum
number of TCP flows in the network is K = 40. Initially,
there are five flows traversing from R5 to R6 and another five
flows going from R6 to R4. Subsequently, new flows randomly
arrive and traverse from R1 to R4, and they will end with
different finishing times. The number of newly arriving flows
in period ¢ is randomly drawn from the range [0, 5]. All flows
use the NewReno algorithm. The RTTs of the flows range from
0.080 s to 0.180 s. Let the link capacities be Cp,, = Cp, =
4166 packets/s (i.e., 50 Mbps). CoDel, PIE, and SFQ-CoDel
use the default settings, and PIE has an auto-tuning mechanism
for its control parameters [5]. The target queueing delay is set
to 5 ms for all algorithms. A period ¢ in SQM lasts for 5
seconds by default. This can be reset whenever needed.

Due to space limitation, here we only present the results for
the queueing delay at the more congested link /53 (compared
to l34). Specifically, Fig. 4 illustrates the evolution of the
queueing delay produced by the AQM algorithms at l3. It can
be seen that CoDel and PIE exhibit a number of notable spikes
on the queueing delay when the number of flows changes
randomly over time. SFQ-CoDel suffers more and shows
highly fluctuating queueing delay with a larger mean value.
In contrast, our SQM can consistently stabilize the queueing
delay by properly tuning its control parameters.

Next, we present Scenario 2, which aims to investigate the
throughput of flows and the fairness among them, given that
a specific AQM is used. Here we are interested in the case
where flows can use different TCP algorithms. Specifically,
five NewReno flows from RS to R6 and another five NewReno
flows from R6 to R4 start at the beginning of the simulation.
Then, two CUBIC flows from R1 to R4 start at 30 s, and
three more CUBIC flows join at 55 s. We investigate the rate
allocation of these flows regulated by the AQM algorithms.

Fig. 5 shows the average throughput of the NewReno flows
(from R5 to R6) and the CUBIC flows (from R1 to R4)
when using different AQM algorithms during [10s, 80s]. One
can observe that the CUBIC flows aggressively acquire much
higher throughput while substantially lowering the throughput
of the NewReno flows, if CoDel or PIE is used as the AQM
algorithm. The reason is that CoDel and PIE employ a single-
queue structure that cannot differentiate flows, which may
lead to unfairness. In contrast, SQM and SFQ-CoDel can
provide fair rate allocation for different flows. Note that unlike
SFQ-CoDel which uses the same static weight for all queues,
our SQM is more flexible and can self-tune different queue
weights. It is also applicable when one aims to provide dif-
ferentiated services for flows or minimize the flow completion
time (FCT) using a different form of utility function [36].

Here, the packet-level simulation results demonstrate that
our SQM not only stabilizes the queueing delay, but also
improves fairness among flows.

VI. CONCLUSION

In this paper, we have proposed a general framework for a
self-tuning queue management (SQM) scheme, which is adap-
tive to the stochastic network environments and provides fair
congestion control among flows. We first presented a general
architecture of SQM with adaptive fair queueing and proposed
a fluid model to analyze a general TCP/SQM system. We then
conducted equilibrium and stability analysis for the general
TCP/SQM system by showing the existence and uniqueness
of an equilibrium point in the system, and deriving sufficient
conditions for the local asymptotic stability of each SQM
subsystem with feedback delays. To adapt to the stochastic
environments, we further formulated a SNUM problem for
the TCP/SQM system and utilized OCO techniques to tackle
it. Finally, we developed a distributed SQM algorithm which
can self-tune different queue weights and control parameters.
By numerical and packet-level simulations, we not only ver-
ified our theoretical analysis, but also demonstrated that our
SQM algorithm can significantly improve queueing delay and
fairness among flows, compared to existing AQM algorithms.

APPENDIX A
PROOF OF LEMMA 1

Proof: From the definition of R, in (9), one can know
that there must be at least one entry with the value of 1 in
every row since every flow i (i = 1,2,..., N;) is mapped to at
least one queue in the system. Moreover, for every flow i, the
columns of its non-zero entries must be different from that of
all other flows’ non-zero entries. The reason is that different
flows are mapped to different queues even if they traverse the
same link and every queue contains one flow. Thus, we can
conclude that the N, rows of R; are linearly independent. That
is, R, has full rank and rank(R;) = N; since N, < M,. [ |

APPENDIX B
PROOF OF THEOREM 1
Proof: If Ny = M;, Et is a square matrix with full rank
and thus has an inverse I_It_ . Then, we can directly solve (12)
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Fig. 5: Scenario 2: average throughput of NewReno and CUBIC flows.

for P/ and obtain P} = Et_lut* , which is uniquely determined
since u; is already fixed. On the other hand, N; = M; indicates
that every flow only traverses one bottleneck link. Thus, (7)
gives a unique solution for the equilibrium rates xz ,as Gy is
uniquely determined by (8). As a result, there exists a unique
equilibrium point in the TCP/SQM system when N, = M,. &

APPENDIX C
PROOF OF THEOREM 2

Proof: Applying the Rouché-Capelli Theorem [37], (12)
has a solution if and only if rank(R;) = rank(§,|u;‘), where
[E,|ut*] denotes the augmented matrix of (12). Since [Et|ut* ]
is an N; X (M; + 1) matrix and N; < (M; + 1), we still have
rank(Et|u;‘) = N,. Thus, we obtain rank(R;) = rank(E\ut*) =
N;, which implies that (12) has a solution. However, since the
rank of Ry is less than the number of variables (i.e., rank(R;) =
N; < M,), (12) actually has infinitely many solutions for P}
according to the Rouché-Capelli Theorem. Therefore, we can
conclude that there are infinitely many equilibrium points in
the TCP/SQM system when N; < M;. [ |

APPENDIX D
PROOF OF LEMMA 2

Proof: Let A be an eigenvalue of Fy,. By definition, A
satisfies the equation: |Fy; — /U| =0, where I is a 2|B;(l)| x
2|B;(1)| identity matrix. We can iteratively expand |Fl,, - Al |
along the last column using the Laplace expansion as follows:

1B (1) ki,
Fiy - Al| = (— —A)-d’ (— i —A):O.
o -atl= | ] (-5 U
(32)
. kit
Therefore, we obtain A; = _(j‘}‘; and A, )|+ = —ﬁ for

i =1,..,|B/(I)|. Since every eigenvalue of Fy, has negative
real part, Fy; is a stable matrix. [ |

APPENDIX E
PROOF OF THEOREM 3

Proof: Here we apply similar proof techniques used in
[11]. By definition, we just need to show that (22) is indeed
a Lyapunov function, i.e., V(yl,t) < 0 if (23) is satisfied.

Let Dyax = max{D1;, D2;..., D|p, )¢ }. Applying the fol-
lowing Razumikhin condition [38] with some constant p > 1:

V(y1s(é) < pPPV(ie(r)). for 1= Dpax <E<7, (33)
we can obtain:
Amin(ALOIYL NP < P Amax(Ar)lly O, (34)
Thus,
lyre N < pJiellyre (DIl (35)
From (18), we have:
ki (x7,)®
| Eigell = ——. (36)
il,t
Using (21), (35), and (36), we can derive:
) 1B, (D)
V() = = yi(OIy(0) + 2 3"yl (x = DiE  Argyi(7)
i=1
[B: (D]
< = lyre(OI* + 2pJ Z AL M Eige |l yre (0l
i=1
1BV e, (x )
= (12000l 35 = @I
i=1 it
37

One can now observe that if (23) is satisfied, V(y,) < 0
when y;,(7) # 0. Thus, (22) is indeed a Lyapunov function,
such that the subsystem is locally asymptotically stable. H



APPENDIX F
PROOF OF THEOREM 4

Proof: For simplicity, define v, = vU;(x;). By the
concavity of Uy, we have:
Ur(x*) = Up(xe) < V] (x* = x). (38)

Using the Pythagorean theorem about the property of the
projection operator [16], we can derive an upper bound for
v (x* - x;) as follows:

xea=x*1 = [Mx e+ 705" < llxernev,—x 7. (39)
Expanding the right-hand side of (39) gives:
e = X511 < lloee = x| + 07|V, 1 + 20, 9] (¢ — x¥). (40)
Using (29), we then derive:
X2 = leeer — 212
Ui

Let n, = %ﬁ (with nlo £ 0) and summing (38) and (41)
from t =1 to T, we can derive:

Dl = x* 12 = e —x* 1> o~
2 Regret(T) < Z . +G Zn,
=1 t =1

T 1 1 T
< Dl =t —) + G Y m
P e M1 p

T
1
D*— +G* > n <3GDVT.
nr o

v (x* = xp) < lxe - +n,G>. (41)

A

IA

Therefore, Regret(T') < %GD\/T . [ ]
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