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Abstract—Data trading significantly enhances data utility by
enabling data sharing across diverse applications. Despite being
crucial for real-time analytics and online machine learning,
trading continuous queries with streaming data output remains
largely unexplored. The inherent characteristics of trading con-
tinuous queries pose distinctive technical challenges in scheduling
query execution. First, the streaming nature demands online
scheduling under information uncertainty, where data utilities
and execution costs vary unpredictably during query execution.
Second, the intrinsic NP-hardness of the optimization problem,
coupled with repeated invocation requirements, necessitates effi-
cient algorithmic solutions to address computational complexity.

We present OSTOR, the first online scheduling framework
for trading continuous queries. OSTOR aims to maximize social
welfare, defined as the difference between buyers’ obtained utili-
ties and sellers’ execution costs, while achieving both theoretical
guarantees and practical efficiency. To handle the information
uncertainty, we present a primary-dual decomposition method
that transforms the online scheduling problem into multiple
one-round integer programming problems, enabling adaptive
decision-making that only needs current system information. To
address the computational complexity, we design an adaptive
dual descent (ADD) algorithm that iteratively optimizes dual
variables, achieving a bounded constant approximation ratio in
polynomial time. We further enhance OSTOR through structure-
aware greedy optimization strategies with provable performance
guarantees. Extensive experiments demonstrate that OSTOR
substantially improves social welfare and reduces query execution
costs on both real-world and synthetic datasets, compared to
existing data trading methods.
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Fig. 1: Continuous queries for real-time applications.

I. INTRODUCTION
A. Background and Motivations

Data has emerged as an essential resource, playing a pivotal
role in data-driven decision-making, such as machine learning
[1]. The availability of diverse and extensive datasets through
data trading significantly enhances the robustness of learning
models by allowing more comprehensive training and vali-
dation, leading to more accurate and practical solutions. In
2022, the global data trading market attained a utility of $968
million, with a projected annual growth rate of 25% from
2023 to 2030 [2]. This burgeoning landscape has seen the
emergence of numerous data trading platforms, such as AWS
Data Exchange [3], Snowflake [4], and Xignite [5].

Data from continuous queries (CQs) is valuable for real-
time decision-making and online machine learning [6, 7],
as illustrated in Fig. 1. This is because CQs continuously
process data streams and provide timely streaming results for
downstream applications. Specifically, Example 1, written in
Continuous Query Language (CQL), demonstrates how CQs
enable real-time decision-making [8] in the stock market. This
CQ continuously analyzes the StockTrades stream over a
sliding 5 MINUTES window, computing two key results for
each stock Symbol: average price (AVG (Price) ) and price
volatility (STDDEV (Price) ). When volatility exceeds 200,
the CQ outputs these results to alert stock traders and guide
trading decisions. For online learning [9-13], CQs provide
streaming results that support continuous model updates with
evolving data patterns, thereby maintaining model accuracy
and adaptability under dynamic environments.

Example 1 (A Continuous Query in Stock Market).

SELECT Symbol, AVG(Price), STDDEV (Price)
FROM StockTrades [RANGE 5 MINUTES]
GROUP BY Symbol

HAVING STDDEV (price) > 200
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Fig. 2: A query plan for executing the CQ in Example 1.

Research on trading continuous queries remains largely un-
explored despite its importance. Existing data trading studies
(e.g., [14-19]) primarily focus on trading one-time queries
over static database snapshots. These frameworks mainly
address static properties such as privacy preservation [14—16]
and truthfulness [17-19]. However, they are not suitable for
trading data from continuous queries, as the streaming nature
introduces distinctive technical challenges in scheduling query
execution that existing methods cannot effectively address.

Trading continuous queries poses two key technical chal-
lenges arising from its inherent characteristics: information
uncertainty and computational complexity. The system sched-
ules CQ execution by constructing query plans with processing
operators connected through stream queues, as shown in Fig. 2
of Example 1. While plan construction requires balancing
data utilities against execution costs, the streaming nature
introduces significant information uncertainty, necessitating
online scheduling as both utilities and costs vary unpredictably
during query execution. Specifically, execution costs vary due
to dynamic factors [20, 21]: window memory costs vary with
fluctuating data rates, aggregation processing costs change
with varying symbol distributions, and filtering costs adapt
to changing market conditions. Moreover, data utilities vary
with market conditions and user preferences [22]. This leads
to our first key question:

Key Question 1. How to adaptively schedule continuous
queries in an online manner to maximize social welfare, under
information uncertainty in data trading?

The second challenge stems from the intrinsic computa-
tional complexity of scheduling continuous queries, which
presents an NP-hard combinatorial optimization problem [23].
Moreover, scheduling CQs requires continuous adjustments to
accommodate dynamic stream variations, leading to repeated
invocations of this complex optimization problem. Existing
optimization approaches [24-27] are not suitable for schedul-
ing CQs, as they do not consider the hierarchical coupling
structure detailed in Section II. The structural properties of
CQs require efficient algorithms that can handle these cou-
pling relationships while ensuring computational efficiency
and adaptivity. This leads to our second key question:

Key Question 2. How o efficiently solve the NP-hard schedul-
ing problem for trading continuous queries, under the require-
ment of repeated invocations?

B. Key Contributions
We summarize our key contributions as follows:

e Online Scheduling Framework for Trading Continuous
Queries: To the best of our knowledge, this is the first online

scheduling framework for trading continuous queries. For
Key Question 1, our framework adaptively addresses the
information uncertainty through a customized primal-dual
approach to maximize social welfare. The approach decom-
poses the online scheduling problem into multiple one-round
integer programming problems, which enables scheduling
decisions based solely on current system information.

o Efficient Algorithm for Addressing Computational Complex-
ity: For Key Question 2, we develop an efficient Adaptive
Dual Descent (ADD) algorithm to solve the NP-hard one-
round problems by exploiting the problem structure. The
ADD algorithm achieves a polynomial time complexity of
O (MN log(MN)) while guaranteeing a bounded constant
approximation ratio, where M and N denote the numbers
of query plans and continuous queries.

o Greedy Strategies for Enhancing Performance: We augment
the algorithm with two structure-aware greedy strategies:
Dynamic Reactivation Strategy (DRS) and Iterative Reas-
signment Strategy (/RS). DRS reactivates plans analytically,
while /RS optimizes query assignments iteratively. These
strategies are theoretically proven to optimize the approxi-
mation ratio in dynamic environments.

o Experiments for Evaluating Effectiveness: Through com-
prehensive experiments on both real-world and synthetic
datasets, OSTOR demonstrates a 79.31% improvement in
social welfare and achieves a 54.04% reduction in query
execution costs through its adaptive scheduling mechanism,
compared with classical data trading methods.

C. Related Works

We categorize related research into two areas: query-based
data trading methods and online scheduling frameworks.

1) Query-based Data Trading: Research on data trading
has primarily focused on static databases, emphasizing dif-
ferent mechanism properties such as privacy preservation
[15, 28, 29], arbitrage-freeness [30-32], truthfulness [17, 33],
and security [34-36]. Chen et al. [31] present GSHOP, a
framework that introduces a pricing method for graph statistic
queries through controlled noise injection while maintaining
arbitrage-free guarantees, allowing buyers to balance cost and
accuracy based on their requirements. Cai ef al. [17] propose
Cheap, a novel framework for trading high-dimensional corre-
lated private data that models attribute correlations to optimize
data perturbation while ensuring fair compensation through an
auction-based mechanism. However, the growing demand for
real-time analytics and online machine learning in domains
such as stock market monitoring [37] and IoT applications [38]
necessitates continuous query-based data trading, highlighting
the limitations of these static approaches.

While existing mechanisms effectively address key chal-
lenges in static data trading, they cannot handle the distinctive
technical challenges arising from continuous query schedul-
ing, specifically the online optimization challenges requiring
decisions without future information and the computational
complexity due to query coupling. Privacy-preservation mech-
anisms [15, 28, 29] focus on protecting data during trading but



assume fixed data patterns. Arbitrage-free mechanisms [30-
32] ensure consistent pricing across different query combina-
tions but are limited to one-time queries. Although truthfulness
mechanisms [17, 33, 39] and security frameworks [34-36]
provide important trading properties such as accurate query
pricing and secure transaction processing, they are designed
for static datasets with fixed query patterns.

2) Online Scheduling Framework: Existing online schedul-
ing frameworks have been developed for various domains, in-
cluding distributed machine learning [40, 41], edge and cloud
computing [24-27], and transportation networks [42, 43]. Mo-
han et al. [26] propose Synergy, a resource-sensitive scheduler
that infers the sensitivity of deep neural networks to different
resources using optimistic profiling and allocates workloads
accordingly to improve the average job completion time on
multi-tenant GPU clusters. Zhou et al. [40] design DPS, a
dynamic pricing and scheduling mechanism for distributed
machine learning jobs using multi-armed bandit techniques
to make online decisions. Cui ef al. [27] propose a container
scheduling algorithm for edge cluster upgrading that employs
self-attention and reinforcement learning to optimize task
latency. Lee et al. [24] propose a time-dependent pricing
and scheduling algorithm TD-PnS for cloud object storage
services that jointly optimize pricing, resource scheduling,
and energy management to maximize service provider profit
through Lyapunov optimization.

While these scheduling frameworks effectively address
scheduling problems in their domains, they are unsuitable
for continuous queries. This is primarily because continuous
query scheduling exhibits hierarchical coupling relationships
between plans and queries, as detailed in Section II. These
inherent coupling structures make the scheduling problem NP-
hard and require repeated optimization invocations.

3) Key Distinctions from Existing Works: Our work differs
from existing data trading frameworks in several fundamental
aspects. While previous works focus on static databases with
one-time queries, our framework specifically addresses the
challenges inherent in continuous data streams where query
patterns and data characteristics evolve dynamically over time.
Furthermore, existing scheduling frameworks, though effec-
tive in resource allocation, are inadequate for handling the
unique hierarchical coupling relationships between execution
plans and continuous queries in data trading scenarios. This
intrinsic coupling nature, combined with the requirement for
online optimization without future knowledge, fundamentally
distinguishes our problem from traditional scheduling tasks.

To the best of our knowledge, OSTOR is the first online
scheduling framework designed for trading continuous queries.
Our optimization objectives address the distinctive characteris-
tics of trading continuous queries (i.e., information uncertainty
and computational complexity), enabling seamless integration
with existing data trading frameworks [20].

The paper is organized as follows. Section II presents the
system model. Section III formulates the problem and solution
overview. Sections IV and V detail one-round and online
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Fig. 3: Data trading system.

scheduling algorithms. Section VI presents experimental re-
sults. Section VII provides discussion. Section VIII concludes.

II. SYSTEM MODEL
This section presents the system model. We first introduce
continuous queries and query plans in Section II-A, then de-
scribe the data trading system with buyer and seller modelings
in Section II-B.

A. Continuous Query and Query Plan

We introduce continuous queries and query plans based
on CQL [44], a foundational stream processing language
integrated into modern systems like Apache Spark Structured
Streaming and Apache Flink [45]. A continuous query is
a persistent query that processes streaming data based on
windows (time-based or count-based) and continuously pro-
duces updated results as new data arrives. Formally, it can be
expressed as Q = (I, P,O), where I represents input data
streams, P defines the data processing logic (e.g., selection,
projection, join, and aggregation), and O specifies output
specifications including update intervals and delivery methods.

Query plans provide scheduling strategies containing phys-
ical implementation details for query execution. As illustrated
in Fig. 2, a query plan is a directed graph that processes one
or more continuous queries, comprising three key components:
operators for data processing, stream queues between opera-
tors, and synopses that maintain memory for data processing.
The plan executes continuously to process incoming data
streams and produce corresponding results.

For notational simplicity, we use “query” and “plan” to refer
to continuous query and query plan, respectively.

B. Data Trading System

We consider a data stream management system [8] for
trading continuous queries through a widely adopted publish-
subscribe pattern [46, 47], as illustrated in Fig. 3. The system
(i.e., the publisher or seller) comprises an Input Monitor for
data stream ingestion, a Stream Processor for data processing,
a Static Storage for memory management, a Subscription Man-
ager coordinating buyers’ subscriptions with the Query Repos-
itory, and a Query Processor for query execution scheduling.
The trading process operates in cycles, where each cycle
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consists of discrete time slots 7 = {1,2,...,T}. At the
beginning of each cycle, buyers subscribe to queries based
on their analytical needs. After collecting all subscriptions,
the seller constructs plans to schedule query execution and
delivers real-time results to the corresponding buyers [48]. We
next present the modeling of the data buyers and sellers.

1) Data Buyer Modeling: Each buyer j € N subscribes
to one query with a subscription budget S;, where N' =
{1,2,---, N} denotes the set of all subscribed queries.

The utility’ ugt) of query j varies over time t € T, reflecting
the dynamic nature of data value in real-time analytics. This
time-varying utility is influenced by multiple factors, including
market dynamics, emergency events, and user preference shifts
[22]. For instance, in Example 1, the utility of stock data
increases during market volatility periods and after major
economic announcements, when real-time analytical insights
become crucial for decision-making.

2) Data Seller Modeling: The seller schedules query exe-
cution by constructing plans from a set of predefined basic
plans M = {1,2,---, M} that handle common execution
operations. Based on scheduling decisions that determine the
activation of basic plans and their query assignments, each
activated plan incorporates additional operators to meet its
assigned queries’ individual requirements. Computation results
of common operators in the basic plan are shared among
queries assigned to the same plan, which is a well-established
query execution pattern [20, 50-52], significantly improving
efficiency. We illustrate this process in the following example.

Example 2 (A Basic Plan and Additional Operators). Con-
sider a query plan executing two queries as shown in Fig. 4,
where the first query is from Example I and the second is:

SELECT Symbol, AVG(Price), AVG(Volume)
FROM StockTrades [RANGE 5 MINUTES]
GROUP BY Symbol

HAVING AVG (Volume) > 1000.

The common operators from the basic plan enable execution
sharing, while distinct filters require individual execution.

There are two types of execution costs in each plan: activa-
tion cost agt) for shared execution in plan ¢, and assignment

!Following [20], we use monetary units per time slot (e.g., cents/minute) as
the basic measurement unit, where utilities and execution costs are calculated
for each time slot. This aligns with cloud computing services [49], where
resources are charged based on fixed time intervals.

cost? Bi(;) for individual execution when query j is executed
in plan 7. Both costs vary over time ¢ € 7 due to dynamic
execution environment factors [21]. For example, window
memory costs vary with data rate fluctuations, aggregation
processing costs change with symbol distribution variations,
and filtering costs adapt to dynamic market conditions.

The seller determines two types of binary scheduling vari-
ables at each time slot ¢ € 7: plan activation variables

y = {yft) € {0,1} | € M} and query assignment vari-
ables () = {xg) €{0,1} |ieM,je J\/} The activation

variable yft) determines whether plan ¢ is activated with cost
a(-t), defining the set of activated plans as M((f) ={ie M|
yit) = 1}. When 335;) =1, query j is assigned to plan ¢ with
cost Bi(;). These variables are coupled by :zzg) < ygt), Vi e M,
jeN,teT,ensuring queries are only assigned to activated
plans, which forms a hierarchical coupling structure.

This section has introduced the concepts of continuous
queries, query plans, and the data trading system with seller
and buyer modelings. Based on these concepts, we present the
problem formulation and solution overview in the next section.

III. PROBLEM FORMULATION AND SOLUTION OVERVIEW

In this section, we define the online and one-round schedul-
ing problems for trading continuous queries in Sections III-A
and III-B. Section III-C then provides a solution overview.

A. Online Scheduling Problem

This paper addresses the online scheduling problem of
trading continuous queries, where the seller aims to maximize
social welfare, defined as the total economic value generated
by the trading system, representing the difference between
buyers’ utilities from query results and sellers’ costs during
query execution in a dynamic environment. We first present
an offline problem P;, which provides “ideal” scheduling
strategies by assuming complete information (i.e., u*), a®,
and B®) across time span 7).

S Yl a0 - 3l

max
©Y teT |iEM jEN iEM
(1)
s.t 2D <y VieM, jeN, teT, (
-L ij Y (S , JEN, teT, (la)
SN wWul <8, Ve, (1b)
teT ieM
Sl <1, VjieN, teT, (1c)
ieM

e,y e {01}, YieM, jeN, teT. (1d)

2A query can be executed by multiple plans in various cases, such as (1)
identical filters with different temporal parameters [20], and (2) different filters
with identical temporal requirements [53]. When plan ¢ cannot execute query
7, we set BJ = oo to prohibit such assignments.



Constraint (la) ensures that queries are assigned only to
activated plans. Constraint (1b) enforces each query’s sub-
scription budget constraint across the time span. Constraint
(1c) restricts each query to be assigned to at most one plan.

By introducing dual variable vectors A, w, and ¢ for
constraints (la), (1b), and (lc), respectively, and relaxing the
binary constraints (1d), we obtain the dual of Problem P;:

Jmin, Z Sjwj+ >3 ¢l i)

s teT jeN

t t t t

s.t. )\Ej) + wju] ) 4 ¢§- > ug ) 52-(j),
VieM, jeN,teT, (2a)
SAY <ol vieM, teT, (2b)

JEN

A, w, ¢ >0. (20)

The online scheduling problem addresses P; under un-
certain information (i.e., unpredictable u("), a(*), and B
across time span 7). Since complete future information is
impractical in dynamic execution environments, the seller has
to make decisions at time ¢ based on currently available system
information (i.e., information up to time t).

B. One-round Scheduling Problem

To handle information uncertainty, we decompose P; into
one-round subproblems Py by relaxing constraint (1b) and
scaling ugt) to d;t) based on remaining budget S;. We for-
mulate the one-round problem at time t € T as follows:

B Z Z d(t) ﬂl(Jt) w Z O‘(t (t) (P2)
oy ieEMGjEN ieM
s.t. e <y VieM, jeN, ()
Zw§§)§1, VieN (3b)
ieEM
20y €01}, VieM, jEN. (o)

We derive the corresponding dual problem P¢ as follows:

. ) d
min Z qi)j P3)
A0 L
st A 400 >d" 80 vieM, jeN (@)
> )\(t) <al, Vie M (4b)
JEN
A 60 >0 Vie M, jEN. (4
ij 2 Vg - I .] . C)

The one-round scheduling problem P, jointly optimizes
binary variables (ygt),xg;)) for plan activation and query
assignment to maximize social welfare. Despite its simplified
form compared to Py, the computational complexity of Po

remains challenging, as shown in the following proposition.

Proposition 1. Problem Py is strongly NP-hard.

Proof. We prove this by a polynomial-time reduction from
the strongly NP-hard set cover problem [54] to the one-round
problem Ps, as detailed in our online technical report [55]. [
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Fig. 5: Online scheduling framework.

Therefore, solving the scheduling problem faces two chal-
lenges: information uncertainty in Problem P; and computa-
tional complexity of NP-hard Problem Py requiring repeated
invocations. In the next subsection, we present the solution
overview, with detailed algorithms in Sections IV and V.

C. Solution Overview

We propose an online scheduling framework that inte-
grates temporal decomposition and efficient approximation
algorithms to address these challenges. As illustrated in Fig. 5,
the framework consists of the following components:

e Primary-dual Decomposition Algorithm for Online Schedul-
ing: The framework decomposes PP; into a sequence of one-
round problems P, through primal-dual algorithm OSTOR.
Using carefully designed weights wét), it enables efficient
scheduling decisions solely based on current information.
Section V presents the details.

o Adaptive Dual Descent Algorithm for One-round Schedul-
ing: The framework incorporates an efficient approximation
algorithm ADD to solve Problem P, through adaptive dual
descent. The dual variables /\Z(-;) and ¢§t) act as economic
prices to guide plan activation and query assignment. Sec-
tion IV-A provides the details.

o Greedy Optimization Strategies for Enhancement: To op-
timize system performance, the framework employs two
greedy strategies with theoretical guarantees: Dynamic Re-
activation Strategy (DRS) and Iterative Reassignment Strat-
egy (IRS). DRS iteratively activates superior query plans
following designed principles until convergence, while /RS
optimizes social welfare through structured query-to-plan
reassignment. Section IV-B provides detailed analysis.
This section has formulated the online and one-round

scheduling problems for trading continuous queries. In Sec-

tion IV, we present the algorithm design for the one-round
scheduling problem, followed by Section V, where we develop
the complete online scheduling framework.

IV. ONE-ROUND SCHEDULING ALGORITHM DESIGN

In this section, we propose an efficient approximation
algorithm for the one-round problem P through a series
of algorithm designs. We present the basic Adaptive Dual
Descent (ADD) algorithm in Section IV-A, providing poly-
nomial time complexity with a constant approximation ratio.



Then Section IV-B introduces two greedy strategies to enhance
performance. Due to page limit, all proofs are in our technical
report [55]. Since all parameters and variables are in time slot
t, we omit the superscript (¢) in this section for clarity.

A. Basic Adaptive Dual Descent Algorithm

We develop an efficient approximation approach using adap-
tive dual descent (ADD) as the basic algorithm for Problem
P5. The algorithm presentation follows three steps: key ideas
in Section IV-A1, detailed algorithm design in Section IV-A2,
and theoretical analysis of approximation ratio and time com-
plexity in Section IV-A3.

1) Algorithm Idea: ADD iteratively constructs a solution
by adaptively adjusting dual variables, which naturally guide
both plan activation decisions and query assignment strategies.
Since the core mechanism of our algorithm relies on this
dual adjustment process, understanding the dual solution is
fundamental: We first conduct a comprehensive analysis of
the dual solution in part (a), and then demonstrate how to sys-
tematically derive a feasible primal solution while effectively
addressing the problem-specific constraints in part (b).

(a) Analysis of Dual Solutions: Our analysis of dual solu-
tions, focusing on their structure and economic interpretations,
reveals the core scheduling mechanism. For any optimal dual
solution (¢*, A\*) to Problem P4, given \*, the optimal @7 that
minimizes the objective function takes the following form:

d);( = ?61?\31((0’ dj - /Bij - A;‘kj)7 (5)

since ¢} needs to satisfy constraint (4a) while minimizing the
objective function.

The dual variables have corresponding economic interpre-
tations. ¢ represents the seller’s subsidy to buyer j, which
the seller minimizes in P¢. By complementary slackness [56],
the plan is activated only when (4b) becomes tight. The cost
share A}; decomposes a; among queries and is charged only
upon execution, eliminating explicit activation charges while
ensuring cost recovery. The dual solution (5) reflects buyers’
incentive to maximize their subsidies across plans.

(b) Deriving Primal Solutions from Dual Solutions: Based
on the dual solution in (5), we now demonstrate the derivation
of a primal solution for Problem P,. The primal solution
requires determining two decision variables: plan activation
yi, Vi € M and query assignment z;;, Vi€ M, j € N.
We first establish two key definitions that guide our derivation:

Definition 1 (Association). For dual solution (¢p*, A*),
query j associates plan i if ¢7 < dj — Bi;. We de-
fine N(i) = {jeN: o5 < dj — Bij} and N(j) =
{i EM:¢; <d; - Bij} as their respective associated sets.
Definition 2 (Contribution). Given a dual solution (¢*, X*),
a query j contributes to a plan i if Aj; > 0.

To derive primal solution, we first determine query assign-
ments based on dual solution. For any optimal dual solution
(¢*, A*), given ¢*, we can derive feasible cost shares A* by:

Aij = max(0,d; — Bij — d);) 6)

This formulation establishes two key properties: (1) if query j
contributes to plan ¢, then query j associates plan ¢ (i.e., j €
N(i)), since Aj; > 0 implies ¢ < d; — Bij; (2)if j € N(7),
then ¢ = d; — f;; + A};. These properties indicate that we
can assign query j to its associated plan i (i.e., j € N(1)).

Next, we determine the plan activation decisions. Let M, =

1€ M: Zje./\/ A= ai} be the set of all plans where the
sum of the cost shares equals the plan activation cost (i.e., the
corresponding constraint (4b) is tight). For plan i € M,, the
assignment utility of the associated set N(7) minus the plan
activation cost is exactly equal to the sum of the dual variables
¢ of the associating queries, which means

Yo =By)—ai= Y (dj =B =)= > ¢
JEN (i) JEN (i) JEN(i)
@)
Here, the first equality follows since A7; > 0 implies that
j € N(i) and the second equality follows since j € N(i)
implies that d; — 3;; = ¢7 + Aj; according to (6). We also
find a structural property of the dual solution, as shown in the
following proposition.
Proposition 2. In an optimal dual solution (¢*,\*), each
query must associate at least one plan in M.
Proof. Please refer to our technical report [55]. O
Proposition 2 reveals that each query must have at least
one associated plan where subsidies fully reflect the activation
cost. Accordingly, we can establish strong duality between the
relaxed primal problem P4 and its dual Pg:

NN =B —ai=d > e ®
i€EM FEN (4) iEM FEN (1)
which shows that the gap between relaxed problem P% and
dual problem P¢ is zero and both solutions are optimal.
Therefore, a potential primary solution activates plans in
M, and assigns query j to plan i if j € N(i). However, a
challenge emerges: a query j may contribute to multiple plans’
activation costs in M,, violating constraint (3b). To address
this, we select a subset M, of M, and implement a plan
redirection strategy that ensures each query contributes to at
most one plan through a mapping function o(-) detailed next.
2) Algorithm Design: We design an Adaptive Dual De-
scent (ADD) algorithm, as shown in Algorithm 1. The key
idea is to gradually reduce query subsidies while maintaining
dual feasibility, using dual solutions in (5) and (6) for plan
activation and query assignments. Query subsidies are fixed
upon triggering events. The algorithm consists of two phases:
Phase 1: Initialization of Dynamic Sets (Line 1): The
algorithm maintains three dynamic sets: activated plans M,,
unprocessed plans M., and unassigned queries N,,. For multi-
plan query contributions, we define redirection function ()
that maps execution plans to their target plans (Lines 10-11).
Phase 2: Adaptive Dual Descent Process (Lines 2-15):
The algorithm operates through adaptive dual descent. Query
subsidies ¢; decrease iteratively, with plan sharing costs
Aij = max(0,d; — B;; — ¢;) following (6). Two events trigger
plan activation and query assignment:



Algorithm 1: Basic Adaptive Dual Descent Algorithm.
Input: M, N, d, 3, «
Output: y, x

1 My = My Ny :=N; My = 10;

2 while NV, # 0 do

3 eq =max{d; — B;j :i € M\ My, j € N}

4 | ep=max{r:3i€ My:}  y, max{0,d; —

Bij =i+ jenw, max{0,dj—Bij —d;} = i}

5 e = max{eg, ep};

// Query Assignment Events Occur

6 for i €¢ M\ M, and j € N, with d; — 3;; = e do

7 | Zpyg =1 ¢5 = e Nu = Nu \ {5}

// Plan Activation Events Occur

8 for i € My, with 3, max{0,d; — B;; — e} +

> jenw, max{0, d; — Bij — ¢;} = a; do

9 My = My \ {Z},

10 if 3¢ € M, and j € N\ N, with

¢j < dj — Bi’j and ¢j < dj — ﬂij then

1 | (@) =17

12 else

13 L o(i) =i y; = 1; My = M, U {i};
14 for j € N, with d; — 3;; > e do

15 | 2oy =1 ¢5 = e Nu=Nu \ {j};

e Query Assignment Events (eq) given in Line 3 occur when
the sharing cost of an unassigned query to an activated plan
becomes zero, indicating ¢; = d; — B;;. The algorithm then
assigns query j to plan ¢ by setting z,(;),; = 1, fixes ¢; at
the current value, and updates the set A, (Lines 6-7).

e Plan Activation Events (e,) defined in Line 4 occur when
the accumulated sharing costs of plan 7 reach its activation
threshold ) JeN Aij = a; (Lines 8-9). The algorithm either
redirects plan ¢ to an active plan 4’ or activates it inde-
pendently. Redirection occurs when a query j contributes
positively to both plans (A\;; > 0 and \;/; > 0), and sets ¢ (i)
to ¢’ (Lines 10-11). Otherwise, plan ¢ is directly activated
(Lines 12-13). The algorithm then assigns all unassigned
queries j € N with d; — 3;; > e to plan ¢ and freezes their
¢; values (Lines 14-15).

Concurrent events are processed in arbitrary order. The
algorithm continues until all queries are handled.> Based on
the algorithm design, we next analyze its theoretical properties.

3) Theoretical Analysis: We establish the theoretical guar-
antees for the ADD algorithm in this subsection, analyzing
both its approximation ratio and computational complexity. Let
bi; = dj — B;; be the assignment utility of executing query j
in plan 7. We define

(bij + birj + biryr)
p= ™
ij’

©))

max
i,i’€EM, j,j'EN

3To ensure completeness, there is a null plan n with a, = 0 and d; —
Bnj = 0 to handle any unassigned queries.

as the homogeneity ratio of query utilities, measuring the
maximum ratio between assignment utilities across any pair of
plans and any pair of queries. This ratio is a bounded constant
in practice, as the assignment utilities typically fall within a
bounded range. Our main theoretical result is as follows:
Theorem 1. Algorithm I computes feasible primary and dual
solutions for Problems Py and P4, and guarantees pp/3 > d,
where p and d denote the primal and dual objective values.

Proof. Please refer to our technical report [55]. O

For any maximization integer program [P, the approximation
ratio measures the ratio between the optimal solution p*
and the algorithm’s solution p, bounded by d/p where d
denotes the dual solution. A smaller ratio indicates better
approximation quality, with 1 being the ideal case where the
algorithm achieves optimality. Following Theorem 1, we have:

Remark 1. The basic ADD algorithm achieves a bounded
constant approximation ratio of p/3.

This theoretical guarantee yields several key implications.
The approximation ratio p/3 characterizes the system utility
structure. In homogeneous utility settings (b;; ~ b, V i €
M, j € N), p converges to three, and the approximation
ratio approaches one, as redirection yields approximate opti-
mal value. For heterogeneous utility, empirical evaluation in
Section VI demonstrates ADD’s effectiveness through adaptive
query-plan assignment optimization. We further establish the
computational complexity through the following theorem:
Theorem 2. The time complexity of Algorithm 1 is
O (MNlog(MN)).

Proof. Please refer to our technical report [55]. O

Theorem 2 shows that the ADD algorithm maintains
polynomial-time complexity while providing a bounded con-
stant approximation guarantee. This polynomial-time com-
plexity is crucial for our problem requiring repeated invoca-
tions, as it ensures the scalability with problem size.

To further enhance the performance of the ADD algorithm,
we propose two greedy optimization strategies that leverage
the problem structure in the following subsection.

B. Greedy Optimization Strategies

Building upon the ADD algorithm, we propose two greedy
strategies to enhance the solution quality: the dynamic reas-
signment strategy (DRS) in Section IV-BI1, and the iterative
reactivation strategy (IRS) in Section IV-B2.

1) Dynamic Reassignment Strategy (DRS): We augment
the ADD algorithm with dynamic query reassignment (DRS)
for plan activation. When evaluating plan ¢’s activation, we
consider both unassigned queries and potential reassignments
that yield higher utility. Both assignment types contribute to
amortizing activation costs. The DRS redefines e, as 7 that
satisfies 3 i € M\ M,:

Z maX(O, dj _Bij —7') + Z maX(O, ﬂg(j)’j —ﬁi]‘) =
JEN JEN\N,
10)



For an already assigned query j € N\ Ny, its contribution
to the activation of plan 7 is max(0, B5(;),; — Bij), where o(j)
is j’s assigned plan. In (10), the first term captures unassigned
query benefits, and the second term reflects reassignment
gains. These gains amortize plan ¢’s activation cost a;.

For the theoretical bound, we conduct a factor-revealing
analysis detailed in our online report [55]:

Lemma 1. For any set of activated plans M, C M,
Algorithm 1 augmented with DRS achieves a social welfare
of at least opp(My) — dgc(My) for Problem Ps, with
an a s . , o s 0pp(Mg)—dgc(My)
pproximation ratio § = min PO —c (M) where
¢ : 2M — R denote the activation cost function, p : 2" — R
denote the assignment utility function, ég € [0,1] and p is

the optimal value of Problem Ps in [55].

This lemma proves DRS strategy maintains a provable
performance guarantee. After obtaining the solution from the
DRS-augmented ADD algorithm, we propose a greedy strategy
to iteratively optimize the activated plan set.

2) Iterative Reactivation Strategy (IRS): We propose an
iterative reactivation strategy (/RS) that operates on the acti-
vated plan set M, determined by the DRS-augmented ADD
algorithm. /RS activates additional plans based on their effi-
ciency ratio (p(M, Ui) — p(M,))/a;. The optimality of this
greedy strategy is guaranteed by the following lemma:

Lemma 2. Given the optimal activated plan set M, for any
activated plan set M, there exists a plan © € M, such that

p(Mg U{i}) —p(My) _ p(M}) — p(M,)
a; - c(Mz)
Proof. Please refer to our technical report [55]. O

Lemma 2 shows that at least one plan from the optimal
set M?* has a marginal utility-to-cost ratio no worse than
the average ratio of the optimal set M. This property is
fundamental to our greedy algorithm’s guarantee.

Based on Lemma 2, IRS iteratively activates plans to opti-
mize Problem P5. In each iteration, we select plan i € M
maximizing ratio (p(M, U {i}) — p(M,))/a; and add to
M. Process terminates when p(M, U {i}) — p(M,) <
oy, Vi € M. After each activation, queries are assigned to
optimal plans where 0 (j) = argmax,c o (d;—0i;), Vj € N.

By incorporating DRS and IRS strategies, based on Lemmas
1 and 2, we can establish stronger theoretical guarantees for
our solution to P, as follows:

)

Remark 2. The ADD algorithm, augmented with DRS and
IRS strategies, achieves an improved approximation ratio of
min(p/3,0) for Problem Ps.

In this section, we have presented an efficient algorithm for
the one-round scheduling problem P, based on ADD and two
greedy strategies. This design serves as the foundation for the
online scheduling solution presented in the next section.

V. AN ONLINE SCHEDULING FRAMEWORK

In this section, we solve the online scheduling problem
(i.e., Problem Py under information uncertainty). Section V-A

Algorithm 2: Online Scheduling Framework OSTOR.
Input: M, A, Time-varying information
Output: y, «

1 Set w©® =0;

2 fort €T do

Input: u®, 3, a®

3 | for j €N do

4 if Y < 1 then

5 t dg,f’) = u§t)(1 — w§t_1));
6 else

7 t d;t) =0;

y(t)7 m(t)}=A§DD (MvN? d(t)a 5(t)a a(t))’
9 for j € N and ZieMxZ(;):ldo

=)
=

10 Calculate Fj(t) according to (13);
(t) _ olt=1) (t).
" Sj _Sj _Fj " o (t) _ (®)
®) _, (t=1) u” —Fy u” —F;Y
12 w; = w; <1 + S5 > + GO

| Output: y®, z®

presents key ideas, Section V-B details algorithm design, and
Section V-C provides theoretical analysis.

A. Algorithm Idea

The key challenge in solving Problem P; under information
uncertainty lies in preserving the long-term budget constraints
(1b). In the ideal case, these constraints require each buyer’s
budget to support participation across all 7" rounds for optimal
social welfare. However, in the online setting, premature
budget exhaustion would prevent future participation, leading
to suboptimal outcomes.

To address this challenge, we take a two-fold approach.
First, we develop a theoretically guaranteed primal-dual ap-
proach to decompose scheduling problem P; into one-round
scheduling problem P5, which can be efficiently solved by the
algorithm presented in Section IV using only current system
information. Second, similar to [25, 57], we design a dynamic
utility scaling mechanism to prevent rapid budget depletion.
For each buyer j, we introduce a scaling factor w}t) tracking
cumulative budget utilization, which evolves from 0 to 1, with

wi =1 indicating complete budget exhaustion. The original

®

utility u;” is then scaled to:

® _,® ()

d;i” =u; (1 —w;”). (12)
This scaling naturally reduces the scheduling priority, of

queries with depleting budgets through the factor (1 — w]@),
thereby extending budget lifetimes across the entire period.
Finally, by dynamically scaling utilities based on budget us-
age, we decompose the multi-round online scheduling problem
into multiple one-round problems P5. Next, we present our
online scheduling framework in the following subsection.



B. Algorithm Design

In this subsection, we present OSTOR, an online scheduling
framework for trading continuous queries, which leverages
primal-dual decomposition to address information uncertainty.
The core idea of OSTOR is to transform the online scheduling
problem into a sequence of one-round problems through three
phases: utility scaling, scheduling decision, and scaling factor
update, as detailed in Algorithm 2.

OSTOR initializes scaling factors w!® = 0 for all queries
(Line 1). In each round ¢ € T, it schedules based on current
system state (u("), B, o)) through three phases (Line 2):

Phase 1: Utility Scaling (Lines 3-7) computes scaled utility
d;t) for each query j using factor w‘gt_l). This scaling excludes
queries with depleted budgets (w§t71)
by the remaining budget.

Phase 2: Scheduling Decision (Line 8) solves one-round
scheduling by invoking A% ,, (ADD with two greedy strate-
gies) to determine (y(*), 2(*)). This phase optimizes decisions
using scaled utilities from Phase 1.

Phase 3: Scaling Factor Update (Lines 9-12) updates the
scaling factor wg.t) based on scheduling decisions. First, it
calculates each query’s execution cost as follows:

T LNy .

iEM ieMeaD=1 Djen Tij
ij
13)

comprising assignment cost (first term) and shared ac-

tivation cost (second term). Then w§t) is updated in
12, where ¢ = (1+I)f — 1 and T =
max;en (T (( (*) F(t)(y(t) w(t)))/S is the maxi-
mum utility-to- budget ratio. This update maintains budget
constraint (1b) across 7' rounds, as proved in Theorem 3.
The following subsection establishes the theoretical proper-
ties and performance guarantees of the proposed algorithm.

= 1) and weights others

t Oé(f)
F( ) y(t i

Line

C. Theoretical Analysis

We now present the theoretical analysis of Algorithm 2,
focusing on two key aspects: competitive ratio and compu-
tational complexity. For an online algorithm, the competitive
ratio measures the worst-case ratio between the optimal offline
solution and the algorithm’s solution. We establish the com-
petitive ratio through a sequence of lemmas that progressively
analyze the algorithm’s properties, similar to [25, 58]. First,
we show that our algorithm generates feasible dual solutions:

Lemma 3. Algorithm 2 produces a feasible solution for
Problem P%.

Proof. Please refer to our technical report [55]. O

To obtain the competitive ratio, we need to analyze the
gap between primal and dual objectives. Let P(*) and D)
denote the objective values of Problems P; and P¢ after ¢
iterations, respectively. The following lemma establishes a
crucial relationship between the incremental changes:

Lemma 4. Algorithm 2 ensures: (p/3+1/C)AP(t) > AD(t),

where AP(t) = P®) — Pt=1 and AD(t) = DM — D(t=1)
represent the incremental changes in round t.
Proof. Please refer to our technical report [55]. 0

While these lemmas establish the solution feasibility
and a bounded primal-dual gap, we also need to an-
: : : () _
alyze the budget constraint satisfaction. Let wu; =
uét) - F-(t) (y®,x®) denote the marginal utility and
1 1
K = maXjenN teT (( S Fj(t+ )(m(t+1)7y(t+1)))/sj(‘t))
denote the marginal next utility-to-budget ratio. We have:

Lemma 5. Algorithm 2 ensures a relaxed budget constraint:

SN W) < (14 w)SY v e N (14)
teT ieM
Proof. Please refer to our technical report [55]. O

Combining these lemmas, we prove that OSTOR achieves a
constant competitive ratio while satisfying all constraints:

Theorem 3. Algorithm 2 achieves a competitive ratio of (1+
k) (p/3 4+ 1/C) for the online scheduling problem P;.

Proof. Please refer to our technical report [55]. U

As k and I' approach O (indicating high utility-to-budget
efficiency), the competitive ratio approaches its optimal value
of p/3+1/(e—1) with ( = e — 1. This optimal ratio exceeds
the one-round problem’s primal-dual gap by only 1/(e — 1),
demonstrating the effectiveness of our online framework, as
shown by our experimental results. Moreover, OSTOR main-
tains efficiency with the following complexity:

Theorem 4. The time complexity of Algorithm 2 is

O(TMN log(MN)).

Proof. Please refer to our technical report [55]. U
Theorem 4 shows that Algorithm 2 achieves polynomial
time complexity where 7" is the number of time slots, M is
the number of plans, and N represents the number of queries.
In this section, we have introduced the algorithm design
for the online scheduling problem PPy, including the algorithm
ideas and theoretical analysis. In the following section, we will
evaluate the framework performance through experiments.

VI. EXPERIMENTAL EVALUATION

In this section, we conduct comprehensive experiments on
both real-world and synthetic datasets to evaluate OSTOR’s
performance. Section VI-A describes the experimental set-
tings, and Section VI-B presents a series of experimental result
analyses and corresponding insights.

A. Experimental Settings

1) Datasets: We evaluate OSTOR on four* real-world and
two synthetic datasets, each partitioned into 200 time slots with
user preferences 7; distributed uniformly in [20, 40]. For each

4We also tested on WEATHER [59] and POWER [60] datasets. Due to page
limitations, the description, experimental results, and analysis of these two
datasets are provided in our online technical report.[55].



dataset, we compute time-varying utilities as u( = vl(f)

where vét) is the dataset-specific base query utility.

e TRAFFIC [61]: Collects iCloud traffic records from 20
countries with frame ID, time, and length attributes. The
base query utility vlgt) is calculated as the product of data
arrival rate \(¥) and average frame length L), reflecting
network traffic patterns.

o 10T [62]: Contains IoT sensor data with packet ID, time, and
bytes information. The base query utility vlgt) is computed
as the product of data arrival rate A(*) and average bytes
b(®), representing network load characteristics.

o FINANCIAL [63]: Captures 10-year historical data of US
stocks and ETFs. The base query utility vl()t) is calculated
as the product of the closing price p(*) and trading volume
v®), capturing market activity dynamics.

e SOCIAL [64]: Comprises social media posts with 15 fea-

tures spanning user interactions, content characteristics, and

temporal-spatial dimensions. The base query utility v,()t) is
derived from the product of retweet count ) and like count
1™, reflecting content engagement levels.

UNIFORM and NORMAL: Generate base query utilities and

user preferences that follow uniform and normal distri-

butions, respectively, enabling controlled evaluation under
diverse scenarios.

2) Workload: Following [20, 65], we implement a synthetic

aggregate query generator for evaluation. We consider plan

computation sharing types discussed in Section II where
queries share filters but differ in temporal requirements. Each
aggregate query is characterized by range r (window size) and
slide s (sliding interval). Our workload uses 100 queries and
ten execution plans. The slide s follows uniform distribution
over [1,1024], while range r equals s X v, with overlap factor
~ uniform over [1,100]. The cost model combines continuous
query systems and cloud pricing [49]. Plan activation cost
is ozl(t) = Hp)\(t) + 0,,y; and query assignment cost is

Bi(;) = 0,7;/s:, where processing cost 6, = 1.0 and memory

cost 0, = 0.36 are derived from Amazon Timestream [49].
3) Baselines: Given the current absence of online schedul-

ing models for trading continuous queries in the market, we

evaluate OSTOR against two traditional approaches primarily

designed for one-time query-based data trading [1, 32]:

1) TNA (Time-slot-based Non-Adaptive scheduling): This

baseline makes scheduling decisions independently for
each time slot ¢ by maximizing the immediate social wel-

fare ZzeM Z]EN( ﬂ(t)) ZieM (t)yz(t)’ ub-

ject to the a551gnment constralnts TNA utilizes complete
information within the current time slot and can quickly
respond to temporal changes in utilities and costs. The key
difference from OSTOR is that TNA does not consider
long-term budget constraints in its decision-making pro-
cess, while OSTOR employs dynamic scaling factors w§t>
to balance immediate gains against future opportunities.
2) TOFF (Time-zero Offline scheduling): This baseline deter-
mines the entire scheduhn§ strategy at initial time ¢ = O,
assuming ug-) = u(o) 5 = ﬁ” , and al(-t) = al(-o) for

X 15,
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Fig. 6: Performance across time span.

all t € 7. TOFF provides consistent scheduling decisions

and can optimize the global objective if the system remains

static. The key difference from OSTOR is that TOFF cannot
adapt to temporal variations in utilities and costs, while

OSTOR continuously adjusts its decisions based on the

latest system information through its adaptive dual descent

mechanism.

These baselines represent two fundamental approaches in
data trading: immediate optimization (TNA) and static global
planning (TOFF), serving as meaningful references for eval-
uating OSTOR’s performance in handling both temporal dy-
namics and long-term constraints.

B. Result Analysis

In this subsection, we analyze experimental results. We
evaluate framework performance over time in Section VI-B1,
analyze parameter sensitivity in Section VI-B2, and conduct
ablation studies on greedy optimization strategies in Section
VI-B3. All results are averaged over ten runs.

1) Overall Performance: We compare the social welfare
of different algorithms across six datasets over a 200-time-
slot period, as illustrated in Fig. 6. The experimental results
demonstrate that OSTOR consistently outperforms baseline
algorithms. Compared to TOFF, it achieves average improve-
ments of 12.58%, 11.97%, 18.42%, 15.93%, 57.31%, and
9.77% in Traffic, IoT, Financial, Social, Uniform, and Norm
datasets, respectively. The improvements over TNA are 9.53%,
9.00%, 16.65%, 14.14%, 15.89%, and 9.76%. In real-world
datasets (i.e., the first four datasets), OSTOR maintains a
consistent advantage throughout the period from time slot
0 to 150, effectively managing natural fluctuations. During



slots 160-200 (i.e., budget exhaustion period), OSTOR shows
gradual degradation in Uniform dataset compared to sharp
drops in baselines. The performance patterns exhibit dis-
tinct characteristics between real-world and synthetic datasets,
with real-world data showing higher volatility while Uniform
and Norm display more stable trajectories. The significant
improvement in Uniform (57.31%) demonstrates OSTOR’s
effectiveness under long-term constraints. These experimental
results validate OSTOR’s robust performance in managing
budget allocation under information uncertainty.

2) Parameter Study: This subsection investigates the pa-
rameter sensitivity of our framework by systematically varying
key parameters. We analyze the impact of each parameter
while fixing others at their default values, evaluating how these
variations affect the framework’s performance. All metrics are
averaged over the entire time horizon for fair comparison.
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Fig. 7: Impact of the number of queries.

a) Number of Queries: In this experiment, we evaluate
the scalability of OSTOR by varying the number of queries
from 400 to 2000, as illustrated in Figs. 7 and 8. The results
indicate that OSTOR consistently outperforms the baseline
methods across all datasets.

As shown in Fig. 7, OSTOR consistently outperforms base-
line methods in social welfare. In network-centric datasets
(Traffic and IoT), it improves social welfare by up to 31.34%
over TOFF and 11.11% over TNA. In dynamic datasets
(Financial and Social), its advantage grows with higher query
loads, reaching 31.83% over TOFF and 17.77% over TNA. For
periodic datasets (Weather and Power), it captures recurring
patterns, surpassing TOFF by 30.70% and TNA by 18.65%.
In synthetic datasets (Uniform and Normal), OSTOR demon-
strates strong scalability, achieving up to 35.66% and 21.67%
improvements over TOFF and TNA, respectively.

Regarding execution costs, as illustrated in Fig. 8, OSTOR
achieves substantial cost reductions over TOFF across datasets.
Savings reach 26.14% in network-centric, 23.03% in dynamic,
37.03% in periodic, and 33.55% in synthetic datasets. The
cost advantage grows as queries exceed 1200, especially in
periodic datasets, where OSTOR leverages data periodicity.
While slightly costlier than TNA due to proactive resource
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Fig. 8: Impact of the number of queries.
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Fig. 9: Impact of the number of plans.

allocation, it maintains a strong balance between performance
and efficiency, optimizing resource use under high query loads.

b) Number of Plans: In this experiment, we further
evaluate the scalability of OSTOR by varying the number of
plans from 40 to 200, as depicted in Fig. 9. The results indicate
that OSTOR consistently outperforms baseline algorithms.

OSTOR demonstrates significant performance gains across
all datasets, consistently surpassing baseline methods. In
network-centric datasets, it improves social welfare by 37.65%
over TNA and 33.27% over TOFF, optimizing resource allo-
cation under high connectivity. In dynamic datasets, it out-
performs TNA by 35.72% and TOFF by 36.75%, adapting to
evolving conditions. For periodic datasets, OSTOR achieves a
45.00% improvement over TOFF by leveraging temporal pat-
terns. The largest gains occur in synthetic datasets, exceeding
TNA by 60% and TOFF by 79.45%, demonstrating robustness
across distributions. As plans increase, baseline methods de-
grade, especially in synthetic datasets, where TNA and TOFF
decline beyond 120 plans due to limited adaptability.

These results highlight OSTOR’s scalability in maintaining
high social welfare across plan numbers, particularly in real-
world datasets, where it remains stable within 6000-7000.
This robustness is evident in synthetic datasets, where OSTOR
adapts to diverse distributions, mitigating baseline degradation.
Moreover, these results validate OSTOR’s ability to manage
complex data dynamics across query plan complexities.



TABLE I: SOCIAL WELFARE OF ABLATION STUDY.

Dataset MR2 OT-1 OT-2 OSTOR
TRAFFIC 3.0760 3.0990 3.1803 3.2046
10T 3.0978 3.1397 3.2100 3.2328
FINANCIAL  3.1438 3.1657 3.2386 3.2640
SocIAL 3.2447 3.3234  3.3394  3.4056
UNIFORM 2.0316  2.1171 2.2097 2.2937
NORMAL 3.3503 3.3924  3.4671 3.5135

3) Ablation Study: Through ablation studies, we inves-
tigate the impact of two greedy optimization strategies in
Section IV-B: Dynamic Reassignment Strategy (DRS) and It-
erative Reactivation Strategy (IRS). We evaluate four variants:
(1) MR2: no greedy strategies; (2) OT-1: only [RS; (3) OT-
2: only DRS; (4) OSTOR: both strategies. Table I shows the
normalized social welfare across algorithm variants.

The OSTOR framework consistently achieves the best per-
formance by combining the two greedy strategies. When
examining individual strategies, DRS shows stronger improve-
ments over IRS across datasets. In Traffic and IoT datasets,
DRS (OT-2) outperforms IRS (OT-1) by 0.0813 and 0.0703,
respectively. The Financial dataset shows similar patterns, with
OT-2 achieving 3.2386, exceeding OT-1’s 3.1657 by 0.0729. In
the Social dataset, the performance gap between strategies nar-
rows, with OT-2 (3.3394) showing a 0.0160 improvement over
OT-1 (3.3234). Comparing the full OSTOR implementation
to the baseline MR2, we observe consistent improvements:
0.1286 in Traffic, 0.1350 in IoT, 0.1202 in Financial, 0.1609
in Social, 0.2621 in Uniform, and 0.1632 in Norm datasets.
The most significant improvement appears in the Uniform
dataset, where OSTOR achieves 2.2937, surpassing MR2’s
2.0316 by 0.2621. These results demonstrate the effectiveness
of combining these greedy strategies in OSTOR to achieve a
robust solution.

In this section, we have verified the framework’s perfor-
mance on both real-world and synthetic datasets, demonstrat-
ing OSTOR’s adaptability across diverse scenarios. Through
comprehensive parameter analysis and ablation studies, we
validate the robustness of the proposed framework.

VII. DISCUSSION

In this section, we discuss the practical considerations and
potential limitations of OSTOR to provide a comprehensive
understanding of its applicability in real-world scenarios.

A. Practical Implementation

Deploying OSTOR in real-world systems requires integra-
tion with stream processing platforms like Apache Kafka and
Flink [45, 66]. While effective in controlled settings, real
deployments involve added complexities. Below, we discuss
several practical considerations:

e Real-time Utility Estimation and Monitoring: Implemen-
tation requires accurate utility estimation over time-based
windows, which aligns well with modern stream processing
platforms [67]. These estimators should integrate with mon-
itoring tools and emphasize recent data to effectively track
metrics such as throughput, latency, and data quality.

« Scalability Management: For high-velocity and high-volume
data streams, scalability becomes crucial. The implemen-
tation strategy should incorporate efficient data structures,
caching mechanisms, and pre-computed result storage.

o Performance Optimization: To ensure optimal performance
in stream processing environments, we recommend mini-
mizing network delays through batch processing of similar
queries and implementing strategic component placement
and stream partitioning [68].

o System Reliability: The implementation should leverage
built-in fault-tolerance features such as checkpointing and
state management [69] to ensure reliable query trading and
maintain system stability under high load or failures.

B. Limitations and Challenging Scenarios

Despite OSTOR’s robust performance, several limitations
and challenging scenarios may affect its effectiveness:

o Dynamic Environment Challenges: Frequent changes in user
preferences and data patterns may increase uncertainty in
utility and cost estimation, potentially requiring more com-
putation. Techniques such as adaptive learning rates [70],
online learning [71], and bandit algorithms [72] could help
the system adapt more effectively.

« Extreme Utility Distribution Issues: When user utilities vary
greatly or follow skewed distributions, ADD’s convergence
may slow down. Approaches like normalization, parameter
tuning, robust optimization [73], and distribution transfor-
mations [74] may improve stability.

« Strategic Behavior Concerns: The system may be vulner-
able to misreported utilities or coordinated manipulation.
Incorporating reputation systems [75], historical behavior
analysis, or game-theoretic models [76] could help mitigate
such risks.

Each challenge represents an opportunity for future research
and system enhancement, with established frameworks provid-
ing potential solutions.

VIII. CONCLUSION

This paper has presented OSTOR, the first online scheduling
framework for trading continuous queries. The framework
addresses two key challenges in trading continuous query:
information uncertainty and computational complexity. To
tackle information uncertainty, OSTOR has decomposed the
online scheduling problem into one-round problems that only
require current system information. For computational com-
plexity, it has employed an adaptive dual descent (ADD)
algorithm with bounded approximation ratio with polynomial
time complexity, augmented with two structure-aware greedy
optimization strategies: dynamic reassignment (DRS) and it-
erative reactivation (IRS). Our extensive experimental evalu-
ation has demonstrated that OSTOR has achieved substantial
improvements in social welfare and considerable reductions
in query execution costs on both real-world and synthetic
datasets, compared to existing data trading methods. Future
research directions should include extending the framework
to address information asymmetry scenarios, where buyers’
utility functions remain private and unknown to the seller.
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