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Design Rule Checking (DRC) is a critical step in integrated circuit design. DRC requires formatted scripts as

the input to design rule checkers. However, these scripts are manually generated in the foundry, which is

tedious and error prone for generation of thousands of rules in advanced technology nodes. To mitigate this

issue, we propose the first DRC script generation framework, leveraging a deep learning-based key informa-

tion extractor to automatically identify essential arguments from rules and a script translator to organize the

extracted arguments into executable DRC scripts. We further enhance the performance of the extractor with

three specific design rule generation techniques and a multi-task learning-based rule classification module.

Experimental results demonstrate that the framework can generate a single rule script in 5.46 ms on average,

with the extractor achieving 91.1% precision and 91.8% recall on the key information extraction. Compared

with the manual generation, our framework can significantly reduce the turnaround time and speed up pro-

cess design closure.
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1 INTRODUCTION

Design rule checking (DRC) is an important step in electronic design automation (EDA)

flow. It checks whether a layout conforms to a set of design rules, which specify certain geometric
and connectivity restrictions to ensure sufficient process window in manufacturing and guarantee
the proper functionality. Figure 1 sketches the complete DRC flow, consisting of two phases. (1)
Rule making: Manufacturers first specify the essential design rules based on their manufacturing
capability and then convert them into the executable DRC scripts manually, which is illustrated in
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Fig. 1. Entire design rule checking flow.

Fig. 2. Script languages vary in different checkers.

the first phase of Figure 1. (2) Rule checking: These scripts are provided to a design rule checker,
such as KLayout [1] and LayoutEditor [2], to verify the correctness of the layout design.

Modern DRC process is time-consuming and error prone mainly in three aspects. (1) With the
rapid development of semiconductor technology and the shrinking size of integrated circuits, the
number of rules has grown from a few hundred in 65-nm nodes to thousands of rules in 7-nm
nodes. (2) Different checkers require different script languages, resulting in additional efforts to re-
implement and transfer scripts between checkers, as shown in Figure 2. (3) Some design rules can
be very complicated, e.g., with complex conditions, which may easily lead to misunderstanding.

In the past few years, advanced deep learning techniques have spawned many frameworks for
effectively and efficiently solving EDA problems, including physical design [3–6], mask synthe-
sis [7–10], physical verification [11–14], testing [15–17], and so on. The literature has also explored
to accelerate the rule checking phase in DRC with deep learning techniques and demonstrated
promising efficiency with acceptable accuracy. For example, A. F. Tabrizi et al. [18] proposed to
extract features from a placed netlist and feed to a neural network to detect short violations in
detailed routing. R. Islam et al. [19] developed the ensemble random forest algorithm to predict
DRC violations before global routing.

Despite the previous efforts to accelerate the rule checking phase with deep learning techniques,
the rule-making phase is still done manually, which requires more and more turnaround time with
increasing numbers of design rules in advanced technology nodes. In preliminary work, we argue
that it is of great importance to ease the manual workload in the rule-making procedure. In ac-
cordance with this argument, we have proposed a DRC script generation flow (DRC-SG) in
Reference [20], where the rule-making problem is formulated into a natural language processing
task, which can be conducted automatically by computers. To the best of our knowledge, Refer-
ence [20] is the first work to investigate methods for efficient DRC script generation. As shown
in Figure 3, the proposed flow in Reference [20] relies on an automatic DRC script generation
engine that consists of two stages: (1) a deep learning-based key information extractor to automat-
ically identify the essential arguments of rules and (2) an automatic script translator to generate
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Fig. 3. Our proposed automatic DRC script generation (DRC-SG) flow. This is the optimization aiming at

the rule-making phase in Figure 1.

scripts based on the key information extracted. The quality of the generated script is correlated to
the accuracy of the key information extractor.

There are several advantages of the script generation flow in Figure 3. For example, with an
efficient and accurate key information extractor, most generated rules are correct, so process en-
gineers only need to do quick verification and make minor corrections on a few rules, which can
significantly reduce the manual efforts and the turnaround time. In addition, our flow is highly
adaptive to different design rule checkers with different script languages, as the key information
extractor is a common component, and the script translator can be easily modified to accommo-
date new language formats. However, there still exist some defects in our preliminary design. For
example, our previous flow does not fully leverage the rule information provided by the process
design kit, such as the category of each design rule. The extractor will have stronger rule under-
standing abilities if the model is trained to recognize the rule type. In addition, the imbalance issue
of the dataset used for training our key information extractor is not considered. It is acknowledged
that an imbalanced dataset will harm the performance of a deep learning-based model, which may
cause the model to be biased toward the major class in the dataset. In this work, we solve such an
issue by optimizing the loss function. The main contributions are summarized as follows:

• We propose an efficient DRC script generation flow and design dedicated deep learning tech-
niques based on the state-of-the-art natural language processing model to accurately extract
key information from design rules. Our proposed flow can be flexibly applied to different
checkers.
• We develop data generation techniques based on the special language structures of design

rules to expand the dataset, overcoming the dilemma of lacking design rule data for academic
research.
• We build up a rule type prediction head for the extractor based on the multi-task learning

paradigm to further improve the accuracy of the extracted information.
• A weighted cross-entropy loss function is customized for our key information extractor to

overcome the imbalance issue from the training dataset.
• Experimental results on 7-nm technology node demonstrate that our extractor achieves

91.1% precision and 91.8% recall on the key information extraction task. Besides, it only
takes 5.46 ms on average for our flow to generate the script of a single design rule.

The rest of this article is organized as follows. Section 2 introduces the problem formulation
and terminologies related to this work. Section 3 illustrates the details of the preliminary work,
including methods for rule data generation, and components of our proposed DRC-SG flow. Section
4 describes the techniques to enhance the performance of the preliminary DRC-SG flow. Section
5 shows the benchmarks and the experimental results, followed by the conclusion in Section 6.
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Fig. 4. Key information extraction process on (a) simple rule and (b) complex rule. (PRO means Property,

OBJ means Object, LOW means Lower Bound, and CON means Condition.)

2 PRELIMINARIES

2.1 Design Rule Key Information Extraction

Extracting key information from natural language design rules is critical in our proposed script
generation flow. It can be converted to such a problem that a specific word should be classified into
a particular category, termed as a semantic role, such as the property to be checked or a specified
minimum value. In this way, the problem can be considered as a word classification problem. We
provide two examples as shown in Figure 4(a) and Figure 4(b) to illustrate the extraction process,
where one rule is a simple rule and the other rule is relatively complex. All specified semantic roles
will be further explained in Section 3.1. After finishing the word classification task, the categories
and related words can be paired and then stored into a data structure, which is exactly the key
information extracted from design rules. The following script translator simply organizes the ex-
tracted information into the final scripts; therefore, the accuracy of the generated scripts mainly
depends on the extractor performance.

To quantitively evaluate the extractor performance, we adopt the widely used metrics in
multi-class classification problem including precision, recall, and F1 score. To illustrate these
metrics clearly, we first give the confusion matrix as shown in Table 1, where the rows present
actual classes while columns show the prediction results. For example, given a word belonging to
a specific semantic role category S, TP means that the category of the word is correctly predicted
while FN means that the word is predicted as other categories instead of S. Based on the confusion
matrix in Table 1, we give the definition of each metric as follows:

Definition 1 (Precision). Precision describes the proportion of positive predictions that is actually
correct, formulated as Precision = TP

TP+FP .

Definition 2 (Recall). Recall describes the proportion of actual positive samples that is correctly
classified, formulated as Recall = TP

TP+FN .
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Table 1. Confusion Matrix

Prediction
Positive Negative

Actual
Positive TP FN
Negative FP TN

Definition 3 (F1 Score). The F1 score is the harmonic mean of the precision and recall, formulated

as F1 = 2 ∗ Precision∗Recall
Precision+Recall .

2.2 Transformer and BERT

Recently, Transformer [21] has made much progress in sequence-to-sequence tasks [22–24].
BERT [22] is one of the most famous models built with the Transformer encoder and has been
widely used as a backbone to extract features from sentences to solve many natural language
processing problems such as Question Answering [25], Machine Translation [26], and so on. To
illustrate BERT [22], we first introduce the structure of Transformer encoder.

As shown in Figure 5(a), Transformer encoder consists of multiple layers, of which the most
important one is the multi-head self-attention, allowing the model to attend to information at
different positions globally [21]. Given the input representation of a sequence {x1,x2, . . . ,xn },
Transformer encoder first packs the sequence as a matrix, represented asX ∈ Rn×dm , wheren is the
length of the sequence anddm is the dimension of each element. Then, the multi-head self-attention
layer projects the input matrix X onto three different subspaces, which can be represented as

{Q,K ,V } = {XW Q ,XW K ,XW V }, (1)

whereW Q ,W K , andW V ∈ Rdm×dm are three projection matrices, which project input matrix X
onto Q , K , and V , respectively. Q , K , and V are called query, key, and value as named in Trans-
former [21]. The output of multi-head self-attention layer can be formulated as

MultiHead(Q,K ,V ) = Concat (H1, . . . ,Hh )W O , (2)

where Hi , i ∈ {1, 2, . . . ,h} is the output of a single scaled dot-product attention head as shown
in Figure 5(b) and h is the number of heads. The multi-head self-attention layer concatenates all
the outputs Hi , i ∈ {1, 2, . . . ,h} from different heads and then reduces the high dimension fea-
ture Concat (H1, . . . ,Hh ) to low dimension via another projection matrix W O . To illustrate the
dimension of Hi andW O , we first give the formulation of Hi as follows:

Hi = Attention
(
QW Q

i ,KW
K

i ,VW
V
i

)

= softmax

⎡⎢⎢⎢⎢⎢⎣

QW Q
i

(
KW K

i

)�
√
dk

⎤⎥⎥⎥⎥⎥⎦
VW V

i .
(3)

For each attention head, the original input Q,K ,V are further projected onto different subspaces

via projection matrices W Q
i ,W

K
i ∈ Rdm×dk ,W V

i ∈ Rdm×dv so that different heads deal with dif-
ferent input to learn richer information [21]. The attention head then computes the similarity
between projected query and key via scaled dot-product and a softmax function is applied to ob-
tain the weights on projected value. As calculated in Equation (3), the output of each attention
head Hi is a dv ×dm matrix. The concatenated matrix Concat (H1, . . . ,Hh ) is a n×hdv matrix and
W O is a hdv × dm projection matrix.

As for BERT, the architecture is shown in Figure 5(c), which is based on stacked Transformer en-
coder blocks [21] and hence incorporates the superiority of multi-head self-attention. In addition,
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Fig. 5. (a) Transformer Encoder. (b) Multi-Head Self-Attention. (c) BERT.

another significant advantage of BERT [22] is that it has been fully pretrained by two complex
tasks, Cloze and Next Sentence Prediction (NSP). In the Cloze task, some of the words from the
input sentence are randomly masked, and the objective is to predict the masked words. As for the
NSP task, it predicts whether one sentence is followed by the other sentence. Since these two tasks
do not require any manual annotations, the model can be trained on two extremely huge datasets,
BooksCorpus (800M words) [27] and English Wikipedia (2500M words). As a result, the pretrained
BERT has been equipped with strong language representation ability and can be easily fine-tuned
for other language tasks.

3 DRC-SG FRAMEWORK

To design a powerful key information extractor, both data and architecture design are important.
In Section 3.1, we first consider how to label the design rules for effectively training the extrac-
tor. Then, in Section 3.2, we propose three design rule generation techniques to expand the rule
dataset. The architecture of the extractor is illustrated in Section 3.3. In addition to the extractor,
in Section 3.4, we explain how to design a rule-based translator to generate the scripts based on
the extracted information.

3.1 Semantic Roles

As illustrated in Section 2.1, extracting key information from design rules is inherently a word
classification problem. In our task, categories of words are determined based on their semantic
roles in sentences. Design rule data for training our key information extractor is from an open-
source design kit, FreePDK15 [28]. To clearly classify different words, we first clarify all essential
semantic roles for rules in FreePDK15 [28].

Some prior works for semantic role labeling studies [29, 30] have defined roles for universal
natural languages. However, semantic roles to be considered are relatively different for rule sen-
tences in integrated circuit design. For example, numerical expressions are less frequent in these
studies and usually not attributed to a separate category. In contrast, they exist in most design
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Table 2. Explanations of All Semantic Roles Defined in Our Work

Semantic Roles Meanings Examples

Object Target layer of checking rules. Minimum vertical width of ACT is 48 nm.

Relation Object
Additional layer that have relationships
with target layer.

Minimum extension of GATEAB past ACT is 38 nm.

Property Property to be checked of the target layer. Minimum vertical width of ACT is 48 nm.

Condition Logical conditions for particular layers.
GATEC shape bottom or top must be aligned
if distance is less than 192 nm.

Restriction Geometric restrictions that layers should follow. GIL may not bend.

Lower Bound Minimum value of the property to be checked. Minimum vertical width of ACT is 48 nm.

Upper Bound Maximum value of the property to be checked.
Maximum distance of GATEAB to neighboring
shape is 236 nm.

Exact Value Exact value of the property to be checked. Exact horizontal spacing of ACT is 80 nm.

None Words do not belong to any above semantic roles Vertical length of AIL1 is 58 nm.

The bold parts belong to the roles defined in their rows.

rules and are core components of the extracted key information. Moreover, semantic roles of nu-
merical expressions are supposed to be further divided into three categories, i.e., “Lower Bound,”
“Upper Bound,” and “Exact Value,” which help adapt to different design rules flexibly as well as
avoid confusion. We list all customized semantic roles for our task along with their meanings and
examples in Table 2.

3.2 Rule Data Generation

Open-source design rules for academic research are relatively rare. Our training dataset,
FreePDK15 [28], only contains around 130 rules. To help the key information extractor avoid over-
fitting and generalize better on those unseen rule data, we are supposed to expand the dataset
before training.

Nevertheless, rule generation for our task is heavily restricted. On the one hand, since the extrac-
tor receives the design rule sentences, we are supposed to guarantee that all generated rules are
both syntactically and semantically correct. On the other hand, as our task is a classification task,
semantic role labels need to be assigned to each word, which is extremely expensive. Data aug-
mentation is one kind of dataset expansion technique, referring to adding slightly modified copies
of already existing data or newly created synthetic data from existing samples. There are many
widely used augmentation methods for image data, including rotation, cropping, and noise in-
jection, all of which are quite effective for generating new image samples. Encouraged by these
methods in image tasks and considering the unique properties of our rule data, we customize three
generation techniques as follows:

Word Order Adjustment. Inspired by the rotation technique for image data augmentation,
we propose to adjust the word order of a rule without modifying its meaning. For example, we
can settle the conditional adverbial clauses at the start or the end of the sentence, as shown in
Figure 6(a). For the human, the reordered sentence can be regarded as the same as the original one.
However, from the perspective of the extractor, the input rule is a sequence [w1,w2, . . . ,wn] where
wi stands for a word. If the order is changed, then the word of each position in the sequence will be
different. Moreover, since our adjustment operation is simply changing the position of conditional
adverbial clauses and does not change any sentence content, the syntactical correctness of the
generated rules can be guaranteed. In addition, adjusting the order will not affect the semantic
role labels of words, and thus no extra annotations need to be done.

Paraphrasing. In contrast to word order adjustment, paraphrasing can produce a new rule that
does not change the meaning but has different expressions. To be specific, we can replace some
words with synonyms or change the sentence structure, e.g., from passive to active voice, and an
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Fig. 6. Three rule data generation methods. (a) Word Order Adjustment, (b) Paraphrasing, and (c) Template

Filling.

example is given in Figure 6(b). To reduce the manpower work, we first rely on a paraphrasing
tool called QuillBot [31] and then check the correctness of the generated paraphrases by ourselves.
Although paraphrasing will modify some words, which require extra annotations, there are still
many words not replaced, whose semantic roles also stay unchanged. Therefore, the annotation
workload can be reduced remarkably.

Template Filling. The generated design rules from the previous two methods are still confined
to the meaning of the original ones, making it challenging to generate sufficient training data. To
take a further step, we propose the third method, template filling. After applying the previous
two generation methods, we can obtain a series of design rules with diverse sentence structures.
We notice that many rules have similar structures, e.g., “Minimum width of ACT is 42 nm” and
“Minimum length of GATE is 28 nm.” To generate more design rule data, we first extract many
templates from design rules and a representative template is “Minimum Property of Object is
Lower Bound nm,” as shown in Figure 6(c). For example, we can fill in words related to the prop-
erty, like “width,” “length,” and “area,” in the Property part. And we can fill in words related to
the layer name, like “ACT,” “GATE,” and “M1” in the Object part. Also, numerical value can be
filled in the Lower Bound part. With such a template, once we associate words in the bold part,
the syntactical correctness of the generated rules can be guaranteed. By filling in the designed
templates via different combinations, a large number of design rules can be collected for training,
which benefits the generalization ability of the extractor dramatically. More importantly, we do
not need to annotate the data manually, since the semantic roles have been specified in advance.

After applying our customized data generation methods, we obtain 2,830 new design rules,
which effectively expand our rule dataset and contribute to training our key information extractor.

3.3 Key Information Extractor

To classify all words from design rules into their corresponding semantic roles, we build up a deep
learning-based language model. The overall architecture of our framework is illustrated in Figure 7.
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Fig. 7. Architecture of the key information extractor in DRC-SG.

Input Preprocessing Module. Before feeding the design rules into our extractor, some prepro-
cessing operations need to be conducted. The first one is to split the rule into a list of words for
the later word classification task. Besides, since different rules vary in sentence length, we extend
the word list length to a fixed value L by padding a special word “[PAD].” The whole procedure is
formulated as

Preprocess(r ) = [w1,w2, . . . ,wlen (r ), [PAD], . . . , [PAD]︸�����������������︷︷�����������������︸
L−len (r )

], (4)

where r is the input design rule. wi , i ∈ {1, 2, . . . , len(r )} represents each word of r , and len(r ) is
its sentence length.

Backbone. Following the design paradigm of the deep learning model, we first need a backbone
module to obtain a good feature representation from input rules. Determining the semantic role
of each word is closely related to its sentence, and one word may have different semantic roles in
different rules like “ACT” in the first and second examples in Table 2. Therefore, the backbone is
supposed to have strong abilities to capture the context information.

Instead of designing a backbone from scratch, we adopt a powerful language model, BERT [22],
as the feature extractor, which proves to have prominent feature extraction ability according to
many natural language processing works like References [25, 26]. As explained in Section 2.2, based
on the self-attention mechanism, BERT is able to model interactions between any two different
words in a sequence; therefore, the extracted feature of each word is closely correlated with the
contexts. Besides, BERT has been fully pretrained, which means that we can fine-tune it from the
pretrained parameters, notably speeding up the training procedure.

Given the word list after preprocessing, the backbone will first encode words into vectors and
then feed them into stacked Transformer encoder layers. The output feature is represented as
Fo ∈ RL×db , wheredb is the dimension of the word feature and L is the length of the input sequence.

Word Classification Head. With the purpose of classifying each word, we feed Fo into a word
classifier, which is a simple feed-forward neural network composed of two fully connected layers.
The output is represented as Pwc ∈ RL×Nwc , where Nwc is the number of categories, and the
element Pwc

i, j stands for the score of the word wi belonging to label j.
However, such a prediction head does not take the relationships between different labels into

consideration. We can force the word classification head to effectively avoid those impossible pre-
diction sequences. For example, according to the common natural language expression habits, “Re-
lation Object” is impossible to directly follow “Object” since there must exist some conjunctions
between them. As a result, the extractor performance can be further improved by evaluating the
rationality of the entire prediction sequence. To achieve this, we build a probability model, condi-

tion random field (CRF) [32], on top of the word classifier, whose parameters are a label transi-

tion matrix, represented as K ∈ R(Nwc+2)×(Nwc+2) . The element of the label transition matrix Ki, j
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describes the probability of transitioning from label i to j. Two additional states included inK stand
for the “start” and “end” of the sequence. In such a case, given a design rule r , the probability of a
prediction sequence y is calculated from softmax function as

p (y |r ) =
exp S (r ,y)∑

ŷ∈Yr
exp S (r , ŷ)

, (5)

where Yr represents all possible prediction sequence results given the rule r . S (r ,y) is used to
measure the score of prediction y, which can be formulated as

S (r ,y) = (Kstar t,y1 +

L−1∑
i=1

Kyi ,yi+1 +KyL,end ) +
L∑

i=1

Pwc
i,yi
. (6)

In this way, S (r ,y) is able to measure the reasonableness of the label sequence itself.
Loss Function. After constructing the whole architecture, we need to specify the loss function

to train our key information extractor. In the CRF module, we should maximize the ground-truth
probability p (д |r ), where д is the actual label sequence for the rule r . Based on this maximization
objective, the loss function Lwc of the word classification head can be formulated in the negative
log-likelihood format as follows:

Lwc = Lcr f = − logp (д |r )

= −S (r ,д) + log
	

�

∑
ŷ∈Yr

exp S (r , ŷ)�
�
.

(7)

3.4 Script Translator

The script translator in the second stage of our proposed flow is used to translate the extracted
key information into the DRC scripts. When transferring to other checkers, we can preserve the
extractor and simply replace the translator. The translator design is similar and simple for different
checkers, and here we take the Guardian checker [33] as an example.

DRC script is composed of function calling statements. When given the key information, the
functions to be called mainly depend on the checking properties. To conveniently search the re-
quired function, we can pair the properties and functions together, as shown in Figure 8. In addition,
to automatically pass the key information to the function, we also need to connect the parameters
of different functions with our semantic roles. As we clearly define the fine-grained semantic roles
in Table 2, the relationships can be easily established, for example, parameters that receive the
layer name correspond to “Object” or “Relation Object” and parameters that receive the checking
value correspond to “Lower Bound” or “Upper Bound” or “Exact Value.”

To better illustrate the entire script translation process, we take the translation process of an
overlap rule as an example, which is shown in Figure 8. Layer is a regular function for each
Guardian script and receives the layer names along with their identifiers, which depend on the
specific layout design. InDistance function receives two layer names and the value to check
the overlap. It can be observed that all the required arguments passed to these two functions can be
easily obtained from the extracted information. By automatically filling them into the correspond-
ing placeholders, we obtain the final script for overlap checking. It can be seen that the entire
translation process is very efficient.

4 DRC-SG 2.0

In the previous section, the preliminary DRC-SG flow has been proposed. However, there still ex-
ists some room to improve the performance of the script generation flow. For instance, the training
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Fig. 8. Script translator.

dataset has an imbalance issue, which has a negative impact on the performance of the key infor-
mation extractor in DRC-SG. Therefore, based on the preliminary design for DRC-SG, we propose
DRC-SG 2.0 where two new techniques are introduced for further enhancement.

4.1 Rule Classification Head for Key Information Extractor

In addition to the concrete rule descriptions as shown in the “Examples” column in Table 2, the
process design kit also provides another important information, rule category, which is not effec-
tively utilized in the DRC-SG framework. Rule category is always determined by the entire rule
content. Therefore, the global comprehension ability of the extractor on the design rule can be
further improved if the extractor can learn to predict the rule type, which also contributes to the
word classification performance.

Based on such a consideration, a new branch, rule type prediction head, is incorporated into the
original key information extractor as shown in Figure 9. It can be seen that the rule classification
head shares the same backbone with the word classification head. To predict the rule type, we are
supposed to learn the rule feature f rc by combining word features f o

i ,∀i ∈ {1, 2, . . . ,L} output by
the backbone. To achieve this, we rely on the self-attention mechanism illustrated in Section 2.2
and make some customizations.

First, instead of utilizing the entire word features f o
i ,∀i ∈ {1, 2, . . . ,L}, a well-designed algo-

rithm is proposed to select part of them, which is illustrated in Algorithm 1. The main idea of our
selection algorithm is to leverage the probability matrix Pwc output by the word classification head
to guide the word feature selection. Pwc describes the probability of each word belonging to each
semantic role. We propose that words with lower probabilities belonging to “None” category are
more informative, and based on this metric, we choose features of the most informative k words
for rule type prediction.

Then, we introduce an extra variable qrc as the query, and features f k
i , i ∈ {1, 2, . . . ,k } from Fk

are regarded as the key and value. Different from the original multi-head self-attention computa-
tion paradigm as formulated in Equation (2), we only adopt a single self-attention head, which is
capable of this sub-task and also saves computation resources. In this way, the rule feature can be
represented as follows:

f rc =

k∑
i=1

exp(qrc ( f k
i W

K )�/
√
db )∑k

j=1 exp(qrc ( f k
j W

K )�/
√
db )

f k
i W

V , (8)
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Fig. 9. Architecture of the key information extractor with rule prediction head in DRC-SG 2.0.

ALGORITHM 1: Word Feature Selection Algorithm

Input: Word Classification Output Pwc ∈ RL×Nwc , Feature Map Fo ∈ RL×db , Selection Number k ;
Output: Feature set Fk ;

1: Fk ← Initialized to empty set;
2: pN one ← probabilities of all words belonging to “None” class.
3: SelectIdx ← indices of the minimum k probabilities in pN one ;
4: for i ← 1, 2, . . .k do

5: idx ← SelectIdx[i];
6: f o

i ← the feature in the position idx of Fo ;

7: append feature f o
i to Fk ;

8: end for

9: return feature set Fk with k word features.

where f rc and qrc ∈ Rdb have the same dimension as f k
i . W K and W V ∈ Rdb×db are projec-

tion matrices as explained in Section 2.2. Noted that qrc is a learnable variable whose value is
determined after extractor training.

Once the representation f rc of the whole design rule is obtained, we feed it into a rule classifier,
which is a neural network with three fully connected layers. The final output is represented as
prc ∈ RNr c , elements of which are prediction scores of all rule types, and Nrc represents the
number of rule categories.

After introducing the rule classification head, the loss function for training our extractor is
supposed to be redesigned as follows:

L = Lwc + λLrc , (9)

where Lwc is the loss of the word classification head and Lrc is the loss of the rule classification
head. λ is a hyperparameter to balance Lwc and Lrc . Since the rule classification head conducts a
multi-classification task, we utilize the conventional cross entropy loss for Lrc , computed as

Lrc = − log
exp (prc

t )∑Nr c

i=1 exp (prc
i )
, (10)
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Table 3. Semantic Roles Distribution of Dataset

Semantic Roles
Training Set Test Set

# Percentage (%) # Percent (%)

Object 6,054 15.68 491 14.74
Relation Object 2,561 6.63 181 5.43
Property 4,705 12.18 300 9.01
Condition 5,061 13.10 596 17.89
Restriction 1,404 3.64 159 4.77
Lower Bound 2,482 6.43 326 9.79
Upper Bound 1,144 2.96 8 0.24
Exact Value 1,430 3.70 40 1.20
None 13,778 35.68 1,230 36.93

Total 38,619 100 3,331 100

where t stands for the ground-truth rule type of the input and prc is the prediction result of the
rule classification head.

4.2 Weighted Cross-Entropy Loss for Word Classification Head

In our previous loss function design for the word classification head, we have avoided unreason-
able label sequences by utilizing the CRF module, which effectively improves the word classifica-
tion performance. However, another issue is the imbalance problem of the dataset, which cannot
be solved by CRF. To be specific, almost every design rule has words belonging to the semantic
role “Object” but may not have “Relation Object” words. The concrete proportion distribution of
different semantic roles in our dataset is shown in Table 3, also proving the imbalance issue.

We realize that such an issue is harmful to the performance of our extractor. Specifically, the
extractor will be biased toward the major class in the dataset once it is trained by an imbalanced
dataset. To solve this issue, we consider introducing a weighted cross-entropy loss term Limb into
the original word classification loss, formulated as follows:

Lwc = Lcr f + ηLimb , (11)

where Lcr f is still from Equation (7) and η is another hyperparameter to balance Lcr f and Limb .
The Limb is computed via a weighted cross-entropy loss as formulated in Equation (12) andwдi

is
the corresponding weight of each term,

Limb = −
L∑

i=1

wдi
log

exp (Pwc
i,дi

)∑Nwc

j=1 exp (Pwc
i, j )
, (12)

wдi
= exp

(
1 −uдi

/max(u)

α

)
. (13)

We utilize the ground-truth label of each word to supervise the input of the CRF module, Pwc ∈
R

L×Nwc , which includes scores of words belonging to each category. дi is the ground-truth label
of the ith word and u ∈ RNwc is a vector containing proportions of different categories. α ∈ R+ is
a hyperparameter to control the weight range. It can be observed that we assign larger weightwдi

to the smaller proportion category, by which we are able to balance the extractor performance on
each word category. After introducing the rule classification loss Lrc and weighted cross-entropy
loss Limb , the total loss of the enhanced extractor is finally represented as follows:

L = Lwc + λLrc = Lcr f + ηLimb + λLrc . (14)

The objective of training is to minimize the loss calculated in Equation (14), which can be success-
fully solved by Adam [34] optimizer, a widely used gradient descent optimization algorithm.
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Table 4. Word Classification Comparison Results with Two Other Baselines

Semantic Roles
Bi-RNN [37] Bi-LSTM [38] DRC-SG [20] DRC-SG 2.0

Precision Recall F1 Precision Recall F1 Precision Recall F1 Precision Recall F1

Object 0.609 0.666 0.636 0.772 0.662 0.713 0.853 0.804 0.828 0.916 0.872 0.894
Relation Object 0.436 0.674 0.529 0.422 0.674 0.519 0.849 0.896 0.872 0.904 0.934 0.918
Property 0.879 0.970 0.922 0.899 0.953 0.926 0.892 0.900 0.896 0.955 0.997 0.976
Condition 0.786 0.768 0.777 0.670 0.757 0.711 0.818 0.838 0.828 0.900 0.938 0.919
Restriction 0.389 0.453 0.419 0.538 0.399 0.458 0.789 0.704 0.744 0.800 0.704 0.749
Lower Bound 0.947 0.871 0.907 0.960 0.883 0.920 0.967 0.907 0.936 0.987 0.908 0.946
Upper Bound 0.500 1.000 0.667 0.429 0.750 0.545 0.889 1.000 0.941 1.000 1.000 1.000
Exact Value 0.371 0.650 0.473 0.750 0.900 0.818 0.741 1.000 0.851 0.833 1.000 0.909
None 0.853 0.714 0.777 0.883 0.825 0.853 0.892 0.894 0.893 0.900 0.912 0.906

Average 0.641 0.752 0.679 0.703 0.756 0.718 0.853 0.880 0.863 0.911 0.918 0.913

Ratio 0.703 0.819 0.744 0.772 0.824 0.786 0.936 0.959 0.945 1.000 1.000 1.000

5 EXPERIMENT RESULTS

5.1 Experimental Settings and Benchmark

We implement our entire framework with the Pytorch library [35] in Python and test it on a plat-
form with the Xeon Silver 4114 CPU processor and NVIDIA TITAN Xp Graphic card. The dataset
used for training our key information extractor contains 2,970 design rules, 2,840 of which are ob-
tained via our proposed rule generation methods and the rest are the original data from PDK15 [28].
To evaluate the performance, another design kit, ASAP7 [36], acts as the test set, which includes
200 design rules on the 7-nm node. Due to the advanced technology node, rules in ASAP7 are
more complex compared with our rules on the 15-nm node for training, and therefore, the evalua-
tion performance on ASAP7 will convincingly reflect the generalization ability of our framework.
We summarize the statistics of the datasets in Table 3. It can also be observed from Table 3 that
the “None” category words accounts for nearly 40%, which further proves that a key information
extractor can filter a lot of unnecessary information and contribute to the design rules scripts
generation.

5.2 Experimental Results and Analysis

Due to the various structure of scripts for different rules, it is not convenient to directly measure
the accuracy of the generated scripts. In Section 2.1, we discuss that the script accuracy can be
reflected by the extractor performance, and we also explain that the key information extraction
task is essentially a word classification task. To evaluate the comprehensive performance, we test
the word classification accuracy, inference time of the whole generation process and robustness
ability of the extractor.

Word Classification Results. Table 4 summarizes the detailed comparing results in the test set.
Since our preliminary work DRC-SG [20] is the first one to investigate key information extraction
methods for design rules, no other state-of-the-art work in DRC area can be referred for compar-
ison. Therefore, we further implement two baseline models, bidirectional RNN (Bi-RNN) and
bidirectional LSTM (Bi-LSTM). Similarly to BERT, Bi-RNN [37] and Bi-LSTM [38] are commonly
used for learning words features combined with context information and output the category pre-
diction results, which match the objective of our extractor. The corresponding results are listed in
columns “Bi-RNN” and “Bi-LSTM.” The remaining two columns, “DRC-SG” and column “DRC-SG
2.0,” denote the methods in Reference [20] and the framework presented in this work.

It can be seen that the result in DRC-SG averagely outperforms Bi-RNN with 21.2% and 12.8%
improvement on precision and recall and 18.4% rise on F1 score. Besides, DRC-SG surpasses Bi-
LSTM with an average precision, recall and F1 score of 15.0%, 12.4%, and 14.5%. Compared with
our preliminary work DRC-SG [20], the word classification performance is further promoted in
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this work. Specifically, our new proposed DRC-SG 2.0 model achieves better results with 91.1%,
91.8%, and 91.3% on precision, recall, and F1 score, respectively.

Noted that we do not show the rule type prediction results since the rule classification head is
removed during the test stage to save the computation costs. It is designed to help promote the
training performance of the word classification head, and we will show its functionality in the
following ablation study part.

Inference Time. In addition to the satisfactory accuracy, our flow also shows superior effi-
ciency. We first test the inference time of the extractor on ASAP7 dataset that contains 200 design
rules. The total runtime result is 1.0 s, from which we can calculate that our model averagely takes
only 5.0 ms to process a single rule. As for the translator, since it is simply responsible for deciding
which function to call and passing the extracted key information to the function, the translation
process is also highly efficient. According to our measurement, the script translator spends around
0.46 ms processing one item of key information. In conclusion, by combining the extractor and
translator, our framework can generate a single script in 5.46 ms on average, indicating that our
proposed DRC script generation flow is extremely efficient.

Compared with Manual Script Generation. We also compare the runtime of our proposed
DRC-SG 2.0 framework with manual script generation. Although the key information extractor in
DRC-SG 2.0 cannot guarantee absolutely accurate results and requires post-correction; however,
because of the high accuracy as listed in Table 3, most scripts will be correct and only few errors
need to be rectified in real scenarios, and thus the manual workload of scripts generation is notably
reduced. We test that it takes around 30 minutes to correct all the scripts generated by our DRC-SG
2.0 framework. As for manual script generation, we calculate that a single rule averagely takes 3
minutes to write its corresponding script. Therefore, given all the 200 design rules from ASAP7
dataset, people should spend around 10 hours finishing all scripts writing, which is very time-
consuming. With the help of our proposed DRC-SG 2.0, the script generation tasks achieve nearly
20 times faster than manual script generation.

Robustness Analysis. Sometimes there may exist typos in natural language design rules,
which may affect the accuracy of a language model. To further evaluate the performance of the ex-
tractor, we conduct the following experiments to test the robustness ability of our extractor when
encountering typos. We randomly choose 5% words from the test datasets and then replace one
character of each word to simulate typos. Without retraining our extractor, we directly evaluate
the performance on the new test datasets. We repeat the above procedure 10 times and the average
F1 score is 88.35%, which is close to the original F1 score (91.30%). This indicates that our extractor
has powerful fault-tolerant mechanism, which is also beneficial for the stability of the whole script
generation flow.

5.3 Ablation Studies

The major work of this article is to design a high-performance key information extractor. To ver-
ify the benefit of our customized components in the extractor, including rule classification head,
weighted cross-entropy, CRF, and data generation methods, we conduct extra ablation studies. The
average word classification results of different configurations are shown in Table 5. In the follow-
ing analysis, we mainly adopt F1 score as the metric, since it is calculated from both the precision
and recall and is capable of reflecting the positive effect of each component.

Results in Table 5 show that with the rule generation techniques, F1 score notably improves. It
is because that abundant data increase the diversity, which helps prevent the extractor from over-
fitting and improve the generalization ability. Besides, with CRF, we further achieve nearly 2.2%
improvement on F1 score, demonstrating that CRF effectively avoids unreasonable label sequence
and achieves better word classification performance. With the weighted cross entropy loss, the F1
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Table 5. Average Word Classification Results on Different Ablation Settings

Ablation Settings
Precision Recall F1

Rule
Classification Head

Weighted
Cross-Entropy

Condition
Random Field

Rule
Generation

� � � 0.875 0.903 0.889
� � � 0.895 0.913 0.904
� � � 0.877 0.905 0.891
� � � 0.662 0.634 0.637
� � � � 0.911 0.918 0.913

score increases 0.9% and we also notice that the positive gains are mainly from small proportion
categories such as “Upper Bound” and “Exact Value,” which conforms to our design motivation.
In addition, with the rule classification head, F1 score improves around 2.4%, indicating that the
knowledge learned in this head can be positively leveraged for the word classification task.

6 CONCLUSION

In this article, we propose an automatic DRC script generation flow. We first build up a deep
learning-based extractor that efficiently recognizes essential arguments from design rules and then
leverage a script translator to organize the extracted arguments into the scripts. Experimental re-
sults on 7-nm technology node have confirmed the excellent performance of our framework: It
only takes on average 5.46 ms to generate a single rule script, which is much faster than man-
ual generation, and our powerful extractor achieves 91.1% precision and 91.8% recall on the key
information extraction task. The number of design rules keeps increasing with the development
of semiconductor technology, and generating DRC scripts manually will become more and more
time-consuming. We hope the framework proposed in this work can provide a preliminary solu-
tion to automate the generation of DRC scripts and help reduce the manual workload. There still
exist limitations for our model to generate design rule scripts for those extremely complex rules
and we will continue to find the solution in the future.
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