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Over the past few years, large language models (LLMs) have demonstrated remarkable performance and ver-

satility across a variety of complex tasks. However, their deployment has been challenged by their substantial

model size and computational requirements. Pruning is a effective approach to make the model parameters

sparse, thereby acquire inference acceleration. While not everyone requires training or fine-tuning large mod-

els, the diverse range of applications necessitates the deployment of LLMs on different devices. Model pruning

and compression have emerged as areas of deep research interest to address these challenges. In consideration

of versatility and practicality, we have designed a hardware-aware pruning process for general-purpose hard-

ware/edge devices to enable efficient deployment and inference of LLMs. Instead of considering sparse ratio

alone, we are motivated to design a pruning framework that incorporates genuine inference speed-up sensitiv-

ity from each pruning structure. Moreover, our framework breaks the layer-by-layer pruning setting and fuse

several layers into one pruning stage to allow cross-layer optimization. Apart from that, we hold pragmatism

by conducting compilation optimization during pruning. This step is critical because most sparsity patterns

barely show distinct speed acceleration with corresponding dataflow and memory optimization. Our process

operates within a post-training framework, obviating the need for additional training and thereby reducing

resource requirements, while ensuring diverse inference speed and accuracy requirements on hardware.
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1 Introduction

Over the past few years, large language models (LLMs) [1, 2] have demonstrated remarkable
performance and versatility across a variety of complex tasks. However, their deployment has
been challenged by their enormous model size and computational requirements. This has led to
an increasing focus on model pruning and compression research, to bridge the gap between the
potential of LLMs and the practical challenges associated with their deployment.

Model pruning, a technique that simplifies the model parameters to achieve inference accel-
eration, has shown promise in model compression. Structured pruning, which eliminates entire
neurons or filters, offers better hardware efficiency but often at the cost of model performance.
Balancing these tradeoffs is a critical area of research. Apart from that, conventional pruning al-
gorithms usually require fine-tuning the model, which shows better performance but is barely
practical for LLM. The training/tuning stage of LLM is extremely expensive in terms of dataset,
computation power, hardware and time cost.

To conquer this challenge, we propose a post-training LLM pruning framework: HAPE, which
is hardware-aware, specifically designed for general-purpose hardware and user-end devices. The
overall design flow of HAPE is in Figure 1. In order to avoid the extremely expensive tuning cost,
we redesign the pruning strategy that does not require fine-tuning on the original LLM model.
Our implementation requires one single CPU device (or any platform) and only a few hours’ time
budget for a real deployment scenario.

We hold the key insight that the model pruning process should not be decoupled from the
backend-level implementation. We integrate structure pruning with on-device optimization at
each pruning stage, as visualized in Figure 1. To compensate for the performance drop from reg-
ular sparsity pattern limitation, We assign dynamic sparsity ratios within the transformer block
and gather all pruning candidates within each block as global optimization space. This approach
enhances the efficiency of the pruning process and mitigates some of the limitations associated
with structured pruning. We dig deeper at this step by fusing inter-dependent neurons for the
chained effect: During the forward stage, the output of consecutive zeros remains zeros. We recur-
sively fuse the neurons to simplify the connection and impart dependency information into the
importance estimation.

Another potential problem is hardware information missing in the pruning metrics. Traditional
post-training approaches focus on achieving high sparse ratios regarding accuracy loss. However,
a higher sparsity ratio does not guarantee faster inference. Some sparsity patterns do fit computa-
tion flow on certain hardware. Our framework considers the genuine inference speed-up sensitiv-
ity from each pruning structure and accuracy loss. This unique perspective enables us to design
a pruning framework more attuned to the performance requirements of different hardware plat-
forms in real scenarios.

In addition, our approach pragmatically incorporates on-device sparse compilation optimization
during the pruning process to fit the target hardware device. In each transformer block, most
calculations, such as multi-head attention, MLP layers, and projection layers, are batched matrix
multiplication. Given pruned sparse matrices (usually large), we analyze the necessity to optimize
the sparse computation flow with computation graph extraction, operator fusion, and dataflow
optimization (loop reordering, tiling et al.) to generate high-performance sparse kernels for real
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Fig. 1. HAPE post-training pruning flow. In comparison with conventional layer-wise pruning flow, HAPE

do not require LLM tuning and is hardware-aware at each step.

speed-up on the device. This step is crucial, as most sparsity patterns do not yield significant
speed acceleration without corresponding memory and dataflow optimization. By integrating this
optimization into the pruning process, we ensure that the resulting models are not only smaller
and faster but also more compatible with the hardware platforms. The contributions of this article
are listed as follows:

— A hardware-aware LLM pruning framework, realizing structure pruning on single CPU (or
other hardware) with no costly fine-tuning during pruning.

— We integrate genuine latency sensitivity into pruning importance instead of bare sparsity
ratio alone.

— We apply dynamic sparsity ratios with each transformer block to reach optimal performance
under different pruning ratios.

— We brought on-device sparse dataflow compilation into the progressive pruning to reach
extreme latency-accuracy optimality.

The rest of this article is organized as follows. Section 2 is the background for LLM model com-
pression and resource-driven pruning and optimization. Section 3 comprises our complete work-
flow and description of each component. Section 4 is our corresponding experiment, followed by
conclusion in Section 5.

2 Preliminaries

2.1 Challenges of LLM Application

Increased along with the impressive performance of language models nowadays, the size of current
LLMs challenges the development and deployment of hardware. In the earlier period, where Bert
series [3] with model size ranging from 29 million to 334 million is regarded as “large” language
model. On the other hand, the latest open-sourced Meta’s Llama-3 has already reached 70 billion
parameters, and X.AI’s Grok-1 even comprises 314 billion parameters. Let alone pre-training, as
we are only concerned about inference or light fine-tuning for application. The bulkiness of the
current mainstream Language model brings obstacles with overhead of loading and storing. The
storage itself is a huge cost not only for main memory or High Bandwidth Memory (HBM) on
GPU, but also for the hard-disk to keep copies of each model when being stored or loaded for each
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down-stream task. In addition, it also requires practical experience to keep individual LLM models
to load and offload memory if necessary, which is rather inefficient for bandwidth limit.

As for the computation challenge, the mainstream LLMs are Transformer-based [4] decoder
architecture, of which the inference process is auto-regressive generation with token-by-token
fashion. As the sequence length increases, the computation cost increases quadratically. Within
each transformer block relies the key attention operation where each sequence is encoded as key
K, query Q and value V vectors. All these vectors Q,K,V have size of n × dim_hidden where
dim_hidden denotes embedding dimension, which is 4096 for LLama family model. The attention
operation is

Attention(Q,K,V) = Softmax

(
QK�
√
n

)
V, (1)

where the computation of each matrix multiplication scales with complexity O(n×n). As we know,
the current Llama already supports 8K context length here, leading the operation cost grows gi-
gantically with it. While KV Cache has been proposed to store the existing K,V vectors, avoid-
ing repetitive computation of these large matrix multiplications for each new generated token,
the scale itself is still computation intensive. Although some approaches such as vLLM [5] with
PagedAttention or FLashAttention [6] are employed to partition each sequence’s KV cache into
fixed-size blocks and recompute the blocks without loading very large matrices. Such balancing
and compute and memory does not thoroughly solve the problem.

2.2 Compression of LLM

Language models [1, 2] have gained a broad reputation for incredible performance and massive
deployment cost, thereby necessitating a reduction in parameter size and latency. Previous studies
aimed at compressing language models usually include: network pruning [7, 8], knowledge distil-
lation [9, 10], quantization [11, 12], and other methodologies, such as recent appearing dynamic
token reduction [13] or early exit [14].

Those approaches to compress the computation of LLM can be categorized into two kinds:
(1) Compression of each element-wise operation, for example, quantization. (2) Compression of
model parameter scale, such as distillation or pruning, resulting with less parameters and multipli-
cation required. As a matter of fact, quantization is a popular area as well for deep learning deploy-
ment, which reduces the FP32 operation into FP16 or lower INT8 or INT4, which are well supported
by conventional hardwares for their calculation simplicity. One of the primary challenges in LLM
quantization is the systematic numeric outliers with large magnitude in a few specific channels of
activations when scaling up LLM size [15].

On the contrary, pruning serves as a complementary technique to quantization, focusing on the
post-training phase by removing specific portions of a model’s weights without compromising its
performance. It is crucial to differentiate between structured and unstructured pruning approaches.
Structured pruning involves replacing dense segments of a model with smaller yet still dense com-
ponents. In contrast, unstructured pruning results in weights of value zero, which have no impact
on the network’s behavior and can theoretically be eliminated. Structural pruning, characterized
by the removal of an entire filter from the neural network, renders structured sparsity pattern of
LLM model. Several techniques exist for structure removal, including l1-dependent pruning [16],
first-order importance estimation [17], Hessian-based estimation [7].

2.3 Hardware/Resource-Constrained Pruning

As the sizes of models continue to expand, there is an explosive demand for efficient compression of
LLMs, which is independent of the original training data. Concerning efficient compression, studies
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such as [18] optimize pruning with a linear least squares problem formulation. Research such as [8,
19] have put forth the layer-wise pruning strategies. Given the constraint of the training data’s
accessibility and training cost, data-free pruning techniques have been developed, introducing
several strategies to prune the model with neurons’ similarity evaluation. Moreover, methods have
been proposed distillation-based methods without relying on the model’s training data. However,
these methods can be excessively time-consuming as they involve synthesizing samples by back-
propagating the pre-trained language models.

As a matter of fact, both pruning granularity and backend itself contribute to the final speed-up
or accuracy optimization. In general, unstructured pruning [20, 21] with element-wise zero-out
values can achieve extreme compression ratio, but its irregular data format requires specific en-
coding and decoding and may not easily achieve significant acceleration on general devices or
even common domain specific accelerators [22]. Structured pruning [23, 24], on the other hand,
possesses filter-wise sparsity which ends up still with dense weight matrices but may sacrifice pre-
cision with thorough channel/layer elimination. Even as some new approaches such as N:M [25],
1 × N [26] pruning in the middle of these granularities are proposed, it is not guaranteed to solve
the problem. For example, that N:M pattern can only achieve significant acceleration on specific
GPUs with NVIDIA Tensor Cores [27]. Still, it is not easy to achieve both extreme speed-up and
accuracy, and the adaptation to general processor devices such as CPU are more challenging.

3 Framework

The section is the illustration of the main framework of HAPE. Firstly, we introduce our algorithm-
level cross-layer pruning strategy with neuron fusion technique in Section 3.1. Secondly, we re-
design the importance assignment in LLM structure pruning with on-device latency sensitivity for
practicality in Section 3.2. Thirdly, we discuss the necessity of joint compilation flow in pruning
for sparse LLM model in Section 3.3. Last but not least, we wrap the complete HAPE pruning flow
in Section 3.4.

3.1 Cross-Layer Pruning with Grouping

In our framework, we carefully select the sparse granularity. Firstly, we abandon the conventional
layer-by-layer pruning paradigm and compose a series of consecutive layers together as a pruning
block. Our reconstruction pruning takes a transformer block as a pruning group, given that the
mainstream model architecture of current LLM is a stack of transformer blocks. Let us take Llama-
2-7B [2] as an example, which is composed of 32 transformer blocks, as shown in Table 1. Among all
the layers listed, we will apply pruning operations on all the linear layers and multi-head attention
layers. The reason is twofold: (1) They are the dominating layers, costing most model parameters
and computation; (2) They are in general matrix multiplication form, which is friendly for sparse
optimization. As shown in Figure 2, we will take all prunable layers within a transformer block and
extract all pruning units as a composition of candidates. For linear layers, each unit is a neuron
whose parameters represent a column in the linear transformation matrix. For attention layers,
each unit is an attention head.

We group all the pruning candidates together and rank them in descending order according
to their estimated importance regarding on-device speed and accuracy sensitivity (described in
Section 3.2). Given a series of all layers in the model: L = {l1, l2, . . . , ln} with an expected pruning
ratio α ∈ [0, 1), a classical way is to prune each layer li at a time. Conventional approaches rank
these candidates within each layer and conduct the ranking in descending order and, cutting off the
tails in one layer li at a time, as visualized in the upper part of Figure 2. The resulting sparse model
is Lprune = {l ′1, l ′2, . . . , l ′n} where each pruned layer ‖l ′i ‖0 ≤ α ‖li ‖0 has fixed sparse ratio threshold.
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Table 1. Details of All Layers within a Transformer Block

Name Layer Type Dimension Prune

Q,K,V projection Linear 4096 × 4096 �
O projection Linear 4096 × 4096 �
Multi-head attention Matrix Mul. 32 heads �
SoftMax Softmax 4096/32 ×
MLP gate/up Linear 11008 × 4096 �
MLP down Linear 4096 × 11008 �
SwiGLU Activation 4096 ×
Input/Post LayerNorm Normalize 4096 ×

The dimension is from Llama-2-7B [2] model.

Fig. 2. Cross-layer pruning within transformer block.

Although the layer-by-layer style strikes a balance for each layer to be compressed to a fixed
sparse ratio, our grouping strategy leaves more flexibility by allowing each layer to be pruned
less or more. At the same time, we avoid tackling all layers in the model as a whole group. The
post-training structure pruning requires the ranking of neurons to be pruned. Such aggressive
step may over-prune some layers and jeopardize performance by cutting critical connections. Our
approach takes the original model L into a series of blocks {B1,B2, . . . ,Bm}. In our practice, the
block number is 32, which is the number of transformer blocks in the Llama-7B [2] decoder model.
Instead of fixing a sparsity ratio, we assign dynamic sparsity ratio α1,α2, . . . ,αk for each layer
in the block. As long as the overall sparsity ratio of a block is below the required mode sparsity
threshold α , such flexibility allows each layer to be pruned to a different ratio. The formulation of
this problem is shown in Equation (2).
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Fig. 3. Visualization of latency importance.

Lprune = {B1,B2, . . . ,Bm}, where Bi = {l1, l2, . . . , lk },

s.t. For each Bi ∈ Lprune,

∑
lj ∈Bi

α j ‖lj ‖0∑
lj ∈Bi

‖lj ‖0
≤ α ,

{α1,α2, . . . ,αk } → sparsity ratio of l1, l2, . . . , lk ∈ Bi .

(2)

Within each block, the pruning unit/candidates are assigned an importance score (Section 3.2),
which is an indicator of their influence on the latency/accuracy performance of the model.

Neuron Fusion. During the group ranking stage, we also need to consider connection dependency.
Given two consecutive unitsWi andWj within the same block B, it is meaningless to keepWj while
pruning Wi if Wj is dependent on Wi . We fuse them into one compound unit W new

i and prune
neither or both of them at the same time. Here, the dependency simply denotes that: (1) all input
connections ofWj are from the output ofWi or (2) all output connections ofWj are input ofWi .

The neuron fusion technique is shown as

W new
i ← Fuse(Wi ,Wj ) for Wi ,Wj ∈ B,

if In(Wj ) ⊆ Out(Wi ) or Out(Wj ) ⊆ In(Wi ).
(3)

The insight of this dependency is that once a previous neuron is pruned, the corresponding out-
put is zeros. If all input connections of the next neuron is a subset of the pruned, we might as well
prune the next neuron and vice versa. The output of multiplication of zero is zero, and such fusion
can enhance the inference efficiency by reducing unnecessary computation on zeros from vacant
layers. This step is rather efficient when we apply computation graph and dataflow optimization
for sparse pattern in Section 3.3. The dependency fusion calibrates on the input/output dimension,
which corresponds to the following joint sparse compilation step: fusion of the two consecutive
sparse operations into one kernel at the computation graph slimming. Only in this way can we
witness a significant speed-up from sparse inference.

Pruning Scope. We restrict neuron fusion to within individual transformer blocks for two pri-
mary reasons. First, this limitation helps manage the computational complexity of the algorithm.
Expanding the search space to include all dimensions across all layers in the network would cre-
ate a significantly larger pool for comparison and selection, making the optimization process more
challenging. Since our method relies on ranking rather than an exhaustive exploration of the de-
sign space, and given the varying information density across transformer blocks, identifying a
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globally optimal solution becomes unreliable. Additionally, evaluating all potential combinations
would demand an impractical amount of computational time.

Second, conducting pruning within each transformer block promotes a balanced pruning ra-
tio across the network. This ensures that the hardware resource demands during inference are
distributed more evenly among the blocks, minimizing the likelihood of excessive pressure on
specific parts of the inference platform.

3.2 Hardware Aware Importance Estimation

Given limited data and no training cost, prioritizing the neurons to be pruned is required before
pruning. Unlike the mainstream structure pruning approaches that only consider accuracy sensi-
tivity and sparsity ratio, we need to consider the real improvement brought by pruning: How much
faster is the model if we prune out this channel? To tackle this problem, our work introduces hard-
ware latency sensitivity with an on-board pseudo-gradient to re-evaluate the importance of each
pruning candidate. The importance assignment in our framework includes both accuracy loss im-
portance and latency importance.

For the latency importance Ilat , we consider how much genuine speed-up is accomplished when
pruning out the ith structure Wi in a group G = {Wi }Mi=1, where M is the number of candidates
or structure. We chose the metric expected pseudo-gradient E(∇Wi

T ), where T is the average per-
token latency of the original model on the device. Such gradient denotes the affection on inference
latency fromWi :

IlatWi
= E(∇Wi

T ) = E
(

d

dWi

T

)
≈ 1

N

N∑
i=1

d

dWi

T (xi ),

≈ 1

N

N∑
i=1

1

dWi

(TWi
(xi ) −TW̃i

(xi )),

∝ 1

N

N∑
i=1

(TWi
(xi ) −TW̃i

(xi )),

(4)

where N is the size of sample set S = {xi ,yi }Ni=1 and TWi
,T

W̃i
denotes the inference latency be-

fore/after pruning out Wi . As visualized in Figure 3, we collect the on-board inference latency
difference by pruning out some channel within each group/layer and use that as estimation as
latency importance IT . One thing to notice is that, within each linear/attention layer l , all the
neurons/heads structure {Wi |Wi ∈ l} are homogeneous in terms of speed, thereby do not neces-
sarily need repetitive experiments on latency collection. Only linear O(L) time complexity latency
evaluation is needed where L denotes the number of layers. On the other hand, the accuracy impor-
tance Iacc is estimated with the loss deviation |ΔL| on the sample set S, which indicates how much
more loss the pruning of each structure will cause. The objective is to determine which structure
Wi shows the least affection on the model output result. Equation (5) shows the formulation of
importance IaccWi

on each component.

IaccWi
= |ΔL(S)| =

���LWi
(S) − L

W̃i
(S)

��� ,
≈
����ΔW T

i ∇Wi
L(S) + 1

2
ΔW T

i ∇2
Wi

L(S)ΔWi

���� ,
=

���W T
i

∂L�(S)
∂Wi︸��������︷︷��������︸
�0

+
1

2
W �i HWi

Wi︸���������︷︷���������︸
expensive

���.
(5)
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The second line of Equation (5) was derived by second-order Taylor expansion with the latter
terms ignored. We replace ΔWi with Wi because ΔWi = Wi . Here, the only deviation is the re-
moval of Wi . HWi

is the Hessian matrix, which denotes the second-order derivative as accuracy
dependency. The computation complexity of Hessian is O(‖Wi ‖2), which is much more expensive
than first term. Some assume that the second term is a diagonal matrix and use diagonal value as
accuracy importance [28]. In their scenarios, the first-order derivative is usually unusable because
they assume the original model is well pre-trained and the first-order derivative for all structures
Wi are 0. On the other hand, some propose to avoid using Hessian Matrix for its computation cost
is high [29] by claiming the first-order gradient is not zero under different tuning/test dataset. In
our case, our sample set S is deliberately sampled from another calibration dataset instead of the
original training set, so this ∂L�/∂Wi � 0. In this way, we can follow [29] to utilize the first-order
derivative information by directly using the gradient information from back-propagation as accu-
racy information. We can also avoid the effort of deriving following higher-order derivative, which
is rather expensive. Therefore, our accuracy importance is more efficient.

Our hardware-aware importance I assigned to each structure Wi is designed to estimate both
accuracy and latency regarding both objectives:

IWi
= β1IlatWi

+ β2IaccWi
, (6)

therefore, is composed of both accuracy importance and latency importance, where β1 and β2 are
weights for each objective. For the selection of β1 and β2, it’s important to emphasize that accuracy
is prioritized over latency, which is intuitive. For instance, if we set β1 = 1 and β2 = 0, the score
IWi
= IlatW i , meaning only the most computation-intensive components would be pruned, leading

to severe accuracy collapse. Conversely, setting β1 = 0 and β2 = 1 makes IWi
= IaccW i , resulting in

traditional Taylor/gradient-based pruning with guaranteed accuracy but potentially suboptimal
latency. In our experiments, we avoid sacrificing significant accuracy for latency improvement,
especially when critical components are pruned. Thus, we set β1 = 0.05 and β2 = 0.95. Additionally,
since the value ranges of IlatW i and IaccW i differ, we normalize them to the same range (0,1) before
combining into one score.

3.3 Joint On-device Sparse Compilation Flow

Sparsification is not the final stage of our objective. We need to guarantee the on-device perfor-
mance satisfies the latency/accuracy requirement on the local devices. We propose joint sparse
compilation at the local platform along with the HAPE pruning strategy for utter performance op-
timization at deployment. We apply a full-stack compilation flow into our pruning flow, including:
(1) computation graph tracing; (2) graph lowering and operation fusion; (3) sparse kernel dataflow
optimization.

Original pruning objectives simplify the problem and ignore the hardware detailed implementa-
tion of each sparse operation. However, such a step is rather critical. A different dataflow/loop-level
implementation for the same operation, even with the same sparse pattern, can perform signifi-
cantly various inference latency. As we have analyzed in Table 1, the majority of computation
layers within each transformer block are general matrix multiplication (large scale). Figure 4 is a
visual example of hardware dataflow schemes and data layout influence: For a single sparse general
matrix multiplication, the Inner-product scheme requires reading the first matrix by row and the
second matrix by column, where the best encoding scheme for two input matrices is compressed

sparse row (CSR) and compressed sparse column (CSC). The encoding scheme determines the
data layout on memory, where a consistent visit on continuous words on memory can reduce the
cache-miss rate and increase memory read/write efficiency. A negative example is that the inner-
product scheme reads the first matrix by row while the data layout on memory is column-based.
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Fig. 4. Visualization of joint compilation pruning. The upper part is an overview of all stages of post-pruning

sparse compilation flow. The lower part is a visual demonstration of pruned candidates with different

dataflow.

In this case, each element-wise read will jump to a different column and cause a cache miss, which
will result in a very slow multiplication. On the other hand, the Outer-product scheme reads the
first matrix by column and the second matrix by row. Our HAPE flow is aware of this low-level
feature with post-compilation feedback.

Apart from that, pruning should also consider the hardware memory and computation con-
straint, which is another deterministic factor on latency. We also use the sparse matrix multipli-
cation example in Figure 4, where the “red” flow denotes inner-product and “green” flow denotes
outer-product, the “purple” is the row-based product (in between). Assuming the input matrices
are A,B with size d1 × d2 and d2 × d3. If we focus on computation cost, the outer-product is much
more efficient because it only read A and B for once. The inner-product instead read each row of
A for d3 times and each column of B for d1 times, resulting in repetitive computation. However, on
the other hand, the outer-product requires large memory size/bandwidth for it to update the en-
tire output at each round. Transforming such as loop-tiling is required to handle large matrix tile
by tile for less computation cost and less burden on large-scale “reduce” and less memory/cache
pressure. On-device optimization on these kernel-level parameters such as tile size or loop order,
can help balance the hardware resources with optimized sparse kernel.

Another critical factor in the HAPE flow to explore the pruned inference potential is graph-level
optimization. As shown in the upper part in Figure 4, when the computation graph is traced, we
can fuse the consecutive sparse operations based on predefined rules so that multiple operations
are merged into single kernels such that unnecessary data read/write between layers can be saved.
Such operator fusion holds two advantages: (1) The computation flow is simplified, and redundant
calculation is saved. (2) Cross-layer internal data can skip being saved and loaded during the exe-
cution of different layers. Moreover, this step aligns with the inter-dependent neuron-fusion step
in Section 3.1, where inter-dependent neurons with consecutive order can be fused into a single
unit and pruned as a single unit.
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ALGORITHM 1: Complete HAPE Pruning Flow

1: Input: sample set S, initial sparsity ratio α0, target latency Ψlat , accuracy threshold Φacc , pre-trained LLM

M, sparsity ratio gap λ;

2: t ← 0, α0 ← 0.2;

3: Ilat , Iacc ← M.forward(S); //On-device. � Equation (4)

4: M← Dependency Fusion(M);
5: IWi

← for allWi ∈ M; � Equation (6)

6: Msparse ← Cross-layer Prune(M,α0);
7: Computation graph G ← Trace(Msparse)
8: Optimized Sparse Kernels K← Compile(G) // On-device.
9: Latency T0, accuracy P0 ← K.forward(S)

10: if T0 ≤ Ψlat and P0 ≥ Φacc then

11: Return K; // Deploy successfully. Finish.
12: end if

13: while Pt ≥ Φacc do // Need further pruning.
14: t ← t + 1,αt ← αt−1 ∗ 2;

15: Msparse ← Cross-layer Prune(M,αt ));
16: G ← Trace(Msparse);
17: K← Compile(G); // On-device.
18: Tt , Pt ← K.forward(S);
19: if Tt ≤ Ψlat then

20: while αt − αt−1 ≥ λ; do // Mitigate over-pruning.
21: t ← t + 1;

22: αt ← binary_search(αt−1,αt−2);
23: K← Compile(Trace(Prune(M,αt)));

24: end while

25: Return K; // Deploy successfully. Finish.
26: end if

27: end while

28: Report: Infeasible latency/accuracy requirement on given hardware
platform.

3.4 Complete HAPE Progressive Pruning Flow

Our complete pruning flow with joint on-device compilation is illustrated in Algorithm 1. In a
real deployment scenario, given a local hardware platform and deployment inference latency re-
quirement Ψlat , we start with on-device inference with one batch of N calibration data to derive the
accuracy sensitivity and latency importance. In practice, we only use 10 calibration samples for this
step. Once we achieve the block-wise grouping and ranking, we start with an initial sparsity ratio.
Just in case if the latency requirement is not met meanwhile accuracy is still beyond threshold Φacc ,
we can progressively increase the sparsity ratio to fit the deployment requirement. At each round,
we increase the sparsity ratio ×2. To avoid the over-excessive pruning, once the target latency Ψlat

is met at round t , we apply a binary search between αt and αt−1 to mitigate the increasing step size.
Within each step, we evaluate the on-device accuracy and compile the pruned sparse model with
all graph-level optimization and operation-level dataflow optimization to retrieve the genuine per-
formance feedback. Given this progressive pruning flow, we can fully explore the sparse inference
capability on certain devices. Even if the model cannot fulfill the latency/accuracy target, we can
report the Pereto-optimal performance boundary with fully-optimized inference time for different
sparsity ratios.
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Fig. 5. Pruning time cost comparison with conventional transformer compression flow [9], whose down-

tasking requires fine-tuning on original LLM model.

4 Experimental Results

4.1 Implementation Details

We utilize half-precision Llama-2-7B-hf [2] from META’s official huggingface repository as
the benchmark LLM model. The CPUdevice for deployment is Intel(R) Xeon(R) Silver 4210R
CPU@2.40GHz. The GPU device for deployment as comparison is Nvidia H800 with 80 GB HBM
size. The pruning algorithm was implemented in PyTorch, including model forward/backward and
Autograd to collect the gradient of each pruning unit for importance estimation. We use TorchDy-
namo and Triton [30] for computation graph tracing and sparse kernel implementation, as well as
the optimization on the hardware device. For the sample set to collect importance, we use sample
size N = 10 with each item as a randomly generated sequence with a length of 128. For fair com-
parison, we prune the Llama-2-7B-hf [2] from the 4-th decoder block to the 30-th decoder block,
which is exactly the same setting as LLM-pruner.

Dataset and Evaluation. Our pruning stage does not require a training set. For evaluation, we
follow the same setting as Llama [2] to perform zero-shot task classification on seven common
sense reasoning datasets to test the model performance on accuracy (%): BoolQ [31], PIQA [32],
HellaSwag [33], WinoGrande [34], ARC-easy [35], ARC-challenge [35], and OpenbookQA [36].
We implement evaluation code using the same lm-evaluation-harness library [37], which is com-
monly used for language model performance evaluation. To evaluate the down-tasking ability, we
use the same dataset as LLM-Pruner: zero-shot perplexity (PPL) analysis on WikiText2 [38] and
PTB [39]. These two benchmarks use perplexity (PPL) as metrics. Higher perplexity (PPL) denotes
worse accuracy performance.

4.2 Pruning Efficiency

Figure 5 is the pruning time comparison with the conventional method TinyBert [9], which fine-
tunes the original model parameters for following compression and down-tasking by distillation.
However, due to the gigantic size of current LLM models, it costs more than 3.5 days to tune Llama-
2-7B [2] on 4 GPUs. In comparison, our pruning strategy only requires 1.6 hours on a single CPU
device. The pruning stage only takes 10 sample inputs with a sequence length of 128. Even if we
apply the same LoRA-based recovering stage in LLM to repair the accuracy drop from post-training
pruning, the overall time consumption is only 5.4 hours, which is still 94% faster than TinyBert [9].

In addition to time cost removal, HAPE does not require a large server cluster or a consider-
able amount of data. We prune the model simply on a CPU device Intel(R) Xeon(R) Silver 4210R
CPU@2.40GHz. Such an advantage significantly reduce the difficulty of the down-tasking and
deployment of LLM in real scenarios.

4.3 Performance Analysis

Model Accuracy. First, we compare with the state-of-the-art LLM-Pruner [29] on the common
Llama benchmark [2]: zero-shot task classification evaluation. We evaluate the same seven
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Table 2. Performance Comparison on Accuracy (%) and Inference Latency (s) at Different Sparsity Ratio on

Llama-2 (7B) on CPU Device

Pruning Ratio Method granularity BoolQ PIQA HellaSwag WinoGrande ARC-e ARC-c OBQA Avg. Acc. Avg. time

Ratio = 0.0% Original 71.10 78.35 56.70 67.01 69.28 39.85 31.80 59.15 66.8

ratio = 20%
LLM-Pruner [29] Layer-wise 55.60 61.32 30.26 51.54 39.18 20.56 18.80 39.61 51.4

HAPE Transformer 53.49 76.77 51.18 64.48 66.54 37.20 28.20 53.98 42.4

ratio = 40%
LLM-Pruner [29] Layer-wise 58.72 64.58 35.95 52.01 43.90 23.12 19.40 42.52 42.6

HAPE Transformer 51.83 75.73 48.26 60.62 57.91 31.57 27.00 50.41 36.4

ratio = 60%
LLM-Pruner [29] Layer-wise 40.34 54.57 27.24 50.83 30.51 20.14 15.20 34.11 33.4

HAPE Transformer 59.08 69.04 38.19 52.01 47.69 25.77 22.00 44.82 30.0

Table 3. Performance Comparison on Accuracy (%) and Inference Latency (s) at Different Sparsity Ratio on

Llama-3.1 (8B) on GPU Device

Pruning Ratio Method granularity BoolQ PIQA HellaSwag WinoGrande ARC-e ARC-c OBQA Avg. Acc. Avg. time

Ratio = 0.0% Original 83.21 82.54 79.80 75.14 83.08 56.23 46.40 72.34 0.1894

ratio = 20%
LLM-Pruner [29] Layer-wise 76.73 76.66 69.64 67.56 72.90 44.03 40.00 63.93 0.3448

HAPE Transformer 76.54 79.11 75.38 68.98 77.23 48.55 44.20 67.14 0.2196

ratio = 40%
LLM-Pruner [29] Layer-wise 64.34 66.70 47.91 56.04 56.57 30.20 30.00 50.25 0.3410

HAPE Transformer 63.24 75.84 61.53 58.80 64.52 37.12 35.40 56.64 0.3018

ratio = 60%
LLM-Pruner [29] Layer-wise 61.01 58.43 30.55 50.28 34.97 22.78 25.40 40.49 0.3426

HAPE Transformer 47.80 70.84 50.38 57.22 55.05 30.89 30.80 49.00 0.16334

benchmark datasets as Llama [2]. We list the performance under different sparsity ratios: 20%,
40%, and 60% to show that our strategy has a solid performance advantage. In Table 2, our
HAPE pruning strategy applies dynamic ratios within each transformer block and a fixed overall
pruning ratio for each block. In contrast, we set the baseline method’s pruning granularity at each
layer to show the performance improvement from the flexible pruning ratio assignment. At this
evaluation stage, we add the same LoRA-based 2-epoch recovery tuning on the pruned model as
LLM-Pruner [29] described for fair comparison. Table 2 has shown our pruning strategy performs
16%, 19% and 36% better performance at three ratios. Interestingly, we notice the performance of
a 60% pruning ratio on BoolQ surpasses that of a 40% pruning ratio. Such inconsistency is due
to the dataset itself as we notice inconsistency in Table 3 such that our model shows accuracy
degradation. We use the lm-evaluation-harness library [37] for evaluation, which is the public
evaluation benchmark to make sure the evaluation process is solid and consistent.

In order to prove the advantage of our method, we also evaluate the performance on Llama-3.1
(8B) on Nvidia H800 GPU. The result is shown in Table 3. The result shows that HAPE can also
achieve better performance on Llama-3.1 (8B) on Nvidia H800 GPU. The performance improvement
is 5%, 12%, and 21% at three ratios. We also set an ablative study on the down-tasking ability with
dynamic ratio assignment within transformer block in Figure 6. We prune the model from 15% all
the way to 60% and notice that the dynamic ratios can reduce the perplexity by over 102 times. It is
shown that HAPE holds better down-tasking ability as the pruning ratio increases with dynamic
ratio, avoiding exponentially increased PPL.

Inference Latency. We also compare the inference latency. HAPE’s on-device sparse compilation
helps optimize inference speed. We conduct speed evaluation on sparsity ratio: 20%, 40% and 60%
as well. In order to emulate the transformer inference on natural language query with a series of
tokens, we start with a sequence with a length of 128 tokens and collect the time for predicting the
next token for fair comparison. We skip the first ten inferences to avoid cold-start influence, and
conduct 50 inferences five times, and calculate the average time in Table 2. We achieve 21.2%, 17.1%,
and 11.3% faster inference with during-pruning sparse compilation optimization on the device.
However, if we look at the inference speed in Table 3 vertically, the inference speed trend varies
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Fig. 6. Evaluation on down-tasking ability with/without cross-layer dynamic ratio. Benchmark WikiText2

and PTB with metric of logarithmic perplexity (PPL) with base 10.

Fig. 7. Optimal frontiers Visualization. HAPE shows both superior accuracy and speed.

from the CPU device. The inference speed on Nvidia H800 GPU does not necessarily increase
with increased pruning ratio. This is because the GPU has a different architecture and memory
hierarchy. More importantly, the sparsity pattern instead of the sparsity ratio is the dominating
factor after compilation into sparse kernels. We can tell the same result in both Table 3 (on Llama-
3.1-8B) and Figure 8 (on Llama-2-7b).

Optimal Pareto Frontier. Last but not least, we evaluate the complete progressive pruning flow
of HAPE and compare it with the complete flow of LLM-Pruner and plot the optimal frontier re-
garding on-device accuracy and inference speed in Figure 7. At this stage, we conduct pruning
from all reasonable sparsity ratios ranging from 15% to 60%. As an example, we plot PPL on Wiki-
text2 and speed on next-token prediction time with sequence length 128. In Figure 7, the lower
curve connecting “red” dots is the optimal Pareto frontier of HAPE, depicting the best accuracy-
speed performance tradeoff that HAPE can reach. The upper curve connecting blue dots is the
optimal Pareto frontier of the baseline LLM-Pruner. The “pink” area bounded by the two curves
symbolizes our performance superiority. Apart from that, the two curves have no cross, indicating
that we dominate the superiority at all pruning ratios.

Hardware Applicability. We also evaluate the hardware applicability of HAPE on a range of
hardware backends. We conduct the same optimal frontier evaluation on Nvidia H800 GPU in
Figure 8. The evaluation is conducted on the same Llama-2-7B model with the same sequence
length of 128. The result shows that HAPE can also achieve the same performance superiority on
Nvidia H800 GPU with 80 GB HBM memory. The optimal frontier is similar to the CPU device,
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Fig. 8. Hardware applicability: Optimal frontier visualization of nvidia H800 GPU.

Table 4. Performance Analysis of Model Parameter Numeric Influence on Llama-2 (7B)

and Llama-3 (8B), their Different Embedding Part is Unchanged in Pruning Process

Ratio Model B.Q PIQA H.S. W.G. A.-e A.-c OBQA

0%
Llama-2 (7B) 71.10 78.35 56.70 67.01 69.28 39.85 31.80

Llama-3 (8B) 83.00 80.63 61.36 74.66 83.29 55.72 35.80

20%
Llama-2 (7B) 53.49 76.77 51.18 64.48 66.54 37.20 28.20

Llama-3 (8B) 76.67 77.53 53.13 68.19 71.51 41.04 28.20

40%
Llama-2 (7B) 51.83 75.73 48.26 60.62 57.91 31.57 27.00

Llama-3 (8B) 71.83 76.50 50.88 65.59 67.34 36.35 28.20

60%
Llama-2 (7B) 59.08 69.04 38.19 52.01 47.69 25.77 22.00

Llama-3 (8B) 61.19 71.65 42.33 60.06 58.21 29.01 24.80

which indicates that HAPE is hardware-agnostic and can be applied to a wide range of hardware
backends. Interestingly, the optimal frontier on Nvidia H800 GPU is different from the CPU device,
whose inference speed does not necessarily increase with increased pruning ratio. This is because
the GPU has a different architecture and memory hierarchy compared to the CPU device. The
optimal frontier on Nvidia H800 GPU shows that the inference speed can be improved by 10%
with a 60% pruning ratio, which is different from the CPU device. This indicates that HAPE can
achieve different performance superiority on different hardware backends.

Model Parameters Influence. We also validate the influence of the numerical difference of model
parameters. We conduct same pruning process on LLama-3-8B [40] and evaluate the model per-
formance before and after the same LORA-tuning. The core idea comes from the fact that Llama-
2-7B [2] and Llama-3-8B [40] share nearly similar architecture: both with 32 transformer layers
the same hidden dimension of 4,096. A trial difference is the projection dimension goes to 14,336
from 11,008, which is not the dominating factor. The main difference is the vocabulary size, which
results in embedding dimension of 128,256 for Llama-3 and 32,000 for Llama-2, however, this em-
bedding stage is invariant in our framework and will not adjust during pruning, therefore, the
pruning candidates are similar. From Table 4 we discover that Llama-3-8B performs somewhat
better than Llama-2-7B under same pruning ratio: 20%, 40%, 60% with10.17% ↑, 12.4% ↑, 10.67% ↑
improvement from model parameters influence after LORA-tuning.

On the other hand, we evaluate the zero-shot performance without LORA-tuning. The direct
performance on WikiText2 and PTB shows that Llama-3-8B shows much higher robustness as
pruning ratio increases. Figure 9 indicates that as the pruning ratio increases from 0% to 60%,
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Fig. 9. Comparison of robustness to pruning. Under original model or 20% pruning, Llama-3-8B may not per-

form better than Llama-2-7B. As pruning ratio increases, Llama-3-8B shows robustness with less perplexity

increase.

Llama-2-7B gives perplexity from 12.18 to 166.86 on WikiText2 and 48.37 to 347.7 on PTB. On the
other hand, Llama-3-8B gives 14.14 on WikiText2, which is even worse than Llama-2-7B, however,
reaches a much lower 59.86 at 60% pruning ratio, and the same trend for PTB. Therefore, We can
tell the model parameter numeric also matters to the pruning robustness.

5 Conclusion

We hold the key insight that LLM model pruning shall not be decoupled from hardware backend
information when being deployed. Therefore, we propose HAPE: a hardware-aware LLM prun-
ing strategy for efficient LLM compression and deployment on general-purpose hardware. This
framework is a post-training pruning flow that involves backend information and on-device opti-
mization at each stage. We avoid the time-consuming and expensive fine-tuning on the original
LLM model. As a matter of fact, we successfully conducted the pruning process with a single CPU
device and a tiny time budget. Not only did we accumulate on-device latency sensitivity for im-
portance assignment, but we also brought in on-device compilation to retrieve genuine inference
feedback during pruning. We also apply dynamic pruning ratios within each transformer block for
flexibility. We accomplish the optimality in both performance and efficiency with our on-device
hardware-aware optimization.
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