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Abstract—Large Language Models (LLMs) have revolutionized lan-
guage tasks but pose significant deployment challenges due to their
substantial computational demands during inference. The hardware
configurations of existing LLM serving systems do not optimize for the
different computational and bandwidth needs of the prefill and decoding
phases in LLM inference, leading to inefficient resource use and increased
costs. In this paper, we systematically investigate promising hardware
configurations for LLM inference serving. We develop a simulator that
models the performance and cost across different hardware solutions and
introduce a customized design space exploration framework to identify
optimal setups efficiently. By aligning hardware capabilities with the
specific demands of the prefill and decoding phases, we achieve 13% cost
savings and over 4x throughput improvements compared to conventional
serving system setups.

I. INTRODUCTION

Large Language Models (LLMs), such as GPTs [1], [2] and
Llamas [3], [4], have achieved unprecedented performance in lan-
guage understanding, generation, and complex reasoning tasks. These
models have become integral to numerous applications, including
chatbots [5], code generation [6], [7], and intelligent assistants [8].
As the scale of these models continues to grow, the scaling law has
emerged: larger models can deliver better performance across a broad
spectrum of tasks [9], [10].

However, deploying these large-scale models for inference-serving
systems in real-world applications poses significant challenges. The
computational demands of LLM inference require substantial GPU
resources to meet stringent service-level objectives (SLOs) regarding
latency and throughput. Efficiently providing LLM inference systems
with performance guarantees and reducing deployment costs has
become a critical problem for researchers and industry practitioners.

To address these challenges, previous research has explored various
optimization strategies for LLM inference serving. Scheduling-level
approaches [11]-[13] aim to maximize GPU utilization through
efficient scheduling algorithms. For instance, Orca [11] introduces
continuous batching at the token level, dynamically integrating new
requests into the batch to improve throughput. Memory management
techniques [14]-[16] focus on optimizing the use of GPU memory
resources. For example, PagedAttention [14] manages the key-value
(KV) cache using non-contiguous memory blocks to reduce memory
fragmentation and waste.

While these approaches have made significant strides in optimizing
LLM inference serving, they largely focus on software-level optimiza-
tions but merely consider the hardware configurations underlying the
serving system. Recognizing this gap, a recent work Splitwise [17]
proposes to split the prefill and decoding phases of LLM inference
across machines with different hardware capabilities. They observe
that the prefill phase is significantly more compute-intensive than
the decoding phase, suggesting that using high-end GPUs like the
NVIDIA H100 for both phases can lead to underutilization of
hardware resources during decoding. Fig. 1 lists comparison between
NVIDIA A100 cluster and H100 cluster with 8 GPUs on Llama-
70B [3] without batching, where the statistics is from [17]. As we can
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Fig. 1 Comparison of NVIDIA A100 and H100 cluster with 8
GPUs on Llama-70b without batching. ‘PT’ denotes prefill phase
throughput, and ‘DT’ denotes decoding phase throughput.

see, although the H100 offers substantial throughput improvements
(1.85x) during the prefill phase due to its increased computational
power, the performance gains during the decoding phase are relatively
marginal (1.43x). The discrepancy arises because the H100 exhibits
limited improvements in memory size and bandwidth over the A100.
This observation prompts a critical question: If we can adjust the
computation capacity or memory throughput of the H100, can we
achieve a better performance-cost tradeoft?

Existing hardware solutions with fixed configurations, such as
A100 and H100 clusters, may not perfectly match the specific
computational and memory requirements of the different phases of
LLM inference. This mismatch can lead to suboptimal hardware
utilization and increased costs. Therefore, we are motivated to explore
whether customizing hardware configurations to better align with the
distinct computation and memory demands of the prefill and decoding
phases can optimize both performance and cost.

In this work, we introduce LLMShare, a framework that optimizes
large language model (LLM) inference serving through hardware ar-
chitecture exploration. Our approach involves developing a simulator
that models the performance and cost of different hardware configu-
rations within an LLM serving system. Given the vast design space of
LLM serving systems and the time-consuming nature of performance
evaluations, we also introduce a customized design space exploration
algorithm to efficiently identify optimal hardware configurations. By
aligning hardware capabilities with the specific requirements of each
inference phase, we achieve a 13% cost reduction and a 4x throughput
improvement compared to traditional GPU setups.

The main contributions of this paper are as follows:

« We develop a simulator that models the behavior of an LLM
serving system, enabling the assessment of performance and cost
across various hardware configurations.

« We propose an effective design space exploration framework to
identify Pareto-optimal hardware configurations within a large
design space.

o We demonstrate that customized hardware configurations can
achieve significant cost savings and throughput improvements
over conventional GPU configurations in LLM serving.
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Fig. 2 The inference process of LLMs.

II. PRELIMINARIES
A. Overview of LLM inference

Fig. 2 illustrates the inference process of decoder-only LLMs.
These mainstream LLMs are predominantly constructed from mul-
tiple Transformer blocks [18], each comprising a self-attention-based
multi-head attention (MHA) mechanism followed by a feed-forward
network (FFN).

In the Transformer architecture, the initial step involves applying
three different weight matrices to encoded embeddings of the input
text sequence, which computes the queries Q, keys K, and values V'
matrices for each token. The self-attention mechanism then utilizes
these matrices to calculate attention scores, allowing each token to
focus on different parts of the sequence, which is given by

. ( QK' )
Attention(Q, K, V') = softmax Vv, (1
Vd

where d is the dimension of the token embeddings. By employing
multiple attention heads, the model can capture different types of
relationships in parallel. The outputs from these multiple attention
heads are concatenated and passed through a feed-forward network,
which refines the information and enables the model to learn complex
patterns and dependencies.

The inference process of LLMs can be systematically divided into
two primary stages: the prefill phase and the decoding phase. During
the prefill phase, the model processes the entire input prompt, which
establishes the initial context for the LLM and generates the first
token. As depicted in Fig. 2, when the LLM processes the input
sequence “Al is short for”, it computes the internal representations
necessary to generate the next token, “Artificial”. A crucial opti-
mization in this process is the caching of the key-value (KV) pairs
generated by each transformer block for each token. By storing the
KV cache in memory, the model enhances computational efficiency
by avoiding recomputation of these representations during subsequent
decoding steps.

Following the prefill phase, the decoding phase begins, during
which the model generates output tokens one at a time in an
autoregressive manner. In each decoding step, the LLM predicts the
next token based on both the original prompt and the sequence of
tokens generated thus far. Simultaneously, it generates new KV pairs
for use in subsequent iterations. For example, at the beginning of
the decoding phase, the model uses the cached KV pairs to predict
the next token “Intelligence”. This autoregressive process ends until
the LLM generates an end-of-sequence token <EOS>>, signaling the
completion of the generated output. By utilizing the cached KV pairs
and processing tokens autoregressively, the model efficiently gener-
ates sequences without redundant computations, which is essential for
handling long prompts and making real-time interactions feasible.

Parameter [ Notation | Value Range [ # ]
Server Count sc 1,2,3,4,5,6,7,8,9, 10 10
Device Count dc 4,8,12, 16 4

Link Count Per Device Ic 6, 12, 18, 24 4
Main Memory (GB) mm 40, 64, 80, 96, 112, 128 6
Global Buffer (MB) gb 20, 30, 40, 50, 60, 70, 80, 90, 100, 110 10

Core Count cc 72, 96, 108, 132, 156, 180 6

Local Buffer (KB) b 64, 128, 192, 256, 320, 384, 448, 512 8
Lane Count Ic 1,2,4,8 4
Array Height ah 16, 32, 64, 128 4
Vector Width W 16, 32, 64, 128 4

TABLE I Design space of the prefill and decoding pools. Each pool
has a design space size of approximately 3 x 107. Consequently, the
entire design space of an LLM serving system is nearly 9 x 10**.

B. LLM Serving Framework

Fig. 3 illustrates the framework of a general LLM serving system.
The system includes a prefill pool and a decoding pool, each
consisting of multiple servers for parallel processing. The prefill
pool manages the prefill phase of a request, while the decoding
pool handles the completion of the decoding phase, with KV cache
transfer bridging the two stages. Separating prefill and decoding
servers can optimize performance [17], [19], [20], as these stages have
different computational and memory communication characteristics.
For instance, the prefill stage is computation-intensive and requires
limited batch sizes to maintain performance, whereas the decoding
phase can handle larger batch sizes, enabling higher throughput [17].

The serving system also includes a request scheduler that assigns
tasks to the prefill and decoding pools. Additionally, the scheduler
controls a router that dynamically reallocates server instances. If there
are pending tasks in the prefill pool and no tasks in the decoding
pool, instances can be moved from the decoding pool to the prefill
pool. Conversely, if the prefill pool has available servers and there are
blocked tasks in the decoding pool, instances can be transferred from
the prefill pool to the decoding pool. Within each pool, additional
scheduling handles the batching and execution of prefill or decoding
tasks.

Each server (e.g., an NVIDIA DGX node) in the prefill and de-
coding pool comprises multiple devices connected via an inter-device
interconnect (e.g., NVLink). Each device (e.g., a GPU) contains
multiple cores, a shared global buffer, and off-chip main memory. The
global buffer (e.g., L2 cache in NVIDIA GPUs) connects to both the
main memory and the cores. Each core (e.g., a Streaming Multipro-
cessor in NVIDIA GPUs) includes multiple lanes that share a local
buffer (e.g., L1 cache in NVIDIA GPUs). The local buffer connects to
the global buffer through an on-chip interconnect. Each lane includes
its vector unit, systolic or multiply-accumulation array, registers, and
control logic. Here we follow the idea of LLMCompass [21] to
use aforementioned general device template to describe mainstream
accelerators used for LLM inference, such as NVIDIA H100 [22],
AMD MI210 [23], and Google TPUv3 [24]. This description is
universal because these accelerators share a similar architectural
hierarchy.

This hardware template enables various LLM serving system
configurations. As shown in TABLE I, we have a total design space
of nearly 9 x 10'* configurations for the complete serving system.
Here we only consider the server count range from 1 to 10, it can be
scaled proportionally for large serving systems.

C. Problem Formulation

Definition 1 (LLM Serving System Design Space). An LLM serving
system design combines a prefill pool and a decoding pool, each with
design spaces detailed in TABLE I. We denote a system configuration
as © € X, where X represents the complete design space.
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Definition 2 (Pareto Optimality). Given a stream of requests and an
LLM, each configuration x has associated objectives: serving time
fe(x) and cost fo(x). A design * € X is Pareto optimal if there is
no other design x € X such that:

filx) < fu(x®) and  fe(x) < fe(x”),
and at least one of the inequalities is strict: fi(x) < fi(x*) or
fe(@) < fe(@).

The design of LLM serving systems involves optimizing both
serving time and cost. These objectives are inherently conflicting as
reducing serving time typically requires additional servers, thereby
increasing costs. Consequently, we focus on identifying Pareto-
optimal designs.

Problem 1 (LLM Serving System Design Space Exploration). Given
a design space X, the goal of design space exploration is to identify
a subset X* C X containing all Pareto-optimal configurations.

III. LLMSHARE
A. Overview of LLMShare

Fig. 4 illustrates the overall workflow of LLMShare, which com-
prises an LLM serving simulator and a design space exploration
framework. The simulator outputs the cost and serving time for a
given LLM serving system configuration, providing essential feed-
back to the design space exploration process.

The simulator takes three main inputs: the serving system con-
figuration, LLM information, and the request trace. The system
configuration includes data on the number of servers in the prefill and
decoding pools, as well as their specific configurations, as detailed
in TABLE I. The LLM information covers attributes like the number
of layers, the attention head count of multi-head self-attention, and
hidden dimension size. The request trace details the arrival time, input
token size, and output token size for each request. The cost simulator
calculates the cost of a server based on its configuration, including
the die costs of chips and main memory costs. By aggregating

simulator determines the total cost of the serving system. Using the
LLM information and request trace, the request scheduler decides on
request batching and assigns tasks to the prefill and decoding pools.
The latency simulator then calculates the prefill and decode times
for each request. By considering additional scheduler details like KV
cache transfer time and request pending time in the batching info
reported by the request scheduler, the simulator ultimately determines
the system’s overall serving time. We use LLMCompass [21] for
cost and latency simulation, which achieves less than a 5% error rate
compared to real-world hardware. For request scheduling, we use the
simulator proposed in Splitwise [17].

We adopt Bayesian optimization for design space exploration.
It begins with a predefined design space, where Memory-Centric
Initialization (Section III-B) is employed to generate initial configu-
rations. Specifically, the memory size of the serving system guides
the sampling of these initial designs. These configurations are then
evaluated using our LLM serving simulator to obtain serving time
and cost metrics based on various system configurations. To identify
the optimal configurations, a deep tree kernel-based (Section III-C)
Bayesian optimization algorithm is utilized to find configurations that
optimize a specified acquisition function. Subsequently, the selected
designs are re-evaluated through the simulator to obtain updated
serving time and cost data, which are used to refine the surrogate
model. Ultimately, LLMshare outputs a set of Pareto optimal designs
based on the explored configurations, including initial configurations
and sampled configurations during Bayesian optimization.

B. Memory-Centric Initialization (MCI)

Initial sampling involves selecting a small subset of configura-
tions, denoted as D, C X, to evaluate before commencing the
iterative Bayesian optimization process. These initial points lay the
groundwork for constructing the surrogate model. Evaluating each
LLM serving system configuration requires processing a request trace
comprising thousands of requests. Even with request batching, the
simulation time remains substantial due to the frequent invocation of
a computationally intensive latency simulator. Consequently, only a
limited number of points are feasible for initialization.

For effective optimization, it is imperative that the initial designs
are diverse and representative to ensure comprehensive coverage
of the entire design space. Traditional approaches have employed
random sampling [25] or orthogonal designs [26] due to their sim-
plicity. More recently, transductive experimental design (TED) [27]
has gained popularity for selecting the most representative and
challenging-to-predict designs as initial points in high-level synthe-
sis [28] and CPU microarchitecture design space exploration [29].



However, these methods do not account for the unique characteristics
of LLM serving systems, leading to suboptimal initial sets.

To overcome the limitations of existing initialization methods
in the context of LLM serving systems, we propose a memory-
centric initialization approach. This approach is motivated by the
critical role that memory configuration plays in both serving time
and cost. Firstly, modern accelerators designed for LLM inference
often employ high-bandwidth memory (HBM) to facilitate rapid data
communication. While HBM offers substantial performance benefits,
it also significantly increases the total cost of servers due to its high
expense. Secondly, the memory capacity directly impacts the number
of requests that can be batched and processed simultaneously. Larger
memory allows for higher batching capability, which can dramatically
increase throughput. Therefore, our memory-centric initialization
method selects initial configurations that are more representative of
the performance and cost trade-offs inherent to the LLM serving
system.

Algorithm 1 Memory-Centric Initialization

Input: « U: unsampled design space with n configurations;
« t: total number of initial configurations to select;
o u: number of groups used during sampling.
Output: D, with |D,| =t > Selected initial designs
1: Compute the total main memory size for each design:
2: for i =1 ton do

P d d d .
de * mi,mm + L sc * Lide " Li,mm)

3: Determine percentiles: P = {% ’j =0,1,..., u} ;
4: Compute bin edges for the percentiles of {c;}i—;:

B= {bj = Percentile({c; }i—1,p;) ’j =0,1,... ,u} ;

t
5: Compute base sample count per group: q <— {EJ ;
6: Compute remainder: r <— ¢t mod u;
7: Initialize D, <« 0;
8: for j =1 to u do
9: 9j={i‘bg’71 Sci<bj};
10: if j < r then

11: sj < q+1;
12: else
13: Sj < q;

14: Select s; samples from G;: 8; = TED(9;, s;);
15 Dy« Dy USy;
16: return D,

Algorithm 1 presents our memory-centric initialization method. For
each configuration, x;, a composite metric ¢; is computed using main
memory-related features. Specifically, c¢; represents the total main
memory size of configuration i,

— P v p d d d
Ci = mi sc mi,dc x4 + mi,sc : mi,dc ) mi,rmrw (2)

s i,mm

where ] . denotes the server count of the prefill pool of i-th
configuration while mf’sc indicates the server count of the decoding
pool of i-th configuration. The abbreviation of other features can
be referred to TABLE 1. Once these total memory sizes are com-
puted, the algorithm determines percentiles to divide the range of
memory sizes into equal intervals. For each interval defined by these
percentiles, the algorithm identifies all designs whose total memory
sizes fall within that interval. It then samples configurations using a
basic sampling method like TED [27] from each interval. Finally, ¢

decode pool
global buffer
system SEVeRcount local buffer size
prefill pool Gl ot Coreleaun vector width
server device core lane

array height
link count main memory size lane count
Fig. 5 Tree structure of the design space, where each leaf node repre-
sents a design parameter. Design parameters at the same hierarchical
level are marked with the same color. The subtree for the decode
pool is omitted as it mirrors the prefill pool’s subtree.

samples with representative memory sizes can be obtained.

C. Deep Tree Kernel (DKL)

After sampling the initial serving system configurations D,, we
can utilize the simulator as shown in Fig. 4 to get serving time
and cost, denoted as D,. Due to the time-consuming nature of
metric evaluation, we aim to construct a surrogate model M that
describes the relationship between the design space X and the target
space Y based on the currently selected samples (D, D,). This
surrogate model guides the selection of the next design by predicting
function values at unobserved points and estimating the associated
uncertainties. It is updated as the labels of newly selected samples
are obtained. In this paper, we use a Gaussian process (GP) [30]
as our surrogate model due to its flexibility and modeling for both
predictions and uncertainty estimates, which has wide application in
various design space exploration tasks [31]-[33]. A Gaussian process
defines a prior over value function f(x) such that any finite set of
function values follows a multivariate Gaussian distribution. Formally,
a GP is specified by its mean function m(x) and kernel function
k(z,z'):

Given observed data D = {(x;,y:) i1, where y; = f(x:) + &
and ¢; is Gaussian noise with variance o2, we consider the joint
distribution of the function values at the observed points f =
[f(z1),..., f(x,)]" and the function value at a new point .,
denoted f.. This joint distribution is given by:

() P ) o
J M LS Fx.x.

where m = [m(x1),...,m(x,)]", m. = m(x.), Kxx is
the covariance matrix between the observed inputs with entries
(Kxx)ij = ki, z;), kxx. = [klx1,2:),..., k@0, )],
kx,x, = k(. x.), I is the identity matrix, and o2 represents the
variance of the observation noise.

Choosing an appropriate kernel is crucial for the accuracy of the
Gaussian process. As our design space exhibits a hierarchical tree
structure as illustrated in Fig. 5, we propose a deep tree kernel tailored
to capture the hierarchical structure of the hardware configuration
design space for LLM serving systems. Let 7' = (V, £) denote a tree-
structured configuration, where 'V is the set of nodes and € C V x 'V
is a set of directed edges that establish a parent-child relationship.
Each node v € V can be either a leaf node, having no children, or
an internal node, with one or more children. The tree also includes
a designated root node v, € V, which has no parent. The root
node of the tree represents the whole serving system, while each
leaf node indicates a design parameter of the system. Our objective
is to compute an embedding hr that leverages the features of the



leaf nodes x and the hierarchical structure of the tree. Let L C V
denote the set of leaf nodes of T'. For an internal node v € V \ £,
the embedding h, is computed based on the embeddings of its child
nodes. Let C(v) = {u1,us,...,us,} denote the set of child nodes
of node v, where k, is the number of children of v. The embedding
h, is computed as

hy = ¢y (concat (Ruy, Buy, .. By, ) 5600) 5)

where ¢, is an embedding function (e.g., an MLP) for internal node
v, 0, denotes its parameters, and concat(-) denotes the concatenation
operation. The recursive computation proceeds in a bottom-up man-
ner, starting from the lowest level and moving upwards through the
root. At each step, we compute the embeddings of internal nodes only
after computing the embeddings of all their child nodes. Finally, the
embedding of the tree is given by the embedding of the root node:

hT - hvr- (6)

For example, the lowest-level features such as array height xa, and
vector width @y, associated with a lane, are first transformed into
lane embeddings Ajane using an embedding function e parameter-
ized by Oiane:

Riane = ¢lane (concat (wahq wvw) 5 elane) . @)

This recursive embedding culminates in the system-level embedding
Rgysiem, Which is obtained by combining the embeddings of the prefill
pool Apren and decoding pool hgecode Using the embedding function
@system parameterized by Osysiem:

hsyslem = QSsyslem(hpreﬁll, hdecode§ esystem)- (8)

The deep tree kernel k; between two system configurations x; and
x; is then defined as the kernel function applied to their respective
system-level embeddings:

ke (a:h wj) =k <h§;313m7 hg)ﬂ{em) ) )

where k is a traditional kernel function, such as the radial basis
function. hs(;;em and hgs)lem denotes the system-level embedding of
two configuration x; and x; respectively. This customized deep
kernel effectively measures the similarity between different hardware
configurations by leveraging the hierarchical relationships and depen-
dencies inherent in the tree-structured design space.

D. Multi-objective Bayesian Optimization

For the design space exploration of the LLM serving system, we
aim to find solutions that balance trade-offs between serving time and
cost, which are two conflicting objectives. The set of these optimal
trade-off solutions is known as the Pareto front. A solution is consid-
ered Pareto-optimal if improving any one objective would lead to the
degradation of at least one other objective. The Pareto Hypervolume is
a quantitative metric that measures the volume (or area in two dimen-
sions) of the objective space dominated by the Pareto front, bounded
by a predefined reference point. Mathematically, consider a set of
n objective vectors P = {ym7 y@ .. ,y(”)} in an d-dimensional
objective space, where each y(¥ = [yi”wé”, .. ,yfj)] represents
the objective values of configuration . Let r = [r1,72,...,74] be
the reference point, which is chosen to be worse than any objective
values in P (for minimization problems). The Pareto hypervolume
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Fig. 6 The effectiveness of LLM serving system design space
exploration

HV(P) is defined as:

HV(P) = A <U[y“’,r]> : (10)
i=1
where A(-) denotes the Lebesgue measure (length, area, volume, etc.,
depending on d) and [y“), r| represents the hyper-rectangle (in d-
dimensional space) bounded by y® and r.

With the Pareto hypervolume defined, we can now discuss how
it guides the selection of new design points in our multi-objective
Bayesian optimization framework. We employ the Expected Hyper-
volume Improvement (EHVI) [34], [35] as our acquisition function
to strategically explore the design space. The EIPV quantifies the
expected increase in the hypervolume that would result from sam-
pling a new design point, integrating over the uncertainty in the
predictions provided by the Gaussian process (GP) surrogate model.
Mathematically, for a candidate design x., the expected hypervolume
improvement EHV (x..) is computed as:

EHVI(x.) = / max (HV(P U {y}) — HV(?), 0) p(y | x«, D) dy,
Y an

where P is the current set of Pareto-optimal objective vectors
observed so far, HV(P) is the current Pareto Hypervolume, and
p(y | x4, D) is the predictive posterior distribution of the objective
vector y at x, given the surrogate model and observed data D.

During the search process of Bayesian optimization, we identify
the candidate design x. that maximizes the EHVI:

T. = argmax EHVI(x). (12)
EAS

IV. EXPERIMENTS
A. Experiemtal Settings

We validate our methods using a 2-minute serving trace containing
2454 requests, with GPT3-175B [1] as the underlying LLM of the
serving system. The distribution of input and output token sizes is
derived from a Microsoft Azure production trace [36], reflecting real-
world LLM serving demands.

As shown in TABLE I, the complete design space of an LLM
serving system approaches 9 x 10'* configurations. Given the time-
consuming nature of the simulation pipeline, exhaustively evaluating
the entire design space is impractical. Therefore, we construct an
offline dataset comprising 1,055 designs through random sampling
from the complete design space. For design space exploration (DSE),
we initialize with 10 sampled designs and perform 20 exploration
steps. w is set to 5 for Algorithm 1.

We compare LLMShare to state-of-the-art DSE methods.
DAC’16 [26] uses an AdaBoost-based strategy to selectively simulate
informative designs, reducing simulation costs. ASPDAC’20 [37] em-
ploys an XGBoost model for flow parameter tuning. ICCAD’21 [29]
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Fig. 7 Learned Pareto optimal set of LLMShare and other baseline
methods.

TABLE II Comparison of different algorithms.

[ Algorithms | Normalized ADRS  Hypervolume (10%) |
SVR [38] 0.1811 4.9593
DAC’16 [26] 0.1718 49714
ASPDAC’20 [37] 0.1805 49513
ICCAD’21 [29] 0.2059 4.8134
LLMShare 0.1589 5.0552

integrates active learning for initial sample generation with deep-
kernel learning in a Gaussian process to explore optimal RISC-V CPU
designs. Additionally, a Support Vector Regression (SVR) [38] based
greedy search is used as another baseline. For a fair comparison, we
conduct experiments on each baseline algorithm 10 times and report
the averages.

We evaluate our design space exploration method using two met-
rics: hypervolume, as defined in Equation (10), and Average Distance
to Reference Set (ADRS). The hypervolume metric measures the size
of the objective space dominated by the obtained Pareto front and
bounded by a reference point. ADRS quantifies the proximity between
a learned Pareto optimal set and the ground truth Pareto optimal set.
The ADRS is formally defined as:

S|

|S| Zmlnd 8i,T), (13)

where S denotes the learned Pareto optimal set, R represents the
groundtruth Pareto optimal set, s; refers to each solution in 8, and
d(si, ) measures the distance between solution s; and true pareto
optimal solution 7. Higher hypervolume and lower ADRS indicate
better DSE algorithm performance.

ADRS(8,R)

B. Experiemental Results

1) Necessity of Design Space Exploration: Fig. 6 illustrates the
performance comparison between randomly sampled designs from the
complete design space and solutions using existing widely adopted
commercial GPUs. In our notation, A100-A100 represents config-
urations using NVIDIA A100 GPUs for both prefill and decoding
phases, while H100-A100 denotes configurations using NVIDIA
H100 GPUs for prefill and A100 GPUs for decoding. The number
of prefill and decoding servers varies from 1 to 10. Therefore, 100
total possible configurations of GPU clusters are investigated. Our
analysis reveals that certain design configurations consistently out-
perform commercial solutions, achieving lower costs while reducing
serving time. This observation highlights the benefits of exploring
diverse hardware configurations to better accommodate the distinct
computational and memory patterns of LLM prefill and decoding
phases.

2) Performance of Proposed DSE Algorithm: Fig. 7 plots the
learned Pareto optimal sets of LLMShare and other baseline algo-

0.3F | LLMShare w/o MCI
—— LLMShare w/o DTK
2 0.25 - -| — LLMShare
a
"ol k |
0.15 & L L L L

0 5 10 15 20
Exploration Steps

Fig. 8 Ablation study on the effectiveness of DTK and MCIL.
TABLE III Normalized cost and request per second (RPS) of a Pareto

optimal H100 cluster and a Pareto optimal configuration found by
LLMShare. The design parameters are in the same order as TABLE L.

[ Hardware Config [ Cost [ RPS |
Prefill | 7,8,18,80,50,132,256.4,16 32
HIO00-cluster | o lode | 6.8.18.80.50.132.256.4.16.32 | 100 | 100

Prefill | 4,4,24,112,100,156,512,1,128,32
LLMShare | noode | 6.12.18.80,70.72.448.2,32.16 | 087 | 411

rithms. We observe that LLMShare obtains a Pareto optimal set closer
to the real Pareto frontier. We also provide a quantitative comparison,
as shown in TABLE II. LLMShare consistently outperforms the
baseline algorithms across both ADRS and hypervolume metrics.
Specifically, LLMShare achieves 12%, 7%, 11%, and 23% ADRS
reduction compared with SVR [38], DAC’16 [26], ASPDAC’20 [37],
and ICCAD’21 [29], respectively. The superior ADRS achieved
by LLMShare demonstrates its effectiveness in providing a set of
solutions that better approximate the true Pareto frontier. Additionally,
LLMShare achieves the highest hypervolume, with a 5% improve-
ment compared to ICCAD’21 [29] and a 2% improvement compared
to other baselines.

Fig. 8 presents an ablation study comparing different configurations
of the LLMShare model over exploration steps, with ADRS on
the y-axis. For LLMShare w/o MCI, we use the TED method
implemented in ICCAD’21 [29] to obtain the initial designs instead
of our Memory-Centric Initialization (MCI) algorithm. Fig. 8 reveals
that the inclusion of MCI allows LLMShare to achieve a set of
representative initial designs, resulting in a notably lower ADRS
as exploration progresses. We also substitute the Deep Tree Kernel
(DTK) with a naive deep kernel that does not consider the hierarchical
design space of the LLM serving system, denoted as LLMShare
w/o DTK. As we can see, DTK enhances the modeling of the design
space, enabling more effective exploration compared to the naive deep
kernel.

TABLE III lists the cost and throughput comparison between a
Pareto optimal H100 cluster among the 100 possible server count
combinations and a Pareto optimal configuration found by LLMShare.
We can see that the learned configuration can achieve 4 x throughput
improvement with a 13% reduction in cost.

V. CONCLUSION

In conclusion, this paper explores optimizing LLM inference
serving through hardware design exploration. Our evaluation frame-
work assesses the performance and cost of various configurations,
showing that customized solutions tailored for prefill and decoding
phases significantly enhance throughput and reduce costs compared
to traditional GPUs.
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