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Abstract

Knowledge distillation aims at transferring knowledge from
the teacher model to the student one by aligning their dis-
tributions. Feature-level distillation often uses L2 distance
or its variants as the loss function, based on the assumption
that outputs follow normal distributions. This poses a signif-
icant challenge when distribution gaps are substantial since
this loss function ignores the variance term. To address the
problem, we propose to decompose the transfer objective into
small parts and optimize it progressively. This process is in-
spired by diffusion models from which the noise distribution
is mapped to the target distribution step by step. However, di-
rectly employing diffusion models is impractical in the distil-
lation scenario due to its heavy reverse process. To overcome
this challenge, we adopt the structural re-parameterization
technique to generate multiple student features to approxi-
mate the teacher features sequentially. The multiple student
features are combined linearly in inference time without extra
cost. We present extensive experiments performed on various
transfer scenarios, such as CNN-to-CNN and Transformer-to-
CNN, that validate the effectiveness of our approach. Code is
available at https://github.com/yaoxufeng/KDiffusion.

Introduction
The revolutionary advancement of Deep Neural Network
(DNN) models has exhibited immense success in various
domains of computer vision. However, their remarkable tri-
umph comes at the cost of significant computation and mem-
ory consumption, presenting a formidable challenge in de-
ploying these models in resource-limited industrial applica-
tions. To address this, recent research suggests Knowledge
Distillation as a promising resolution wherein knowledge
from a large model (i.e., teacher) can be efficiently trans-
ferred to a lightweight model (i.e., student).

In the seminal work by Hinton et al. (Hinton, Vinyals, and
Dean 2015), the concept of Knowledge Distillation (KD)
was introduced and the transfer objective was achieved by
minimizing the KL-Divergence (Kullback and Leibler 1951)
between softened outputs (logits) of the teacher and student.
On the other hand, many efforts have focused on enhancing
the effectiveness of feature-level distillation. For instance,
FitNet (Romero et al. 2014) leverages intermediate features

Copyright © 2024, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

(a) Classical KD     

xn

<latexit sha1_base64="bejTlzRBA0s9qw+DVJqH4rgInR0=">AAAB+XicbVDLSgMxFL1TX7W+Rl26CRbBVZkRRZdFNy4r2Ae0Q8lk0jY0kwxJpliG/okbF4q49U/c+Tdm2llo64GQwzn3kpMTJpxp43nfTmltfWNzq7xd2dnd2z9wD49aWqaK0CaRXKpOiDXlTNCmYYbTTqIojkNO2+H4LvfbE6o0k+LRTBMaxHgo2IARbKzUd91eKHmkp7G9sqdZ30pVr+bNgVaJX5AqFGj03a9eJEkaU2EIx1p3fS8xQYaVYYTTWaWXappgMsZD2rVU4JjqIJsnn6Ezq0RoIJU9wqC5+nsjw7HOw9nJGJuRXvZy8T+vm5rBTZAxkaSGCrJ4aJByZCTKa0ARU5QYPrUEE8VsVkRGWGFibFkVW4K//OVV0rqo+Ze1q4fLav22qKMMJ3AK5+DDNdThHhrQBAITeIZXeHMy58V5dz4WoyWn2DmGP3A+fwBa7ZQj</latexit>

x1

<latexit sha1_base64="u/2oBYCZrY4f3IJjFN7RGqQyQpE=">AAAB+3icbVDNS8MwHE3n15xfdR69BIfgabQy0ePQi8cJ7gO2UtI03cLSpCSpbJT+K148KOLVf8Sb/43p1oNuPgh5vPf7kZcXJIwq7TjfVmVjc2t7p7pb29s/ODyyj+s9JVKJSRcLJuQgQIowyklXU83IIJEExQEj/WB6V/j9JyIVFfxRzxPixWjMaUQx0kby7fooECxU89hc2Sz3Mzf37YbTdBaA68QtSQOU6Pj21ygUOI0J15ghpYauk2gvQ1JTzEheG6WKJAhP0ZgMDeUoJsrLFtlzeG6UEEZCmsM1XKi/NzIUqyKemYyRnqhVrxD/84apjm68jPIk1YTj5UNRyqAWsCgChlQSrNncEIQlNVkhniCJsDZ11UwJ7uqX10nvsum2mlcPrUb7tqyjCk7BGbgALrgGbXAPOqALMJiBZ/AK3qzcerHerY/laMUqd07AH1ifP86XlPI=</latexit>

xt+1

<latexit sha1_base64="ySRqtIjyA5FiI6WeJfo7Jtq5N2g=">AAAB/XicbVBLSwMxGMzWV62v9XHzEiyCIJRdqeix6MVjBfuAdlmy2bQNzSZLkhXrsvhXvHhQxKv/w5v/xmy7B20dCBlmvo9MJogZVdpxvq3S0vLK6lp5vbKxubW9Y+/utZVIJCYtLJiQ3QApwignLU01I91YEhQFjHSC8XXud+6JVFTwOz2JiRehIacDipE2km8f9APBQjWJzJU+ZH6qT93Mt6tOzZkCLhK3IFVQoOnbX/1Q4CQiXGOGlOq5Tqy9FElNMSNZpZ8oEiM8RkPSM5SjiCgvnabP4LFRQjgQ0hyu4VT9vZGiSOUBzWSE9EjNe7n4n9dL9ODSSymPE004nj00SBjUAuZVwJBKgjWbGIKwpCYrxCMkEdamsIopwZ3/8iJpn9Xceu38tl5tXBV1lMEhOAInwAUXoAFuQBO0AAaP4Bm8gjfryXqx3q2P2WjJKnb2wR9Ynz8ZaZWl</latexit>

xt

<latexit sha1_base64="mcdHXdTkszLhM0SLe32rPzE8wSE=">AAAB+3icbVDNS8MwHE3n15xfdR69BIfgabQy0ePQi8cJ7gO2UtI03cLSpCSpbJT+K148KOLVf8Sb/43p1oNuPgh5vPf7kZcXJIwq7TjfVmVjc2t7p7pb29s/ODyyj+s9JVKJSRcLJuQgQIowyklXU83IIJEExQEj/WB6V/j9JyIVFfxRzxPixWjMaUQx0kby7fooECxU89hc2Sz3M537dsNpOgvAdeKWpAFKdHz7axQKnMaEa8yQUkPXSbSXIakpZiSvjVJFEoSnaEyGhnIUE+Vli+w5PDdKCCMhzeEaLtTfGxmKVRHPTMZIT9SqV4j/ecNURzdeRnmSasLx8qEoZVALWBQBQyoJ1mxuCMKSmqwQT5BEWJu6aqYEd/XL66R32XRbzauHVqN9W9ZRBafgDFwAF1yDNrgHHdAFGMzAM3gFb1ZuvVjv1sdytGKVOyfgD6zPHzR1lTU=</latexit>

xt−1

<latexit sha1_base64="p1hOxaAvOiNrDbYHwFkd/EHEZXE=">AAAB/XicbVA7T8MwGHTKq5RXeGwsFhUSC1WCimCsYGEsEn1IbRQ5jttadezIdhAlivgrLAwgxMr/YOPf4LQZoOUky6e775PPF8SMKu0431ZpaXllda28XtnY3NresXf32kokEpMWFkzIboAUYZSTlqaakW4sCYoCRjrB+Dr3O/dEKir4nZ7ExIvQkNMBxUgbybcP+oFgoZpE5kofMj/Vp27m21Wn5kwBF4lbkCoo0PTtr34ocBIRrjFDSvVcJ9ZeiqSmmJGs0k8UiREeoyHpGcpRRJSXTtNn8NgoIRwIaQ7XcKr+3khRpPKAZjJCeqTmvVz8z+slenDppZTHiSYczx4aJAxqAfMqYEglwZpNDEFYUpMV4hGSCGtTWMWU4M5/eZG0z2puvXZ+W682roo6yuAQHIET4IIL0AA3oAlaAINH8AxewZv1ZL1Y79bHbLRkFTv74A+szx8cdZWn</latexit>

x0

<latexit sha1_base64="OOBS+NwFdfgJ1AocgN7oK454ISI=">AAAB+XicbVC7TsMwFL0pr1JeAUYWiwqJqUoQCMYKFsYi0YfURpHjOK1Vx4lsp6KK+icsDCDEyp+w8Tc4bQZoOZLlo3PulY9PkHKmtON8W5W19Y3Nrep2bWd3b//APjzqqCSThLZJwhPZC7CinAna1kxz2kslxXHAaTcY3xV+d0KlYol41NOUejEeChYxgrWRfNseBAkP1TQ2V/408x3frjsNZw60StyS1KFEy7e/BmFCspgKTThWqu86qfZyLDUjnM5qg0zRFJMxHtK+oQLHVHn5PPkMnRklRFEizREazdXfGzmOVRHOTMZYj9SyV4j/ef1MRzdezkSaaSrI4qEo40gnqKgBhUxSovnUEEwkM1kRGWGJiTZl1UwJ7vKXV0nnouFeNq4eLuvN27KOKpzAKZyDC9fQhHtoQRsITOAZXuHNyq0X6936WIxWrHLnGP7A+vwB/OaT5Q==</latexit>

· · ·

<latexit sha1_base64="SvF9CaibXOAlhj9GgCUFb09DoDQ=">AAAB7XicdVDLSgMxFM3UV62vqks3wSK4GjL2MXVXdOOygm2FdiiZTKaNzSRDkhFK6T+4caGIW//HnX9j+hBU9MCFwzn3cu89YcqZNgh9OLmV1bX1jfxmYWt7Z3evuH/Q1jJThLaI5FLdhlhTzgRtGWY4vU0VxUnIaSccXc78zj1VmklxY8YpDRI8ECxmBBsrtXskkkb3iyXklsvIqyKI3Eqt7Pt1S7zqea3mQ89Fc5TAEs1+8b0XSZIlVBjCsdZdD6UmmGBlGOF0WuhlmqaYjPCAdi0VOKE6mMyvncITq0QwlsqWMHCufp+Y4ETrcRLazgSbof7tzcS/vG5m4nowYSLNDBVksSjOODQSzl6HEVOUGD62BBPF7K2QDLHCxNiACjaEr0/h/6R95noVt3pdKTUulnHkwRE4BqfAAz5ogCvQBC1AwB14AE/g2ZHOo/PivC5ac85y5hD8gPP2CSVaj4g=</latexit>

· · ·

<latexit sha1_base64="SvF9CaibXOAlhj9GgCUFb09DoDQ=">AAAB7XicdVDLSgMxFM3UV62vqks3wSK4GjL2MXVXdOOygm2FdiiZTKaNzSRDkhFK6T+4caGIW//HnX9j+hBU9MCFwzn3cu89YcqZNgh9OLmV1bX1jfxmYWt7Z3evuH/Q1jJThLaI5FLdhlhTzgRtGWY4vU0VxUnIaSccXc78zj1VmklxY8YpDRI8ECxmBBsrtXskkkb3iyXklsvIqyKI3Eqt7Pt1S7zqea3mQ89Fc5TAEs1+8b0XSZIlVBjCsdZdD6UmmGBlGOF0WuhlmqaYjPCAdi0VOKE6mMyvncITq0QwlsqWMHCufp+Y4ETrcRLazgSbof7tzcS/vG5m4nowYSLNDBVksSjOODQSzl6HEVOUGD62BBPF7K2QDLHCxNiACjaEr0/h/6R95noVt3pdKTUulnHkwRE4BqfAAz5ogCvQBC1AwB14AE/g2ZHOo/PivC5ac85y5hD8gPP2CSVaj4g=</latexit>

xn

<latexit sha1_base64="bejTlzRBA0s9qw+DVJqH4rgInR0=">AAAB+XicbVDLSgMxFL1TX7W+Rl26CRbBVZkRRZdFNy4r2Ae0Q8lk0jY0kwxJpliG/okbF4q49U/c+Tdm2llo64GQwzn3kpMTJpxp43nfTmltfWNzq7xd2dnd2z9wD49aWqaK0CaRXKpOiDXlTNCmYYbTTqIojkNO2+H4LvfbE6o0k+LRTBMaxHgo2IARbKzUd91eKHmkp7G9sqdZ30pVr+bNgVaJX5AqFGj03a9eJEkaU2EIx1p3fS8xQYaVYYTTWaWXappgMsZD2rVU4JjqIJsnn6Ezq0RoIJU9wqC5+nsjw7HOw9nJGJuRXvZy8T+vm5rBTZAxkaSGCrJ4aJByZCTKa0ARU5QYPrUEE8VsVkRGWGFibFkVW4K//OVV0rqo+Ze1q4fLav22qKMMJ3AK5+DDNdThHhrQBAITeIZXeHMy58V5dz4WoyWn2DmGP3A+fwBa7ZQj</latexit>

x0

<latexit sha1_base64="OOBS+NwFdfgJ1AocgN7oK454ISI=">AAAB+XicbVC7TsMwFL0pr1JeAUYWiwqJqUoQCMYKFsYi0YfURpHjOK1Vx4lsp6KK+icsDCDEyp+w8Tc4bQZoOZLlo3PulY9PkHKmtON8W5W19Y3Nrep2bWd3b//APjzqqCSThLZJwhPZC7CinAna1kxz2kslxXHAaTcY3xV+d0KlYol41NOUejEeChYxgrWRfNseBAkP1TQ2V/408x3frjsNZw60StyS1KFEy7e/BmFCspgKTThWqu86qfZyLDUjnM5qg0zRFJMxHtK+oQLHVHn5PPkMnRklRFEizREazdXfGzmOVRHOTMZYj9SyV4j/ef1MRzdezkSaaSrI4qEo40gnqKgBhUxSovnUEEwkM1kRGWGJiTZl1UwJ7vKXV0nnouFeNq4eLuvN27KOKpzAKZyDC9fQhHtoQRsITOAZXuHNyq0X6936WIxWrHLnGP7A+vwB/OaT5Q==</latexit>

student feature

teacher feature

transfer path

p(xn−1|xn)

<latexit sha1_base64="Nz3Z7BSv9GFHgkXC1BSyjf1Rluc=">AAACEXicbVC7TsMwFHXKq5RXgJElokIqA1WCimCsYGEsEn1IbRQ5jtNadezIdhBVyC+w8CssDCDEysbG3+C0GaDlSJaPzrlX997jx5RIZdvfRmlpeWV1rbxe2djc2t4xd/c6kicC4TbilIueDyWmhOG2IoriXiwwjHyKu/74Kve7d1hIwtmtmsTYjeCQkZAgqLTkmbW4NvA5DeQk0l96n3kpO3GyhzmRHXtm1a7bU1iLxClIFRRoeebXIOAoiTBTiEIp+44dKzeFQhFEcVYZJBLHEI3hEPc1ZTDC0k2nF2XWkVYCK+RCP6asqfq7I4WRzLfTlRFUIznv5eJ/Xj9R4YWbEhYnCjM0GxQm1FLcyuOxAiIwUnSiCUSC6F0tNIICIqVDrOgQnPmTF0nntO406mc3jWrzsoijDA7AIagBB5yDJrgGLdAGCDyCZ/AK3own48V4Nz5mpSWj6NkHf2B8/gAbTp52</latexit>

p(xt|xt+1)

<latexit sha1_base64="t2YSbN/rMkyjxkYlffXS4rnMDjw=">AAACE3icbVDLSsNAFJ34rPUVdekmWISqUBKp6LLoxmUF+4A2hMlk0g6dzISZiVhi/sGNv+LGhSJu3bjzb5y0WWjrgWEO59zLvff4MSVS2fa3sbC4tLyyWlorr29sbm2bO7ttyROBcAtxykXXhxJTwnBLEUVxNxYYRj7FHX90lfudOywk4exWjWPsRnDASEgQVFryzOO42vc5DeQ40l96n3mpyh7mpBMnO/LMil2zJ7DmiVOQCijQ9MyvfsBREmGmEIVS9hw7Vm4KhSKI4qzcTySOIRrBAe5pymCEpZtObsqsQ60EVsiFfkxZE/V3RwojmW+oKyOohnLWy8X/vF6iwgs3JSxOFGZoOihMqKW4lQdkBURgpOhYE4gE0btaaAgFRErHWNYhOLMnz5P2ac2p185u6pXGZRFHCeyDA1AFDjgHDXANmqAFEHgEz+AVvBlPxovxbnxMSxeMomcP/IHx+QMY1p+M</latexit>

p(xt−1|xt)

<latexit sha1_base64="AolQ607tLyoTQvopj9z/5vzmd6A=">AAACE3icbVDLSsNAFJ34rPUVdekmWIQqWBKp6LLoxmUF+4A2hMlk0g6dzISZiVhi/sGNv+LGhSJu3bjzb5y0WWjrgWEO59zLvff4MSVS2fa3sbC4tLyyWlorr29sbm2bO7ttyROBcAtxykXXhxJTwnBLEUVxNxYYRj7FHX90lfudOywk4exWjWPsRnDASEgQVFryzOO42vc5DeQ40l96n3mpOnGyhzkxO/LMil2zJ7DmiVOQCijQ9MyvfsBREmGmEIVS9hw7Vm4KhSKI4qzcTySOIRrBAe5pymCEpZtObsqsQ60EVsiFfkxZE/V3Rwojme+nKyOohnLWy8X/vF6iwgs3JSxOFGZoOihMqKW4lQdkBURgpOhYE4gE0btaaAgFRErHWNYhOLMnz5P2ac2p185u6pXGZRFHCeyDA1AFDjgHDXANmqAFEHgEz+AVvBlPxovxbnxMSxeMomcP/IHx+QMSSp+O</latexit>

p(x1|x2)

<latexit sha1_base64="lRAxvhph9vUi+aLsnNYv2tbhhkY=">AAACEXicbVC7TsMwFHXKq5RXgJHFokIqS5VURTBWsDAWiT6kNoocx2mtOnFkO4gq5BdY+BUWBhBiZWPjb3DaDNByJMtH59yre+/xYkalsqxvo7Syura+Ud6sbG3v7O6Z+wddyROBSQdzxkXfQ5IwGpGOooqRfiwICj1Get7kKvd7d0RIyqNbNY2JE6JRRAOKkdKSa9bi2tDjzJfTUH/pfeamdvawKDWyU9esWnVrBrhM7IJUQYG2a34NfY6TkEQKMyTlwLZi5aRIKIoZySrDRJIY4QkakYGmEQqJdNLZRRk80YoPAy70ixScqb87UhTKfD9dGSI1loteLv7nDRIVXDgpjeJEkQjPBwUJg4rDPB7oU0GwYlNNEBZU7wrxGAmElQ6xokOwF09eJt1G3W7Wz26a1dZlEUcZHIFjUAM2OActcA3aoAMweATP4BW8GU/Gi/FufMxLS0bRcwj+wPj8AVHEnpc=</latexit>

p(x0|x1)

<latexit sha1_base64="gU/GBIIryoAZ/u2JcOqb69MVeLM=">AAACEXicbVC7TsMwFHV4lvIKMLJYVEhlqRJUBGMFC2OR6ENqo8hx3NaqY0e2g6hCfoGFX2FhACFWNjb+BqfNAC1Hsnx0zr26954gZlRpx/m2lpZXVtfWSxvlza3tnV17b7+tRCIxaWHBhOwGSBFGOWlpqhnpxpKgKGCkE4yvcr9zR6Sigt/qSUy8CA05HVCMtJF8uxpX+4FgoZpE5kvvMz91sod5yc1OfLvi1Jwp4CJxC1IBBZq+/dUPBU4iwjVmSKme68TaS5HUFDOSlfuJIjHCYzQkPUM5iojy0ulFGTw2SggHQprHNZyqvztSFKl8P1MZIT1S814u/uf1Ej248FLK40QTjmeDBgmDWsA8HhhSSbBmE0MQltTsCvEISYS1CbFsQnDnT14k7dOaW6+d3dQrjcsijhI4BEegClxwDhrgGjRBC2DwCJ7BK3iznqwX6936mJUuWUXPAfgD6/MHTqWelQ==</latexit>

(b) Diffusion KD     

p(x0|xn)

<latexit sha1_base64="l9ZLnqmPRKZ9+tXVUleAwgCHmTU=">AAACD3icbVC7TsMwFHXKq5RXgJHFogKVpUpQEYwVLIxFog+pjSLHcVqrjhPZDqIK+QMWfoWFAYRYWdn4G5w2A7QcyfLROffq3nu8mFGpLOvbKC0tr6yuldcrG5tb2zvm7l5HRonApI0jFomehyRhlJO2ooqRXiwICj1Gut74Kve7d0RIGvFbNYmJE6IhpwHFSGnJNY/j2sCLmC8nof7S+8xNrexhTuInrlm16tYUcJHYBamCAi3X/Br4EU5CwhVmSMq+bcXKSZFQFDOSVQaJJDHCYzQkfU05Col00uk9GTzSig+DSOjHFZyqvztSFMp8O10ZIjWS814u/uf1ExVcOCnlcaIIx7NBQcKgimAeDvSpIFixiSYIC6p3hXiEBMJKR1jRIdjzJy+SzmndbtTPbhrV5mURRxkcgENQAzY4B01wDVqgDTB4BM/gFbwZT8aL8W58zEpLRtGzD/7A+PwByJ2dxg==</latexit>

Figure 1: (a) Conventional feature-level distillation directly
predicts teacher by student. (b) Our proposed diffusion KD
decouples the objective into multiple timesteps and transfer
step by step.

to facilitate knowledge transfer, while CRD (Tian, Krishnan,
and Isola 2020) utilizes a contrastive objective for distilla-
tion by maximizing mutual information between representa-
tions. Other approaches such as multi-level feature distilla-
tion (Ahn et al. 2019; Chen et al. 2021b) have also demon-
strated promising results when applied to similar architec-
tures (e.g., CNN-to-CNN) in recent studies.

Our New Finding. However, it is observed that the dis-
tillation performance may be disrupted in the presence of
significant distribution gaps. As outlined in Table 1, some
conventional feature-level distillation techniques, such as
CRD (Tian, Krishnan, and Isola 2020), exhibit inferior per-
formance when confronted with the difficult Transformer-
to-CNN scenario. Such methods yield only marginal distilla-
tion improvement, and may even introduce negative transfer
effects.

Feature-level KD mainly uses L2 distance as the loss
function. From the perspective of maximum likelihood es-
timation, this loss function is based on the assumption
that the outputs conform to the normal distribution, and
the objective is to predict the corresponding µ̂ and σ̂.
We can construct the density function as p(xT |xS) =

1√
2πσ̂

exp (− 1
2
(xT−µ̂)2

σ̂2 ). The loss function can, therefore,
be expressed as follows:

Ltrans = − log p(xT |xS) ∝ log σ̂ +
(xT − µ̂)2

2σ̂2
. (1)

In the standard L2 loss paradigm, variance is treated as a
constant value. This assumption may pose a significant chal-
lenge when confronting large distribution gaps. Also, since



Teacher Swin Swin Swin
94.48% 94.48% 94.48%

Student MobileNetV2 ResNet18 ShuffleNetV2
84.04% 84.42% 76.86%

CRD 83.72% 84.26% 77.88%
-0.32 -0.16 +1.02

Table 1: Top-1 accuracies of teacher and student networks on
ImageNet100. Please refer to experiments for more details.

the L2 distance is isotropic, it may lead to noise amplifica-
tion during training in the absence of appropriate constraints.
Nonetheless, scrutinizing true distributions is a demanding
task, particularly when both teacher and student features are
sampled from complex distributions. In this work, we pro-
pose a solution that utilizes diffusion techniques to address
this issue.

Motivation and Our Solution. The objective of KD can
be formulated as matching student and teacher distributions.
As a generative techinique, diffusion models have been used
to map noise distribution to the target one by employing a
DNN model to approximate the reverse process in each step.
A significant advantage of utilizing diffusion techniques in
KD is the ability to break down the transfer objective into
smaller parts and transfer knowledge gradually. Addition-
ally, diffusion models can model the distribution without
loss of dimension compared with GAN (Goodfellow et al.
2020) or VAE (Kingma and Welling 2013), which is also
crucial in the distillation scenario where there may be a high-
dimensional optimization problem due to the large distribu-
tion gaps. As shown in Figure 1, classical feature-level distil-
lation directly optimizes − log p(x0|xn) , where x0 and xn

represent teacher and student features, respectively. How-
ever, this approach may lead to instability during training, as
previously explained. In contrast, our method progressively
approximates intermediate features constructed by diffusion
process, enabling us to optimize middle steps with low vari-
ance, and transfer knowledge with greater safety.

Although diffusion is known to be a practical approach to
map the student distribution to the teacher one, it requires
the involvement of multiple student features in the train-
ing process. To overcome this constraint, we apply recent
advancements in the field of structural-reparameterization
techniques, as presented in (Ding et al. 2021), to generate
numerous student features. Throughout the training phase,
we make use of these generated student features to approxi-
mate the corresponding teacher target features sequentially.
In the inferece stage, we can efficiently merge all student
features without additional inference costs by leveraging
their linear properties. Our contributions are summarized as
follows.

• We identify a limitation of classical KD methods
when faced with large distribution gaps, and propose
a diffusion-based framework that overcomes this chal-
lenge.

• We introduce a new challenging Transformer-to-CNN
setting and benchmark ten different distillation methods
on this task. Through our experiments, we demonstrate

the effectiveness of our proposed algorithm compared to
other state-of-the-art methods.

• We evaluate our approach on a range of computer vision
tasks and achieve competitive results across multiple do-
mains.

Related Work
Knowledge Distillation. As a model compression tech-
nique (Buciluǎ, Caruana, and Niculescu-Mizil 2006),
knowledge distillation aims to transfer the knowledge from a
teacher model to a student model by aligning their distribu-
tions. Conventional KD (Hinton, Vinyals, and Dean 2015)
minimizes the KL divergence between teacher and student
logits-level output. Extensive methods focus on feature-level
distillation since intermediate features contain rich informa-
tion. For instance, FitNet (Romero et al. 2014) uses L2 loss
to minimize the distance between teacher and student’s mid-
dle features. OFD (Heo et al. 2019) introduces partial L2
loss instead to prevent negative transfer. (Yim et al. 2017;
Zagoruyko and Komodakis 2016) either use gram matrix or
attention map to maximize the correlation. CRD (Tian, Kr-
ishnan, and Isola 2020) proposes a contrastive-based transfer
objective where the cosine similarity between normalized
representations is proportional to L2 distance. Additionally,
methods like Review (Chen et al. 2021b), AFD (Ji, Heo, and
Park 2021), and SemCKD (Chen et al. 2021a) guide single-
level student features to learn multi-level teacher features.
However, these methodologies overlook the large distribu-
tion issue.

Incorporating generative techniques to emulate teacher
distributions has also been explored within the KD frame-
work. For example, KDGAN (Wang et al. 2018) deploys
GANs to ensure the student classifier aligns with the genuine
teacher distribution. VID (Ahn et al. 2019) employs a varia-
tional information maximization approach to maximize mu-
tual information between student and teacher outputs. These
strategies, lacking a multi-step optimization approach, may
pose optimization challenges.

Diffusion Models. Denoising diffusion models have ex-
hibited the ability to produce high-quality samples across
many domains (Ho, Jain, and Abbeel 2020; Song, Meng,
and Ermon 2020; Rombach et al. 2022; Ramesh et al. 2022).
As a family of generative models, diffusion models are pro-
ficient in establishing the connection between a noise distri-
bution and the target one. Among the most imperative ad-
vantages conferred by diffusion models is the capacity to
construct intermediate steps between the source and target,
thus simplifying the complex and high-dimensional opti-
mization problem into smaller parts, which can be subse-
quently solved progressively. Therefore, the adoption of dif-
fusion techniques is bound to be effective in the distillation
of large discrepancies between the teacher and student dis-
tributions.

Method
In this study, our objective is to enhance distillation perfor-
mance by progressively transferring knowledge through ap-
proximating the diffusion reverse process. To address this,



we first provide a comprehensive review of the general for-
mulation of transfer learning. We then motivate the diffusion
process in knowledge distillation. Meanwhile we review dif-
fusion process and examine the limitations of directly us-
ing diffusion models in KD. Then we introduce proposed
alogrithm which distills knowledge via re-parameterizing
diffusion reverse process. To further enhance the reversal
process, we incorporate our algorithm with target-guided
and shuffle sampling strategies.

General Formulation of Transfer Learning
Generally, the objective of transfer learning is to align the
teacher and student distributions. We define P and Q are
corresponding distributions, then the conventional KL di-
vergence between teacher and student distributions can be
defined as :

KL(P ||Q) =
∑
x

p(xT ) log(
p(xT )

q(xS)
), (2)

where xT and xS are teacher and student feature outputs,
respectively. If two distributions are equivalent, the KL di-
vergence are zero. In deep transfer learning, we often use a
small neural network to predict teacher feature outputs xT

by student feature xS . With regard to the maximum likeli-
hood estimation approach, the transfer objective can be de-
fined as − log(qθ(x

T |xS)). Normally we use L2 loss (or the
variants of L2 loss) between teacher and predicted teacher
feature outputs based on the assumption that outputs are
Gaussian.

In the context of large distribution gaps, modeling
−(log qθ(x

T |xS) presents a significant challenge. In this
work, we address this issue by decomposing the problem
into small pieces and solving it progressively. By assuming
the Markov chain for the intermediate steps between teacher
and student, the transfer objective can be reformulated as:

− log (qθ(x
T
0 |xT

1 ) · · · qθ(xT
t−1|xT

t ) · · · qθ(xT
n−1|xS

n)), (3)

where xT
0 and xS

n are original teacher and student feature
outputs. xT

1 ,x
T
2 , · · · ,xT

n denote intermediate features be-
tween xT

0 and xS
n . Instead of directly predicting xT

0 by xS
n ,

which may lead to negative transfer, we can optimize the in-
termediate steps (e.g., − log qθ(x

T
t−1|xT

t )) and safely trans-
fer the knowledge.

In order to enhance the optimization of intermediate pro-
cesses, it is imperative to construct intermediate features and
their corresponding probability density functions. To accom-
plish this task, we employ diffusion techniques that enable
us to effectively address the problem at hand.

Review Diffusion Process
Assume we have a series student features xS

0 ,x
S
1 · · ·xS

n
which are sampled independently from the standard Normal
distribution. Given the teacher target features xT

0 and stu-
dent source features xS

t , the diffusion forward process can
be given by:

xT
t = αtx

T
t−1 + βtx

S
t = α̂tx

T
0 + β̂tx

S
0 , (4)

where α̂t = α1 · · ·αt and β̂t =

√
1− α̂2

t . We use the de-
fault setting by taking α2

t + β2
t = 1. Since any xS are sam-

pled from the normal distribution, we can write down the
density function of any intermediate features xT

t by:

q(xT
t |xT

0 ) := N (xT
t ; α̂tx

T
0 , β̂

2
t I). (5)

In the reverse process, we endeavor to recover the pre-
vious step xT

t−1 by current step xT
t sequentially, which is

often achieved by using a neural network (e.g., UNet (Ron-
neberger, Fischer, and Brox 2015)). If the student features
are from noise distributions, the learning process can be re-
garded as a denoising process.

Assume we have a well-trained diffusion model uθ, xT
t−1

can be recovered by:

xT
t−1 =

1√
αt

(xT
t − 1− αt√

1− α̂t

µθ(x
T
t , t)) + σtx

S
t . (6)

We can establish a basic distillation pipeline based on
the diffusion models. In the training process, we can train
a diffusion model to establish a connection between teacher
and student features. In the inference stage, we can recover
teacher features from student features via trained diffusion
models.

However, this basic design has several drawbacks. Firstly,
the reverse of diffusion process is time-consuming and the
introduction of a diffusion model in the inference stage is
quite costly. Secondly, the diffusion theories rely on sam-
pling multiple student features. Unfortunately, we only have
one student feature xS

n in our basic design setting.

Knowledge Transfer via Re-parameterizing
Diffusion Reverse Process
Structural Re-parameterization. In order to overcome
the issues of limited sampling and heavy reverse process,
we propose the utilization of structural re-parameterization
techniques (Ding et al. 2021) for generating more feature
samples. Structural re-parameterization leverages the linear
properties of a set of linear modules f0, f1, · · · , fn which
can produce diverse outputs with a common input, i.e.,
f0(x), f1(x), ..., fn(x). The combination of these modules
can be expressed as follows:

α1f0(x)+ · · ·+αnfn(x) = (α1f0 + · · ·+αnfn)(x). (7)

Since both MLP and convolution operations in neu-
ral networks contain linear functions, structural re-
parameterization techniques can be employed to produce an
arbitrary number of feature outputs without additional infer-
ence cost. It is worth noting that we only generate multiple
student feature outputs from the last layer of each stage to
enable a fair comparison in our experiments. Please refer to
the appendix for further details due to the page limit.

Contructing the diffusion forward process. We follow
the same setting in (Kingma. et al. 2013; Ahn et al. 2019)
that assumes feature outputs follow normal distributions. In
this work, given multiple student features after a batch nor-
malization (Ioffe and Szegedy 2015) layer, we define they
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Figure 2: Proposed knowledge transfer via re-parameterizing diffusion reverse progress.

follow a complex normal distribution N (0, σ2
S). We can ob-

tain the probability distributions of each intermediate fea-
tures xT

t by:

q(xT
t |xT

0 ) := N (xT
t ; α̂tx

T
0 , β̂

2
t σ

2
S). (8)

Formulating the diffusion reverse process. The objec-
tive of our algorithm is to leverage multiple student features
to approximate the diffusion reverse process, while ensuring
that all student features can be linearly integrated at the fi-
nal stage. Despite the fact that we can generate numerous
student features without incurring additional inference cost,
the process of training a large student network can be quite
expensive. Hence, we opt to create m (m ≪ n) student fea-
tures and subsequently recover the teacher features using m
steps. Assuming that the duration for each reverse step is t
(t ≈ n

m ), the objective in timestep {n−t} is to recover xT
n−t

using xT
n .

Since we do not know the probability distribution of
q(xT

n−t|xT
n ), similiar to (Ho, Jain, and Abbeel 2020; Song,

Meng, and Ermon 2020), we introduce q(xT
0 ) to achieve the

density function:

q(xT
n−t|xT

n ,x
T
0 ) =

q(xT
n |xT

n−t)q(x
T
n−t|xT

0 )

q(xT
n |xT

0 )
. (9)

Equation (9) is also Gaussian, so the density function can
be given as Equation (10).

q(xT
n−t|xT

n ,x
T
0 ) := N (xT

n−t;u(x
T
n ) + v(xT

0 ), w(σ
2
S)),

where u(xT
n ) =

ˆβ2
n−t ˆαn2t

β̂2
n

xT
n , v(x

T
0 ) =

ˆβ2
n2t ˆαn−t

β̂2
n

xT
0

w(σ2
S) =

ˆβ2
n2t

ˆβ2
n−t

β̂2
n

σ2
S , ˆαn2t =

α̂n

ˆαn−t
, ˆβ2

n2t = 1− ˆα2
n2t.

(10)
Upon observation of the reverse process, there are two

parts in reverse process that needs to predict, i.e., u(xT
n ) and

v(xT
0 ).

Establishing transfer objective on intermediate steps.
We take one intermediate step xT

n−3t as an example. To re-
verse xT

n−3t, we need to predict xT
n−2t and xT

0 . Since xT
n−2t

is given by the previous step, we first consider u(xT
0 ). In dif-

fusion models this term is predicted by uθ(x
T
n−2t) where uθ

parameterizes a neural network. In our setting, we do not
want to introduce a diffusion model, then we use the current
step of student features xS

n−2t to predict this term directly.

As xT
n−2t is predicted by the previous steps of student fea-

tures, the transfer objective of the intermediate step can be
defined as:

DKL(p(x
T
n−3t|xT

n−2t,x
T
0 )||qθ(xT

n−3t|xS
n−2t · · ·xS

n)).
(11)

As shown in Figure 2, in each intermediate steps {n −
3t}, we use {xS

n , · · · ,xS
n−2t} student features to predict it,

where xS
n−2t is used to predict corresponding xT

0 part and
the rest are used to predict xT

n−2t parts (which is predicted
by the previous step). Equation (11) consists of a log vari-
ance term and mean term, since both p(xT

n−3t|xT
n−2t,x

T
0 )

and qθ(x
T
n−3t|xS

n−2t · · ·xS
n)’s variance term is based on σ2

S
because of re-parameterization trick (Kingma and Welling
2013), the log variance term can be ignored. Then we can
optimize them by directly minimizing L2 distance between
the corresponding mean value, the middle step loss Lmiddle

can be given by:∥∥(u(xT
n−2t) + v(xT

0 ))− (u(f(xS
n ,x

S
n−t)) + v(xS

n−2t))
∥∥2 ,

where f is the determined combination rules for last step, u
and v are discussed previously.

Other training Strategies
Target guided diffusion training. As a form of generative
models, pure diffusion models do not take task information
(e.g., classification, detection, segmentation) into consider-
ation. However, it’s natural to combine task information to
further improve performance. Inspired by class guided dif-
fusion (Dhariwal and Nichol 2021), which offers a practical
solution on conditional diffusion that considers class infor-
mation (i.e., y), we can introduce y into our formulation:

log p(xT
0 |xS

n , · · · ,xS
1 , y) = log p(xT

0 |xS
n , · · · ,xS

1 )

+(log p(y|xT
0 )− log p(y|xS

n , · · · ,xS
1 )),

(12)
where the first term can be included in the Lmiddle. The

second term measures the distance between the target pre-
dicted by the teacher and student accordingly. Here y can be
any target information such as class label or next-layer pre-
diction. Assume the weights of next teacher layer is wt, for
xT
0 and predicted x̂T

0 , we simply use L2 loss, that is:

Lguided =
∥∥∥xT

0 wt − ˆxT
0 wt

∥∥∥2 . (13)

Note that we also observe that some previous works such
as (Yang et al. 2021) construct the similar formulation with
different motivations.



Shuffle sampling strategy. One issue is that if we strictly
follow diffusion weights rule, the last step of student fea-
tures will dominate large weights such that other features
are not fully stimulated to learn target features. We resolve
this problem by introducing the shuffle sampling strategy.
For each training iteration, we randomly shuffle all student
features such that all student features are forced to learn tar-
get features from different timesteps. In the inference stage,
all student features gain similar abilities, allowing us to as-
sign uniform weights for all student features. The setting of
uniform weights is not trivial, since we assume all student
features are from the same complex normal distribution, the
density function of uniformly weighted of all student fea-
tures is:

p(
1

m
(xS

n + · · ·+ xS
1 )) = N (0,

1

m
σ2
S). (14)

Then we implicitly reduce the variance of the whole predic-
tion. However, we acknowledge that directly using uniform
weights for training may not be practical, and thus provide
ablation in the experiments to validate our approach.

Whole loss function The whole loss function of our
framework is defined as:

L = Lce + α

m∑
i=1

Lmiddle + βLguided, (15)

where Lce is the conventional cross-entropy loss. m repre-
sents the number of re-parameterizing student features. α
and β are corresponding weight factor.

Experimental Results
We experiment with different settings varying architectures
and datasets, including: CIFAR-100 (Krizhevsky, Hinton
et al. 2009) which consists 32 × 32 images with 100 cat-
egories. Training and validation sets are composed of 50k
and 10k images. ImageNet1k (Deng et al. 2009) which con-
tains over 1280k images with 1000 categories. ImageNet-
100 is a subset of ImageNet which contains roughly 120k
images. The training and validation splitting rule is intro-
duced in (Wang and Isola 2020). Our implementation is
mainly based on the DKD (Zhao et al. 2022) Review (Chen
et al. 2021b) and CRD (Tian, Krishnan, and Isola 2020) with
the default training and testing setting.

Main Results
Results on CIFAR-100. Table 2 presents a summary of the
results obtained on CIFAR-100 by our proposed teacher and
student models with different architecture styles. Previous
methods have been categorized into various groups based on
the features they utilize. Specifically, methods in the Single
Layer group utilize only one layer of feature information.
Among them, FitNet (Romero et al. 2014), PKT (Passalis
and Tefas 2018), and RKD (Park et al. 2019) utilize middle
features, whereas CRD (Tian, Krishnan, and Isola 2020) uti-
lizes representation features, which correspond to the output
features of penultimate layers. Our proposed method also
has the capability to utilize only single-layer feature infor-
mation. In this work, we adopt representation features in our

single-layer implementation, and our method outperforms
all previous methods in the Single-Layer group.

Moreover, we conduct experiments on the Multiple-Layer
group and observe that our proposed method achieves
competitive results compared to other methods. Since our
method mainly distills knowledge at the timestep-level, it
is compatible with other methods that use multiple-layer
feature information. Furthermore, we perform an ablation
study on our proposed method using a simple average strat-
egy. The latter approach utilizes the L2 distance between
the teacher feature and the summation of all student features
(i.e., 10) with average weights. Our observations indicate
that simply using average weights without other strategies
cannot fully stimulate the ability of all student features.

Results on ImageNet-100. We investigate the per-
formance of our proposed method on a larger dataset,
ImageNet-100, which is a subset of ImageNet-1k. Follow-
ing the splitting rule introduced in (Wang and Isola 2020),
we conduct experiments in a challenging setting where the
teacher is swin-transformer (Liu et al. 2021), and the stu-
dents belong to different tiny CNN architectures. The chal-
lenges in this setting arise from two aspects. Firstly, the ar-
chitecture gaps are significant. Secondly, the performance
gaps are also substantial, given that we utilize an ImageNet-
1k pre-trained model.

Table 3 presents the results obtained on ImageNet-100,
where we observe some interesting phenomena. Specif-
ically, some conventional feature-level KD methods that
have proven effective in the CNN-to-CNN scenario failed
to produce similar impressive results in this setting. On the
other hand, some logits-level methods, such as KD (Hin-
ton, Vinyals, and Dean 2015) and DKD (Zhao et al. 2022),
achieve stable improvements as in the CNN-to-CNN sce-
nario. However, our proposed method exhibits consistently
prominent advantages, outperforming all previous methods
on all architectures.

Results on ImageNet-1k. We also conduct experi-
ments on ImageNet to verify our method. Top-1 and top-
5 accuracies of image classification are reported in Ta-
ble 4. Kdiffusion1 indicates for single layer distillation
and Kdiffusion2represents multi-layer representation. Our
method achieves a consistent improvement, particularly on
ResNet50-to-MobileNetV2 setting, highlighting the efficay
of our approach in addressing large distribution gaps.

Ablation Studies
We analyze the effectiveness of our method on various as-
pects. First we ablate structural reparameterization to show
that the proposed algorithm is the main reason for perfor-
mance improvement. Then we ablate the number of struc-
tural reparameterization student features. We also provide
ablation studies on different stage reparameterization.

Ablation: Influence on structural reparameterization.
Structural reparameterization is an effective technique to im-
prove model performance without additional inference cost.
By augmenting more features in each layer (Ding et al.
2021), it can boost the performance by a large margin. In
this work, we leverage this technique solely in the final
layer of each stage, in order to ensure a fair comparison



Distillation
Manner

Teacher ResNet32x4 WRN40-2 VGG13 ResNet50 ResNet32x4
Acc 79.42 75.61 74.64 79.34 79.42

Student ShuffleNetV1 ShuffleNetV1 MobileNetV2 MobileNetV2 ShuffleNetV2
Acc 70.50 70.50 64.6 64.6 71.82

Logits KD 74.07 74.83 67.37 67.35 74.45
Logits DKD 76.45 76.70 69.71 70.35 77.07

Single Layer FitNet 73.59 73.73 64.14 63.16 73.54
Single Layer PKT 74.10 73.89 67.13 66.52 74.69
Single Layer RKD 72.28 72.21 64.52 64.43 73.21
Single Layer CRD 75.11 76.05 69.73 69.11 75.65

Multiple Layers AT 71.73 73.32 59.40 58.58 72.73
Multiple Layers VID 73.38 73.61 65.56 67.57 73.40
Multiple Layers OFD 75.98 75.85 69.48 69.04 76.82
Multiple Layers Review 77.45 77.14 70.37 69.89 77.78

Single Layer Avgerage 75.01 75.32 66.45 67.56 75.46
Single Layer Kdiffusion 76.62 75.83 69.14 69.20 76.87

Multiple Layer Kdiffusion 77.90 76.83 69.91 69.95 77.34
+ Target Guide Kdiffusion 78.14 77.26 70.49 71.14 77.84

Table 2: Results on CIFAR-100 with the teacher and student having different architectures.

Distillation
Manner

Teacher Swin Swin Swin Swin Swin
Acc 94.48 94.48 94.48 94.48 94.48

Student MobileNetV2 MobileNetV3 ResNet18 ShuffleNetV1 ShuffleNetV2
Acc 84.04 84.98 84.42 74.74 76.86

Logits KD 85.00 86.76 85.12 77.30 79.18
Logits DKD 85.38 86.86 85.50 77.28 80.02

Single Layer FitNet 84.86 86.44 85.46 76.58 78.58
Single Layer PKT 84.32 86.84 85.36 76.72 78.86
Single Layer SP 85.02 85.90 85.20 76.96 78.86
Single Layer RKD 78.68 85.06 84.82 76.90 77.48
Single Layer CRD 83.72 84.94 84.26 73.20 77.88

Multiple Layers AT 84.70 85.86 85.23 77.26 76.74
Multiple Layers VID 85.42 86.46 85.12 77.56 79.46
Multiple Layers Review 84.94 86.94 85.22 76.88 79.92

Single Layer Kdiffusion 85.88 87.48 86.18 77.90 80.54
Multiple Layer Kdiffusion 86.20 87.88 86.30 78.04 80.68

Table 3: Results on ImageNet-100 with the teacher and student having different architectures.

with other results. Figure 3 reveals that in the absence of
teacher supervision, the student model’s performance suf-
fers despite the incorporation of additional student features.
It is worth noting that a careless design of such features may
lead to training difficulties and consequently, degraded per-
formance. Our findings strongly support the effectiveness of
our approach.

Ablation: Number of re-parameterizing student fea-
tures. To study the potential impact of increasing the num-
ber of structural reparameterization student features super-
vised by teacher features, we perform an ablation study. As
presented in Table 5, indicate that increasing the number
of student features leads to improved performance. Despite
this, we have to consider practical limitations such as mem-
ory constraints, which impose an upper limit on the num-
ber of student features that can be utilized. Nevertheless, it
would be of interest to explore the upper bound on perfor-
mance with an increased number of student features.

Student Stage Acc
1 2 3 4

F
ea
tu
re

N
u
m 64.60

X 64.22
X X 63.32

X X X 62.31
X X X X 61.96

Figure 3: Ablation study on the influence of the structural
reparameterization. The student model is MobileNet-V2 and
the baseline performance without any extra student features
is 64.60. We re-parameterize 10 student features as default.

Ablation: Re-parameterizing on different stages. Ta-
ble Table 6 summarizes results on structural reparameteriza-
tion at different stages. These results conclude that the pro-
posed method performs better on deeper stages that contain



Setting Teacher Student KD AT OFD CRD Review DKD Kdiffusion1 Kdiffusion2

(a) Top-1 76.16 68.87 68.58 69.56 71.25 71.37 72.56 72.05 73.48 73.62
Top-5 92.86 88.76 88.98 89.33 90.34 90.41 91.00 91.05 91.62 91.82

(b) Top-1 73.31 69.75 70.66 70.69 70.81 71.17 71.61 71.70 71.68 72.04
Top-5 91.42 89.07 89.88 90.01 89.98 90.13 90.51 90.41 90.48 90.53

Table 4: Results on ImageNet. (a) MobileNet as student, ResNet50 as teacher. (b) ResNet18 as student, ResNet34 as teacher.

Teacher Student Baseline Feature Numbers
2 4 8 16

Res32x4 Sf1 70.50 74.85 75.96 76.28 76.80
Res50 Mv2 64.60 67.87 68.46 68.91 70.16

Table 5: Ablation study on different number of student fea-
tures, we use the outputs of penultimate layers (i.e., the fi-
nal stage outputs), Sf1 and Mv2 represent shufflenet-v1 and
mobilenet-v2, respectively.

Teacher Student Baseline Student Stage
1 2 3 4

Res32x4 Sf1 70.50 72.78 74.44 77.36 76.62
Res32x4 Sf2 71.82 73.15 75.28 77.32 76.87
Res50 Mv2 64.60 64.69 68.71 69.82 69.20

Table 6: Ablation on different stages.

more channels. From a structural reparameterization per-
spective, larger channels provide a larger solution space that
could be further improved.

More Analysis
Comparison to CRD. Contrastive representation distilla-
tion (Tian, Krishnan, and Isola 2020) is a widely used
feature-level method for representation-level distillation.
However, CRD faces a challenging high-dimension opti-
mization problem and maps both student and teacher repre-
sentations to a low dimension (e.g., 256 or 128) to optimize
the transfer objective smoothly. This approach unavoidably
results in information loss, making it difficult to apply the
same strategy to the middle feature-level. In contrast, our
approach leverages diffusion techniques to optimize the fea-
ture in high-dimension, enabling the student model to learn
potentially more useful features. Moreover, our method can
perform middle feature-level alignment without requiring
any additional design. High-dimension feature optimization
presents a double-edged sword, offering more supervision
information but also potentially introducing negative trans-
fer. Our work presents a promising solution that encourages
further exploration in this direction, offering valuable in-
sights and paving the way for future research.

Comparison to Review. Feature-level distillation in-
volves a crucial trade-off that necessitates the inclusion of
a bridge module to enable the mapping of the student model
to the teacher model in the same dimension. While the stu-
dent model abandons the bridge module during inference to
circumvent any additional inference costs, the design of the
bridge module presents a challenging task. An overly pow-
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Figure 4: Extra training parameters vs. accuracy on CIFAR-
100. We set ResNet50 as the teacher and MobileNetV2 as
the student. The table shows the accuracy and number of
extra parameters of each method.

erful bridge module can hinder the acquisition of teacher
knowledge, whereas an excessively weak one can lead to
unstable training or negative transfer. Therefore, designing
an ideal bridge module is a critical consideration for effec-
tive feature-level distillation. Review (Chen et al. 2021b) is a
classical work that dedicatedly designs two bridge modules
that utilize multiple layers of features. As shown in Figure 4,
we can observe that our method outperforms Review (Chen
et al. 2021b) on both performance and training parameters.
Besides this work provides a potential direction for solving
the bridge module problem. With more student features, we
can safely use a relatively weak bridge module since more
student features can reduce the transfer variance.

Discussion and Conclusion
This paper presents a novel point of view of knowledge dis-
tillation with large distribution gaps between teacher and
student models. This setting is a potential research direction
when the teacher models become larger and larger and other
model compression techniques such as model pruning and
post-quantization can not afford the retraining cost. In this
study, we reveal that the classical L2 loss may incur negative
transfer when confronting large distribution gaps. To solve
the problem, we present a novel transfer method based on re-
parameterizing the diffusion reverse process. The insight is
the reverse target can be decoupled into two parts, then dif-
ferent re-parameterizing features can take charge of differ-
ent parts and combine linearly in the end. This method does
not require sophisticated bridge modules to align distribu-
tions, instead naturally combining extra training parameters
without additional inference cost. Experiments have demon-
strated consistent improvements in various tasks.
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