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Abstract

Vision-Language models (VLMs) pre-trained on large cor-
pora have demonstrated notable success across a range of
downstream tasks. In light of the rapidly increasing size
of pre-trained VLMs, parameter-efficient transfer learning
(PETL) has garnered attention as a viable alternative to full
fine-tuning. One such approach is the adapter, which intro-
duces a few trainable parameters into the pre-trained mod-
els while preserving the original parameters during adapta-
tion. In this paper, we present a novel modeling framework
that recasts adapter tuning after attention as a graph mes-
sage passing process on attention graphs, where the pro-
jected query and value features and attention matrix consti-
tute the node features and the graph adjacency matrix, re-
spectively. Within this framework, tuning adapters in VLMs
necessitates handling heterophilic graphs, owing to the dis-
parity between the projected query and value space. To ad-
dress this challenge, we propose a new adapter architec-
ture, p-adapter, which employs p-Laplacian message pass-
ing in Graph Neural Networks (GNNs). Specifically, the at-
tention weights are re-normalized based on the features, and
the features are then aggregated using the calibrated atten-
tion matrix, enabling the dynamic exploitation of informa-
tion with varying frequencies in the heterophilic attention
graphs. We conduct extensive experiments on different pre-
trained VLMs and multi-modal tasks, including visual ques-
tion answering, visual entailment, and image captioning. The
experimental results validate our method’s significant supe-
riority over other PETL methods. Our code is available at
https://github.com/wuhy68/p-Adapter/

Introduction
Recently, pre-trained language models (PLMs) (Devlin et al.
2018; Brown et al. 2020; Liu et al. 2019; Clark et al. 2020;
Raffel et al. 2020; Lewis et al. 2020) have demonstrated
significant success within the Natural Language Processing
(NLP) community. By leveraging massive amounts of un-
labeled data during training, PLMs can learn highly perfor-
mant and generalizable representations, leading to improve-
ments on various downstream tasks. Similarly, researchers
have successfully applied massive pre-training techniques
to generative vision-language models (VLMs) (Li et al.
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2022b,a; Cho et al. 2021). Using a sequence-to-sequence
approach, generative VLMs can align cross-modal represen-
tations, which benefits multi-modal downstream tasks such
as image captioning (Lin et al. 2014; Sidorov et al. 2020;
Gurari et al. 2020), visual question answering (VQA) (Chen
et al. 2020b; Goyal et al. 2017), etc.

To effectively transfer the knowledge gained by pre-
trained VLMs to downstream tasks, fine-tuning (Devlin et al.
2018; Howard and Ruder 2018) has become the de facto
paradigm, whereby all parameters of the model are tuned
for each downstream task. However, as model sizes con-
tinue to grow rapidly, fine-tuning is increasingly affected
by the parameter-efficiency issue (Houlsby et al. 2019).
To address this challenge, (Sung, Cho, and Bansal 2022b;
Houlsby et al. 2019) have proposed a solution that involves
the use of adapters, which are small, learnable modules that
can be inserted into the transformer blocks. By only tuning
the adapters added to the model for each downstream task
while keeping the original pre-trained model fixed, this ap-
proach achieves high parameter-efficiency and has demon-
strated promising results on various downstream tasks.

This paper introduces a novel modeling framework for
adapter tuning coupled with attention. Specifically, we re-
formulate tuning adapters after attention to the spectral mes-
sage passing process in GNNs on the attention graphs,
wherein nodes and the edge weights are the projected query
and value features and the attention weights, respectively.
The attention graphs are bipartite, and each edge connects
a feature in the projected query space and one in the pro-
jected value space. The discrepancy between the two feature
spaces renders the attention graphs heterophilic graphs, in
which the neighborhood nodes have distinct features (Fu,
Zhao, and Bian 2022; Zhu et al. 2020; Tang et al. 2022).
Within this framework, the standard adapter (Sung, Cho, and
Bansal 2022b; Houlsby et al. 2019) tuning process becomes
a spectral graph convolution with the adjacency matrix serv-
ing as the aggregation matrix on the attention graphs. How-
ever, this graph convolution is impractical for handling het-
erophilic graphs (Fu, Zhao, and Bian 2022).

To mitigate this heterophilic issue, we propose a new
adapter module, p-adapter. Same as the vanilla adapter, p-
adapter only has a small number of learnable parameters.
What distinguishes p-adapter is to incorporate node features
to renormalize the attention weights in pre-trained VLMs,



which are further used for aggregating the features, inspired
by p-Laplacian message passing (Fu, Zhao, and Bian 2022).
(Fu, Zhao, and Bian 2022) proves that by carefully choos-
ing a renormalization factor, this renormalization and aggre-
gation process can dynamically exploit the high- and low-
frequency information in the graphs, thus achieving signifi-
cant performance on heterophilic graphs. Therefore, with the
p-Laplacian calibrated attention weights, tuning p-adapters
in pre-trained VLMs can effectively capture the information
with different frequencies in the heterophilic bipartite atten-
tion graphs. Additionally, the renormalisation intensity de-
pends on the renormalization factor p. Unlike p-Laplacian
message passing (Fu, Zhao, and Bian 2022) with a fixed p,
we adopt a layer-wise learnable strategy for determining p,
thus rendering p-adapters more flexible to handle the atten-
tion graphs with different spectral properties.

We conduct extensive experiments to validate the effec-
tiveness of our proposed method. Specifically, we test p-
adapter on six benchmarks related to three vision-language
tasks: visual question answering (Goyal et al. 2017; Gurari
et al. 2018), visual entailment (Song et al. 2022), and im-
age captioning (Lin et al. 2014; Sidorov et al. 2020; Gurari
et al. 2020), using two generative pre-trained VLMs: BLIP
(Li et al. 2022b) and mPLUG (Li et al. 2022a). Experimental
results show our method’s significant superiority over other
PETL methods.

Related Works
Vision-language models (VLMs). VLMs integrate the text
and image features into an aligned representation space.
Single-encoder models (Su et al. 2020; Kim, Son, and Kim
2021) train a unified cross-modal encoder using masked
language/image modeling. Dual-encoder models (Radford
et al. 2021; Jia et al. 2021) leverage two encoders for vision
and language separately and include contrastive learning
to align their representations. Encoder-decoder models(Li
et al. 2022a,b; Wang et al. 2022), a.k.a. generative models,
use a sequence-to-sequence approach for output, which en-
dows VLMs with significant flexibility and paves the way
for transferring to various generative downstream tasks, such
as image captioning. In this work, we focus on the efficient
adaptation of generative pre-trained VLMs.
Parameter-efficient transfer learning (PETL). Fine-
tuning (Devlin et al. 2018) has long been the default
paradigm for transferring knowledge from pre-trained mod-
els to downstream tasks. However, the rapid increase in
the size of pre-trained models has led to severe parameter-
efficiency (Houlsby et al. 2019) issues for full fine-tuning.
To bridge this gap, many PETL methods have been proposed
(Houlsby et al. 2019; Hu et al. 2022; Li and Liang 2021).
Adapter-based methods (Houlsby et al. 2019; Hu et al. 2022;
Sung, Cho, and Bansal 2022a) introduce small learnable
modules, called adapters, into pre-trained models and only
fine-tune the inserted parameters during adaptation. Another
trend for PETL is prefix-/prompt-tuning (Lester, Al-Rfou,
and Constant 2021; Li and Liang 2021), which prepends
several learnable token vectors to the keys and values in
attention modules or to the input sequence directly. In this

paper, we propose a new adapter architecture to handle the
heterophily issue within our proposed modeling framework.
Graph Neural Networks (GNNs). GNNs (Kipf and
Welling 2017; Wu et al. 2019; Veličković et al. 2018; Abu-
El-Haija et al. 2018; Fu, Zhao, and Bian 2022) are neu-
ral networks operate on graph-structured data. Early GNNs
are motivated from the spectral perspective, such as Cheb-
Net (Defferrard, Bresson, and Vandergheynst 2016). Graph
Convolution Networks (GCNs)(Kipf and Welling 2017;
Wu et al. 2019) further simplify ChebNet and reveal the
message-passing mechanism of modern GNNs. p-GNN (Fu,
Zhao, and Bian 2022) proposes p-Laplacian graph message
passing to handle heterophilic graphs. In this paper, we pro-
pose a new modeling framework for adapter tuning after
attention, which reformulates it into a spectral graph mes-
sage passing on the attention graphs and identifies the het-
erophilic issue therein.

Method
This section begins with a brief review of the preliminar-
ies, encompassing graph message passing, adapters, and at-
tention mechanism. We then present an approach to model
adapter tuning after attention to graph message passing and
unveil the heterophilic issue therein. Finally, we propose a
new adapter architecture, p-adapter, to address this issue.

Preliminaries
Graph message passing. Let G = (V, E) be an undirected
graph with node set V and edge set E . Denote the node fea-
tures X ∈ RN×d and adjacency matrix A ∈ RN×N , where
N is the number of nodes, d is node feature dimension, and
Aij represents the edge weights between the i-th and the j-th
node. The Laplacian matrix is defined as follows:

L = D −A, (1)
where D is the degree matrix with diagonal entries Dii =∑

j Aij for 1 ≤ i ≤ N . To propagate the node features and
exploit the graph information, the spectral graph message-
passing process can be defined as:

X ′ = σ(CXW ), (2)
where X ′ is the node embeddings after propagation, W ∈
Rd×d is a learnable weight, σ(·) is a non-linear function,
e.g., ReLU(·) (Agarap 2018), and C is the aggregation ma-
trix. The choice of C depends on the spectral properties
one wishes to obtain. For instance, original GCN (Kipf and
Welling 2017) adopts C = D−1/2(2I − L)D−1/2, which
serves as a low-pass filter (Wu et al. 2019) on the spectral
domain. To overcome the over-smoothing issue (Chien et al.
2021), (Fu, Zhao, and Bian 2022; Xu et al. 2018) propose to
add residual connections to previous layers.
Adapter. (Houlsby et al. 2019; Sung, Cho, and Bansal
2022b) propose inserting adapters into pre-trained models
and only tuning the added parameters for better parameter
efficiency. An adapter is a small learnable module contain-
ing two matrices Wdown ∈ Rl1×l2 , Wup ∈ Rl2×l1 and a
non-linear function σ(·), where l1 and l2 are the feature di-
mensions in pre-trained models and the hidden dimension in
adapter (usually l2 < l1). Given a feature U ∈ RN×l1 in



<latexit sha1_base64="VAPXaNIVmrOQQiUaPZEYZqtV4/E=">AAAB+HicbVDLSgMxFL1TX7U+OurSTbAIrsqMFHVZdONGqGAf0A4lk8m0oZnMkGSEOvRL3LhQxK2f4s6/MdPOQlsPhBzOuZecHD/hTGnH+bZKa+sbm1vl7crO7t5+1T447Kg4lYS2Scxj2fOxopwJ2tZMc9pLJMWRz2nXn9zkfveRSsVi8aCnCfUiPBIsZARrIw3t6sCPeaCmkbmyu1llaNecujMHWiVuQWpQoDW0vwZBTNKICk04VqrvOon2Miw1I5zOKoNU0QSTCR7RvqECR1R52Tz4DJ0aJUBhLM0RGs3V3xsZjlSezUxGWI/VspeL/3n9VIdXXsZEkmoqyOKhMOVIxyhvAQVMUqL51BBMJDNZERljiYk2XeUluMtfXiWd87p7UW/cN2rN66KOMhzDCZyBC5fQhFtoQRsIpPAMr/BmPVkv1rv1sRgtWcXOEfyB9fkDxpaTLA==</latexit>

M

×

<latexit sha1_base64="Ue/WGvGK0nwLsk3e9ba11ZIz/Gs=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0WPRi8cK9gPaUDbbTbt0swm7E6GE/ggvHhTx6u/x5r9x0+agrQ8GHu/NMDMvSKQw6LrfTmltfWNzq7xd2dnd2z+oHh61TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wSTu9zvPHFtRKwecZpwP6IjJULBKFqp00cRcVMZVGtu3Z2DrBKvIDUo0BxUv/rDmKURV8gkNabnuQn6GdUomOSzSj81PKFsQke8Z6midoufzc+dkTOrDEkYa1sKyVz9PZHRyJhpFNjOiOLYLHu5+J/XSzG88TOhkhS5YotFYSoJxiT/nQyF5gzl1BLKtLC3EjammjK0CeUheMsvr5L2Rd27rF89XNYat0UcZTiBUzgHD66hAffQhBYwmMAzvMKbkzgvzrvzsWgtOcXMMfyB8/kD71ePUA==</latexit>

×

<latexit sha1_base64="Ue/WGvGK0nwLsk3e9ba11ZIz/Gs=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0WPRi8cK9gPaUDbbTbt0swm7E6GE/ggvHhTx6u/x5r9x0+agrQ8GHu/NMDMvSKQw6LrfTmltfWNzq7xd2dnd2z+oHh61TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wSTu9zvPHFtRKwecZpwP6IjJULBKFqp00cRcVMZVGtu3Z2DrBKvIDUo0BxUv/rDmKURV8gkNabnuQn6GdUomOSzSj81PKFsQke8Z6midoufzc+dkTOrDEkYa1sKyVz9PZHRyJhpFNjOiOLYLHu5+J/XSzG88TOhkhS5YotFYSoJxiT/nQyF5gzl1BLKtLC3EjammjK0CeUheMsvr5L2Rd27rF89XNYat0UcZTiBUzgHD66hAffQhBYwmMAzvMKbkzgvzrvzsWgtOcXMMfyB8/kD71ePUA==</latexit>

=

<latexit sha1_base64="g33hzVWlD+2tQBNkLgfmO3VJsoA=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0YtQ9OKxiv2ANpTNdtIu3WzC7kYoof/AiwdFvPqPvPlv3LY5aOuDgcd7M8zMCxLBtXHdb6ewsrq2vlHcLG1t7+zulfcPmjpOFcMGi0Ws2gHVKLjEhuFGYDtRSKNAYCsY3U791hMqzWP5aMYJ+hEdSB5yRo2VHq5LvXLFrbozkGXi5aQCOeq98le3H7M0QmmYoFp3PDcxfkaV4UzgpNRNNSaUjegAO5ZKGqH2s9mlE3JilT4JY2VLGjJTf09kNNJ6HAW2M6JmqBe9qfif10lNeOVnXCapQcnmi8JUEBOT6dukzxUyI8aWUKa4vZWwIVWUGRvONARv8eVl0jyreufVi/vzSu0mj6MIR3AMp+DBJdTgDurQAAYhPMMrvDkj58V5dz7mrQUnnzmEP3A+fwDDrozd</latexit>

×

<latexit sha1_base64="Ue/WGvGK0nwLsk3e9ba11ZIz/Gs=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0WPRi8cK9gPaUDbbTbt0swm7E6GE/ggvHhTx6u/x5r9x0+agrQ8GHu/NMDMvSKQw6LrfTmltfWNzq7xd2dnd2z+oHh61TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wSTu9zvPHFtRKwecZpwP6IjJULBKFqp00cRcVMZVGtu3Z2DrBKvIDUo0BxUv/rDmKURV8gkNabnuQn6GdUomOSzSj81PKFsQke8Z6midoufzc+dkTOrDEkYa1sKyVz9PZHRyJhpFNjOiOLYLHu5+J/XSzG88TOhkhS5YotFYSoJxiT/nQyF5gzl1BLKtLC3EjammjK0CeUheMsvr5L2Rd27rF89XNYat0UcZTiBUzgHD66hAffQhBYwmMAzvMKbkzgvzrvzsWgtOcXMMfyB8/kD71ePUA==</latexit>

<latexit sha1_base64="JHRzktiNiz1QGjNf61Z1EGmKvoU=">AAACCXicbVC7TsMwFHXKq4RXgJHFokJiqhJUAWMFC2Mr0YfURpHjOK1Vxwm2g1RFWVn4FRYGEGLlD9j4G5w2Q2k5kuXjc+6V7z1+wqhUtv1jVNbWNza3qtvmzu7e/oF1eNSVcSow6eCYxaLvI0kY5aSjqGKknwiCIp+Rnj+5LfzeIxGSxvxeTRPiRmjEaUgxUlryLDj0YxbIaaSvrJ0vvnq592CanlWz6/YMcJU4JamBEi3P+h4GMU4jwhVmSMqBYyfKzZBQFDOSm8NUkgThCRqRgaYcRUS62WyTHJ5pJYBhLPThCs7UxY4MRbIYT1dGSI3lsleI/3mDVIXXbkZ5kirC8fyjMGVQxbCIBQZUEKzYVBOEBdWzQjxGAmGlwytCcJZXXiXdi7pzWW+0G7XmTRlHFZyAU3AOHHAFmuAOtEAHYPAEXsAbeDeejVfjw/icl1aMsucY/IHx9QsdLZqW</latexit>

QW q

<latexit sha1_base64="3coHZj3HiamAmoAhRTj8WVyztK4=">AAACDnicbVC7TsMwFHXKq5RXgJHFoqpUlipBFTBWsCCxFKkvqQ2R47itVceJbAepivIFLPwKCwMIsTKz8Tc4bYbSciTLx+fcK997vIhRqSzrxyisrW9sbhW3Szu7e/sH5uFRR4axwKSNQxaKnockYZSTtqKKkV4kCAo8Rrre5Cbzu49ESBrylppGxAnQiNMhxUhpyTUr1YEXMl9OA30ld+niq5u6k7OHpJWWXLNs1awZ4Cqxc1IGOZqu+T3wQxwHhCvMkJR924qUkyChKGYkLQ1iSSKEJ2hE+ppyFBDpJLN1UljRig+HodCHKzhTFzsSFMhsRF0ZIDWWy14m/uf1YzW8chLKo1gRjucfDWMGVQizbKBPBcGKTTVBWFA9K8RjJBBWOsEsBHt55VXSOa/ZF7X6fb3cuM7jKIITcAqqwAaXoAFuQRO0AQZP4AW8gXfj2Xg1PozPeWnByHuOwR8YX7/ywpyt</latexit>

(KW k)
T <latexit sha1_base64="9xbUTtKjofy9m7zzDChwHdnWZyY=">AAACCHicbVC7TsMwFHXKq5RXgJEBiwqJqUpQBYwVLIxFog+pjSLHcVurjh3ZTqUqysjCr7AwgBArn8DG3+C0GUrLkSwfn3OvfO8JYkaVdpwfq7S2vrG5Vd6u7Ozu7R/Yh0dtJRKJSQsLJmQ3QIowyklLU81IN5YERQEjnWB8l/udCZGKCv6opzHxIjTkdEAx0kby7dN+IFioppG50na2+Opk/qTi21Wn5swAV4lbkCoo0PTt734ocBIRrjFDSvVcJ9ZeiqSmmJGs0k8UiREeoyHpGcpRRJSXzhbJ4LlRQjgQ0hyu4Uxd7EhRpPLpTGWE9Egte7n4n9dL9ODGSymPE004nn80SBjUAuapwJBKgjWbGoKwpGZWiEdIIqxNdnkI7vLKq6R9WXOvavWHerVxW8RRBifgDFwAF1yDBrgHTdACGDyBF/AG3q1n69X6sD7npSWr6DkGf2B9/QLrppqM</latexit>

V W v

<latexit sha1_base64="9xbUTtKjofy9m7zzDChwHdnWZyY=">AAACCHicbVC7TsMwFHXKq5RXgJEBiwqJqUpQBYwVLIxFog+pjSLHcVurjh3ZTqUqysjCr7AwgBArn8DG3+C0GUrLkSwfn3OvfO8JYkaVdpwfq7S2vrG5Vd6u7Ozu7R/Yh0dtJRKJSQsLJmQ3QIowyklLU81IN5YERQEjnWB8l/udCZGKCv6opzHxIjTkdEAx0kby7dN+IFioppG50na2+Opk/qTi21Wn5swAV4lbkCoo0PTt734ocBIRrjFDSvVcJ9ZeiqSmmJGs0k8UiREeoyHpGcpRRJSXzhbJ4LlRQjgQ0hyu4Uxd7EhRpPLpTGWE9Egte7n4n9dL9ODGSymPE004nn80SBjUAuapwJBKgjWbGoKwpGZWiEdIIqxNdnkI7vLKq6R9WXOvavWHerVxW8RRBifgDFwAF1yDBrgHTdACGDyBF/AG3q1n69X6sD7npSWr6DkGf2B9/QLrppqM</latexit>

V W v

(a) Attn.

<latexit sha1_base64="Car5R1TFOggVSsfB+f7Grcuv3AU=">AAACAHicbVDLSsNAFJ3UV62vqAsXbgaL4KokUtRl0Y0boUJrC00ok8mkHTqZCTMToYRs/BU3LhRx62e482+ctFlo64FhDufcy733BAmjSjvOt1VZWV1b36hu1ra2d3b37P2DByVSiUkXCyZkP0CKMMpJV1PNSD+RBMUBI71gclP4vUciFRW8o6cJ8WM04jSiGGkjDe0jLxAsVNPYfJnXoSwk2V2e14Z23Wk4M8Bl4pakDkq0h/aXFwqcxoRrzJBSA9dJtJ8hqSlmJK95qSIJwhM0IgNDOYqJ8rPZATk8NUoIIyHN4xrO1N8dGYpVsaOpjJEeq0WvEP/zBqmOrvyM8iTVhOP5oChlUAtYpAFDKgnWbGoIwpKaXSEeI4mwNpkVIbiLJy+Th/OGe9Fo3jfrresyjio4BifgDLjgErTALWiDLsAgB8/gFbxZT9aL9W59zEsrVtlzCP7A+vwBIwOWwg==</latexit>

M̃
<latexit sha1_base64="h02aee7MqxOAvBURBweOOVx/NYo=">AAACAHicbVC7TsMwFHXKq5RXgIGBxaJCYqoSVAFjBQtjkfqSmqhyHKe16tiR7SBVURZ+hYUBhFj5DDb+BqfNAC1Hsnx0zr26954gYVRpx/m2KmvrG5tb1e3azu7e/oF9eNRTIpWYdLFgQg4CpAijnHQ11YwMEklQHDDSD6Z3hd9/JFJRwTt6lhA/RmNOI4qRNtLIPvECwUI1i82XeR3KQpL18rw2sutOw5kDrhK3JHVQoj2yv7xQ4DQmXGOGlBq6TqL9DElNMSN5zUsVSRCeojEZGspRTJSfzQ/I4blRQhgJaR7XcK7+7shQrIodTWWM9EQte4X4nzdMdXTjZ5QnqSYcLwZFKYNawCINGFJJsGYzQxCW1OwK8QRJhLXJrAjBXT55lfQuG+5Vo/nQrLduyziq4BScgQvggmvQAvegDboAgxw8g1fwZj1ZL9a79bEorVhlzzH4A+vzBzDClss=</latexit>

Ṽ
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M̃25

(c) Attn. graph

Figure 1: Illustration of the generation of the bipartite at-
tention graph Gattn. For simplicity, we omit the scale and
softmax functions in attention mechanism.

the pre-trained model, the adapter encoding process can be
represented as:

U ′ = σ(UWdown)Wup +U . (3)
(Houlsby et al. 2019; Sung, Cho, and Bansal 2022b) place
two adapters right after the attention and the feed-forward
network in the transformer block, respectively.
Attention (Vaswani et al. 2017) has been the basic building
block for foundation models (Li et al. 2022b; Brown et al.
2020; Wang et al. 2022). Given query Q ∈ RN1×dk , key
K ∈ RN2×dk and value V ∈ RN2×dv , attention aggregates
the features by:

Attn(Q,K,V ) = MV , (4)
where

M = softmax

(
QK⊤
√
dk

)
(5)

represents the attention weights, N1 and N2 are the number
of query and key/value features, respectively. Multi-head at-
tention further transforms the query, key and value onto mul-
tiple sub-spaces and calculates attention on each of them,
which can be formulated as:
MHA(Q,K,V ) = Concat(head1, · · · ,headn)Wo, (6)

where
headi = Attn(QW i

q ,KW i
k,V W i

v), (7)

Wo ∈ Rdv×dv , n is the number of heads and W i
q ,W

i
k ∈

Rdk×
dk
n ,W i

v ∈ Rdv× dv
n are the transformation matrices for

the query, key and value in the i-th head, respectively.

Modeling Adapter as Graph Message Passing
In this section, we propose a new framework to model
adapter after attention as spectral graph message passing.
To simplify the notation, we consider single-head attention.
From Equation (3) and Equation (4), we can formulate the
features sequentially encoded by attention and adapter as:

U ′ = σ(MV WvWoWdown)Wup +MV WvWo, (8)

where M ∈ RN1×N2 is the attention matrix computed by
the transformed query QWq and key KWk using Equa-
tion (5). The key idea of this modeling framework is to
construct an attention graph, where the attention weights
and features are the edge weights and node embeddings,
respectively. With this attention graph, we can transform

the adapter encoding process in Equation (8) into spectral
graph message passing. However, direct mapping can not be
applied since the adjacency matrix of an undirected graph
must be square and symmetric and neither self-attention
nor cross-attention satisfies this condition. For self-attention,
the asymmetry arises from the distinct transform matrices of
query and key spaces. For cross-attention, the attention ma-
trix is not necessarily square if the number of query vectors
does not match that of the key vectors. To bridge this gap, we
consider an augmented attention mechanism. Specifically,
supposing both the transformed query and value share the
same dimension, we define the augmented value feature Ṽ
which concatenates the transformed query and value and the
augmented attention matrix M̃ as

Ṽ =

[
QWq

V Wv

]
, M̃ =

[
0 M

M⊤ 0

]
. (9)

The attention output MV Wv equals to the first N1 fea-
tures from the output of the augmented attention M̃Ṽ , as
shown in Figure 1a and Figure 1b. Defining the projected
augmented value feature V̂ = Ṽ Wo, with the augmented
attention mechanism, we can further define the augmented
adapter encoding process by:

Ũ ′ = σ(M̃V̂ Wdown)Wup + M̃V̂ . (10)
Comparing Equation (8) and Equation (10), we can obtain
that U ′ = Ũ ′

:N1,:
. This indicates that the adapter encoding

process and the augmented one are equal, by just taking the
first N1 elements from Ũ ′, thus we transform the adapter en-
coding process into the augmented one. Since M̃ is a square
and symmetric matrix, we can regard it as the adjacency ma-
trix of the attention graph Gattn, in which the nodes are fea-
tures from V̂ , i.e., QWqWo and V WvWo, and the edge
weights are the corresponding attention weights computed
by Equation (9). Note that during adaptation Wq , Wv and
Wo are all fixed, thus QWqWo and V WvWo are linearly
projected query and value space, respectively. Therefore, we
can approximate the augmented adapter encoding process
by spectral graph message passing process in Equation (2),
by setting C = M̃ and W = Wdown, considering the short-
cut in adapter as a residual connection in GCN (Xu et al.
2018), and regarding Wup as a linear mapping after each
graph convolution layer. In other words, adapter tuning can
be regarded as using a one-layer GCN with the adjacency
matrix serving as the aggregation matrix on Gattn. Through
this, we can analyze adapter tuning from a graph perspec-
tive. Upon closer inspection of Gattn, we observe it to be a
bipartite graph with edges connecting nodes in the projected
query and value spaces, as shown in Figure 1c.
Remark 1 The attention graph Gattn is a heterophilic
graph in which connected nodes have dissimilar features.
The visualization of the learned distribution of the projected
query and value space is shown in Figure 2. We can observe
that in both self- and cross-attention, the features from the
two spaces differ significantly, forming two well-separated
clusters. This indicates that each edge of Gattn connects
two nodes from distinct feature spaces, underscoring its het-
erophily.
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Figure 2: The t-SNE (Van der Maaten and Hinton 2008) vi-
sualization of the features in the projected query and value
space for self- and cross-attention. The VLM is BLIPCapFilt-L
(Li et al. 2022b) and data come from COCO Captions (Lin
et al. 2014).

Most existing GCNs work under the homophilic assump-
tion, which requires the labels or the features of the neigh-
borhood nodes to be similar (Fu, Zhao, and Bian 2022; Zhu
et al. 2020). When dealing with heterophilic graphs, the
high-frequency information in the spectral domain will be
infeasible for vanilla GCNs to exploit (Tang et al. 2022),
since they mostly perform as low-pass filters (Tang et al.
2022; Wu et al. 2019; Fu, Zhao, and Bian 2022). There-
fore, the heterophilic nature of Gattn poses challenges for
adapters, which is previously shown to be equivalent to
vanilla spectral graph message passing.

p-Adapter
To tackle the heterophilic issue in adapter learning, we pro-
pose a new adapter, p-adapter, inspired by p-Laplacian mes-
sage passing (Fu, Zhao, and Bian 2022).
p-Laplacian message passing (Fu, Zhao, and Bian 2022)
is proposed for heterophilic graph learning. By denoting
α = diag(α1,1, · · · , αN,N ), β = diag(β1,1, · · · , βN,N ),
and two hyper-parameters µ, p ∈ R, one-layer p-Laplacian
message passing can be defined as:

X ′ = αD−1/2ĀD−1/2X + βX, (11)
where Ā is the p-Laplacian normalized adjacency matrix
with entries defined by:

Āi,j = Ai,j

∥∥∥∥∥
√

Ai,j

Di,i
Xi,: −

√
Ai,j

Dj,j
Xj,:

∥∥∥∥∥
p−2

, (12)

and for all i, j ∈ [N ] we have:

αi,i =

 N∑
j=1

Āi,j

Di,i
+

2µ

p

−1

, βi,i =
2µ

p
αi,i. (13)

The key idea of p-Laplacian message passing is to adopt
the node features to re-normalize the adjacency matrix, as
shown in Equation (12). In other words, p-Laplacian mes-
sage passing can adaptively learn the aggregation weights
for different graph-structured data. The second term in
Equation (11) βX is a residual term to mitigate the over-
smoothing issue (Chien et al. 2021). The hyper-parameter p
controls the intensity of normalization, and different choices
of p lead to different spectral properties. When p = 2, we
impose no normalization and p-Laplacian message passing

degenerates to vanilla GCN spectral message passing. When
p ∈ [1, 2), (Fu, Zhao, and Bian 2022) proves theoretically
that p-Laplacian message passing works as low-pass filters
for nodes with small gradient, i.e., nodes with similar neigh-
bor nodes, and works as low-high-pass filters for nodes with
large gradient, i.e., nodes with dissimilar neighbor nodes.
This dynamic filtering property enables p-Laplacian mes-
sage passing to be able to handle heterophilic graphs. In (Fu,
Zhao, and Bian 2022), they adopt a fixed p value and test dif-
ferent p values for different tasks.
p-Aadapter architecture. To exploit the heterophilic atten-
tion graph Gattn, the main idea of p-adapter is to lever-
age the node features to calibrate the weights of the atten-
tion/adjacency matrix, similar to p-Laplacian message pass-
ing (Fu, Zhao, and Bian 2022). The architecture of p-adapter
is shown in Figure 3 (a). The input to p-adapter is the inter-
mediate result of attention. Suppose we consider the single-
head case, the final output of attention should be MV Wo,
as shown in Equation (4) and Equation (6). For p-adapter, we
take the attention matrix M and the projected augmented
value feature V̂ , as the output of attention. Note that this
transformation does not alter any learned parameters in at-
tention. Then, we augment the attention matrix to M̃ , as
shown in Equation (9). Following Equation (12), we nor-
malize the augmented attention matrix by:

M̄i,j = M̃i,j

∥∥∥∥∥
√

M̃i,j

D̃i,i

V̂i,: −
√

M̃i,j

D̃j,j

V̂j,:

∥∥∥∥∥
p−2

, (14)

where D̃ is the degree matrix of M̃ . Then, we can obtain
α̃ and β̃ by replacing Ā and D with M̄ and D̃ in Equa-
tion (13), respectively. Further, we can aggregate the features
using the calibrated attention matrix M̄ by

Ū = α̃D̃−1/2M̄D̃−1/2V̂ + β̃V̂ , (15)
similar to Equation (11). With the aggregated feature Ū , we
encode it with the learnable adapter weights by:

Ū ′ = σ(ŪWdown)Wup + Ū . (16)

The output of p-adapter is Ū ′
:N1,:

, since we only collect
the features aggregated on the query nodes in the attention
graph Gattn. By adopting the renormalization technique in-
spired by p-Laplacian message passing (Fu, Zhao, and Bian
2022), p-adapter can effectively handle the heterophilic is-
sue in Gattn and lead to improvements on various down-
stream tasks. Moreover, unlike (Fu, Zhao, and Bian 2022)
using a fixed p value, we adopt a layer-wise learnable strat-
egy for determining value p. In addition, p-adapter is com-
patible with vanilla adapter (Houlsby et al. 2019; Sung, Cho,
and Bansal 2022b), since p-adapter is designed for adap-
tation after attention and we leave the adapter after feed-
forward networks unchanged.

Experiments
Tasks and Datasets
We conduct experiments on six benchmarks related to three
vision-language downstream tasks, i.e., visual question an-
swering (VQA), visual entailment (VE) and image caption-
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A: Yes (p-adapter)A: No (adapter)

Q: Are the desktop

 picture duplicated 
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A: Yes (p-adapter)A: No (adapter)

Q: Are cats and 

dogs sleeping 

together?

A: Yes (p-adapter)A: No (adapter)

(a) (b)

Figure 3: (a) Overall architecture of p-adapter; (b) Visualization of the attention.

ing. For VQA, we consider it as an answer generation prob-
lem, following (Cho et al. 2021; Li et al. 2022b, 2021).
We test our model on VQA2.0 (Goyal et al. 2017) with
the widely-used Karpathy split (Karpathy and Fei-Fei 2015)
and VizWizVQA (Gurari et al. 2018). The evaluation met-
ric is accuracy. For VE, we follow the setting in (Song et al.
2022) and adopt SNLI-VE (Xie et al. 2019) as the evalua-
tion benchmark, with accuracy as the metric. For image cap-
tioning, we conduct extensive experiments on three bench-
marks, i,e., COCO Captions (Lin et al. 2014) with Karpa-
thy split (Karpathy and Fei-Fei 2015), TextCaps (Sidorov
et al. 2020), and VizWizCaps (Gurari et al. 2020). We adopt
BLEU@4 (Papineni et al. 2002) and CIDEr (Vedantam,
Lawrence Zitnick, and Parikh 2015) as the evaluation met-
rics, same as (Li et al. 2022b; Yang et al. 2022).

Implementation Details
Our experiments are implemented in PyTorch (Paszke
et al. 2019) and conducted on 8 Nvidia 3090 GPUs.
We validate our method on two generative pre-trained
VLMs, BLIPCapFilt-L (Li et al. 2022b) and mPLUGViT-B
(Li et al. 2022a). Specifically, we use the encoder of
BLIPCapFilt-L/mPLUGViT-B to encode the image, and the de-
coder of BLIPViT-B/mPLUGViT-B to generate the answers in
an auto-regressive way. Following (Gu et al. 2022; Sung,
Cho, and Bansal 2022b), we freeze the encoder and only
train the decoder for new tasks. We use AdamW (Loshchilov
and Hutter 2017) optimizer with a weight decay of 0.05 and
apply a linear scheduler. We take random image crops of res-
olution 224×224 as the input of the encoder, and also apply
RandAugment (Cubuk et al. 2020) during the training, fol-
lowing (Li et al. 2022b; Sung, Cho, and Bansal 2022b). We
train the model for five and two epochs for VQA and VE,
and image captioning, respectively. We sweep a wide range

of learning rates over {1 × 10−4, 2 × 10−4, 5 × 10−4, 1 ×
10−3} for PETL methods, and use 2 × 10−5 for full fine-
tuning, same as (Sung, Cho, and Bansal 2022b).

Comparison with Transfer Learning Methods
We compare our method with full fine-tuning and other
PETL methods, i.e., adapter (Houlsby et al. 2019; Sung,
Cho, and Bansal 2022b), prefix tuning (Li and Liang 2021)
and LoRA (Hu et al. 2022). The results are shown in Table 1.
Comparison with full fine-tuning. In general, p-adapter
is able to achieve comparable and even better performance
than full fine-tuning on most benchmarks. Specifically, on
VQA2.0 (Goyal et al. 2017), p-adapter outperforms full fine-
tuning with mPLUGViT-B while achieving comparable per-
formance with BLIPCapFilt-L. For VE task, p-adapter achieves
improvements of 1.05% and 0.54% with BLIPCapFilt-L and
mPLUGViT-B on SNLI VE (Xie et al. 2019), respectively.
For image captioning, p-adapter surpasses full fine-tuning
on COCO Captions (Lin et al. 2014). The above experimen-
tal results demonstrate the effectiveness with good parame-
ter efficiency for p-adapter (only tuning 6.39% parameters).
Comparison with other PETL methods. Our proposed
method, p-adapter, outperforms other PETL methods with
both BLIPCapFilt-L and mPLUGViT-B. Compared with full
fine-tuning, prefix tuning (Li and Liang 2021) suffers from a
significant performance drop on almost all the benchmarks.
With the same number of tunable parameters, LoRA (Hu
et al. 2022) performs better than prefix tuning (Li and Liang
2021) on all almost all the benchmarks. Adapter (Houlsby
et al. 2019; Sung, Cho, and Bansal 2022b) outperforms
these two methods with two times more tunable parame-
ters. With only several extra trainable parameters compared
with adapter (Houlsby et al. 2019; Sung, Cho, and Bansal
2022b) (the learnable p), p-Adapter achieves consistent im-



Method
Updated
Params

VQA2.0 VizWizVQA SNLI VE COCOCaps TextCaps VizWizCaps
Karpathy test test-dev test-P Karpathy test test-dev test-dev Avg.

(%) Acc.(%) Acc.(%) Acc.(%) BLEU@4 CIDEr BLEU@4 CIDEr BLEU@4 CIDEr

BLIPCapFilt-L

Full fine-tuning 100.00 70.56 36.52 78.35 39.1 128.7 27.1 91.6 45.7 170.0 76.40
Prefix tuning 0.71 60.49 22.45 71.82 39.4 127.7 24.8 80.0 40.6 153.3 68.95
LoRA 0.71 66.57 33.39 77.36 38.3 128.3 24.6 82.2 41.3 154.3 71.81
Adapter 6.39 69.53 35.37 78.85 38.9 128.8 25.4 86.7 43.3 160.5 74.15

p-Adapter (Ours) 6.39 70.39 37.16 79.40 40.4 130.9 26.1 87.0 44.5 164.1 75.54

mPLUGViT-B

Full fine-tuning 100.00 70.91 59.79 78.72 40.4 134.8 23.6 74.0 42.1 157.5 75.76
Prefix tuning 0.71 60.95 47.42 72.11 39.8 133.5 18.8 51.9 35.5 135.6 66.18
LoRA 0.71 66.67 52.49 75.29 39.4 129.4 21.0 64.4 39.5 146.0 70.46
Adapter 6.39 70.65 56.50 78.56 40.3 134.7 22.9 71.5 41.9 155.6 74.73

p-Adapter (Ours) 6.39 71.36 58.08 79.26 40.4 135.3 23.2 73.3 43.1 160.1 76.01

Table 1: The main results on VQA2.0 (Goyal et al. 2017), VizWizVQA (Gurari et al. 2018), SNLI VE (Xie et al. 2019),
COCOCaps (Lin et al. 2014), TextCaps (Sidorov et al. 2020) and VizWizCaps (Gurari et al. 2020) for full fine-tuning (Devlin
et al. 2018; Howard and Ruder 2018), adapter (Sung, Cho, and Bansal 2022b), prefix tuning (Li and Liang 2021), LoRA (Hu
et al. 2022), and our proposed p-adapter. We bold the scores for full fine-tuning and the highest scores separately for approaches
with PETL methods.

GNN VQA2.0 SNLI VE COCOCaps Avg.Acc.(%) Acc.(%) BLEU@4 CIDEr

GCN 69.53 78.85 38.9 128.8 79.02
APPNP 70.22 79.03 39.4 129.1 79.44
GCNII 70.13 79.12 39.7 129.7 79.66
pGNN 70.39 79.40 40.4 130.9 80.27

Table 2: Ablation study on the graph neural networks.

Concat. VQA2.0 SNLI VE COCOCaps Avg.Acc.(%) Acc.(%) BLEU@4 CIDEr

Zero 70.02 79.17 40.2 130.3 79.92
Noise 69.90 78.99 39.9 130.1 79.72

Query 70.39 79.40 40.4 130.9 80.27

Table 3: Ablation study on the concatenation pattern in aug-
mented attention.

provements (Houlsby et al. 2019; Sung, Cho, and Bansal
2022b) and significantly outperforms all the PETL meth-
ods on all the benchmarks with the two pre-trained VLMs.
Especially for VizWizVQA (Gurari et al. 2018), TextCaps
(Sidorov et al. 2020) and VizWizCaps (Gurari et al. 2020), p-
Adapter surpasses vanilla adapter with a large margin. This
demonstrates the effectiveness of our proposed attention re-
normalization and feature aggregation mechanisms inspired
p-Laplacian message passing (Fu, Zhao, and Bian 2022).

Ablation Studies
In the following section, we conduct five ablation studies to
further illustrate the effectiveness of p-adapter. For the sake
of our budgeted computation resources, all ablation studies

p Values VQA2.0 SNLI VE COCOCaps Avg.Acc.(%) Acc.(%) BLEU@4 CIDEr

p = 1.25 70.38 78.84 40.3 130.8 80.08
p = 1.50 70.15 78.90 40.3 130.8 80.03
p = 1.75 70.34 78.94 40.1 130.7 80.02

Learnable 70.39 79.40 40.4 130.9 80.27

Table 4: Ablation study on learnable p strategy of p-adapters.

are conducted with BLIPCapFilt-L on VQA2.0 (Goyal et al.
2017), SNLI VE (Xie et al. 2019) and COCO Captions (Lin
et al. 2014).
Graph neural networks. Within our modeling framework
that casts adapter tuning to graph convolution, we test
different GNNs for heterophilic graphs, namely APPNP
(Gasteiger, Bojchevski, and Günnemann 2019) and GCNII
(Chen et al. 2020a). Note that GCN (Kipf and Welling
2017) equals to the vanilla adapter. The results are shown
in Table 2. Compared with vanilla adapters, adapters with
message passing in APPNP (Gasteiger, Bojchevski, and
Günnemann 2019) and GCNII (Chen et al. 2020a) achieve
improvements on almost all the tasks, demonstrating the ne-
cessity of handling the heterophilic issues. Moreover, our
proposed p-adapters further surpass these two designs. The
major reason of adopting p-Laplacian message passing (Fu,
Zhao, and Bian 2022) is due to its better flexibility in han-
dling graphs with different heterophily. (Fu, Zhao, and Bian
2022) shows that different p-values can lead to different
spectral properties, and our proposed learnable strategy for
p can dynamically adjust to attention graphs with various
degrees of heterophily.
Concatenation in augmented attention. In the augmented
attention, we concatenate the query with the value features



Method FFN SA CA VQA2.0 SNLI VE COCOCaps Avg.Acc. (%) Acc. (%) BLEU@4 CIDEr

p-Adapter (Imps.)

! 68.65 (-) 78.21 (-) 38.4 (-) 128.4 (-) 78.41 (-)
! ! 70.11 (+0.90) 78.96 (+0.34) 39.9 (+1.4) 130.3 (+1.8) 79.82 (+1.11)
! ! 69.84 (+0.67) 79.17 (+0.57) 39.1 (+0.5) 129.4 (+0.7) 79.38 (+0.61)
! ! ! 70.39 (+0.86) 79.40 (+0.55) 40.4 (+1.5) 130.9 (+2.1) 80.27 (+1.25)

Table 5: Ablation study on different insertion positions, including FFN, self- and cross-attention. In the brackets, we show the
improvements achieved by p-adapters over adapters. When only inserted after FFN, p-adapters and adapters are the same. We
bold the best performance and the largest improvement for each task.

as the augmented value features, which are further used for
re-normalization in p-Laplacian message passing. We test
two more different ways of concatenation, i.e., padding ran-
dom noise and zeros, for constructing the augmented value.
The results are shown in Table 3. Concatenating the query
vectors outperforms the other two alternatives, suggesting
that introducing the query vectors leads to more information
dipicting the attention mechanism, and thus necessitates the
handing of the heterophilic attention graph.
Learnable p vs. fixed p. We compare two different strate-
gies for determining p: fixed p and learnable p. Specifically,
we test three fixed different p values {1.25, 1.5, 1.75}, and
we try two learnable strategies, i.e., a unified learnable p
(all p-adapters share a p) and layer-wise learnable p. The re-
sults are shown in Table 4. According to (Fu, Zhao, and Bian
2022), different p values provide different normalization in-
tensity, thus leading to different spectral properties suitable
for handling different graphs. As we can see, for fixed p, dif-
ferent tasks favor different p values, which is consistent with
the findings in (Fu, Zhao, and Bian 2022). Moreover, learn-
able strategies achieve substantial improvements compared
with different fixed p values.
Insertion positions. We also test different insertion posi-
tions for adapters/p-adapters, including FFN, self-attention,
and cross-attention. As shown in Table 5, for both adapters
and p-adapters, more insertions (after both self-attention
and cross-attention) lead to the best performance on all
tasks. Moreover, the improvements from appending p-
adapters/adapters after self/cross-attention differ in tasks.
For instance, insertion after self-attention leads to more im-
provements for VQA2.0 (Goyal et al. 2017) while SNLI VE
(Xie et al. 2019) prefers insertion after cross-attention. Addi-
tionally, when only inserting after self-attention for VQA2.0
(Goyal et al. 2017) and cross-attention for SNLI VE (Xie
et al. 2019), p-adapter achieves larger improvements than
full insertion, which validates p-adapter’s effectiveness in
lower-resource scenario.
Adapter size. We also verify the performance with differ-
ent adapter sizes. Specifically, we vary the hidden dimen-
sion (originally set to 96) of adapters, and the results on
VQA2.0 (Goyal et al. 2017) and SNLI VE (Xie et al. 2019)
are shown in Figure 4. We can observe that the advantages
of p-adapters are further enhanced with smaller adapters. For
SNLI VE (Xie et al. 2019), p-adapters outperform adapters
with 1.54% when tuning 1.58% parameters, and the im-
provement becomes 2.75% when tuning 0.79% parameters

1 2.5 4 5.5 7
66.6

67.9

69.2

70.5 +2.75

Updated Params. (%)

V
Q

A
2.

0
A

cc
.(

%
) Adapter p-Adapter

(a)

1 2.5 4 5.5 7

77.4

78.4

79.4 +1.54

Updated Params.(%)

SN
L

I
V

E
A

cc
.(%

) Adapter p-Adapter

(b)

Figure 4: Ablation study on the adapter size. We report the
results on VQA2.0 (Goyal et al. 2017) and SNLI VE (Xie
et al. 2019).

for VQA2.0 (Goyal et al. 2017).

Visualization
To validate the effectiveness of p-adapter, we visualize
(Chefer, Gur, and Wolf 2021) the cross-attention weights
at the last transformer layer on some VQA (Goyal et al.
2017) data, as shown in Figure 3 (b). We take the [CLS]
token as the query since it represents the whole question and
plot the attention weights on the image features in the key/-
value space. As we can see, with the normalized attention
weights M̄ , p-adapter can dynamically calibrate the atten-
tion weights to focus on the relevant regions in the images
that adapter ignores.

Conclusion
In this paper, we first propose a new modeling framework for
adapter tuning (Sung, Cho, and Bansal 2022b) after attention
modules in pre-trained VLMs. Specifically, we model it into
a graph message passing process on attention graphs, where
the nodes and edge weights are the projected query and value
features, and the attention weights, respectively. Within this
framework, we can identify the heterophilic nature of the at-
tention graphs, posing challenges for vanilla adapter tuning
(Sung, Cho, and Bansal 2022b). To mitigate this issue, we
propose a new adapter architecture, p-adapter, appended af-
ter the attention modules. Inspired by p-Laplacian message
passing (Fu, Zhao, and Bian 2022), p-adapters re-normalize
the attention weights using node features and aggregate the
features with the calibrated attention matrix. Extensive ex-
perimental results validate our method’s significant superi-
ority over other PETL methods on various VL tasks.
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