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ABSTRACT
Due to the cost and design complexity associated with advanced
technology nodes, it is difficult for traditional monolithic System-on-
Chip to follow the Moore’s Law, which means the economic benefits
have been weakened. Semiconductor industries are looking for ad-
vanced packages to improve the economic advantages. Since the
multi-chiplet architecture supporting heterogeneous integration has
the robust re-usability and effective cost reduction, chiplet integra-
tion has become the mainstream of advanced packages. Nowadays,
the number of mounted chiplets in a package is continuously increas-
ing with the requirement of high system performance. However, the
large area caused by the increasing of chiplets leads to the serious
reliability issues, including warpage and bump stress, which wors-
ens the yield and cost. The multi-package architecture, which can
distribute chiplets to multiple packages and use less area of each
package, is a popular alternative to enhance the reliability and re-
duce the cost in advanced packages. However, the primary challenge
of the multi-package architecture lies in the tradeoff between the
inter-package costs, i.e., the interconnection among packages, and
the intra-package costs, i.e., the reliability caused by warpage and
bump stress. Therefore, a co-design methodology is indispensable to
optimize multiple packages simultaneously to improve the quality
of the whole system. To tackle this challenge, we adopt mathemati-
cal programming methods in the multi-package co-design problem
regarding the nature of the synergistic optimization of multiple pack-
ages. To the best of our knowledge, this is the first work to solve the
multi-package co-design problem.

1 INTRODUCTION
Semiconductor industries have driven the development of chips
to follow the Moore’s Law for over half a century. The economic
advantages of integrating more and more transistors on a single
die are decreasing for recent decades. Nowadays, limited foundries
can afford the high costs. Therefore, many foundries, such as TSMC,
Samsung, and Intel, are developing advanced package techniques,
including heterogeneous integration with 2.5D packaging, to provide
promising solutions to respond the increasing cost of more-Moore
scaling. The heterogeneous integration roadmap, led by industries
and academic societies, identifies the challenges and necessity to
develop advanced package techniques [1].
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Figure 1: The illustration of the multi-package architecture.

Since chiplet enables several features, including low cost, hetero-
geneous integration, and drop-in design method, it is widely used
for advanced package designs nowadays [2]. Feng et al. [3, 4] build
effective cost models to explain the benefits of chiplet integration
from the perspective of cost and yield. However, the large sizes of
advanced packages become the bottleneck of the further saving of
cost for chiplet integration [3]. The yield reduction caused by the
reliability issues induced by the large size dramatically increases
the cost of advanced packages. The higher risks of reliability issues
are induced by the higher degree of coefficient thermal expansion
(CTE) mismatch, such as bump joint reliability affected by stress,
chiplet cracking, and substrate cracking affected by warpage [5–8].
Warpage is an unconventional bending out of the shape.

Maintaining reliability of packages is becoming more challenging
as the sizes of the substrates continue to increase and greater stress
is exerted on the substrates. To guarantee the ever-increasing com-
putation, heterogeneous integration techniques have evolved with
larger logic chiplets surrounded by different node chiplets mounted,
or greater numbers of memories mounted around logic chiplets [5].
A system, which is constructed by multiple packages based on the
chiplet integration, can efficiently improve the benefits of heteroge-
neous integration. The illustration of the multi-package architecture
is shown in Fig. 1. The multi-package architecture includes four pack-
ages. Twelve chiplets are assigned to the four packages. To reduce
the bump stress, which may cause the deformation of bumps, the
macros should avoid be placed on the bumps. Due to the reduction
of the package size by partitioning the whole system into several
packages, the reliability and cost are effectively improved. Further-
more, the reuse of packages further reduces the cost. Although the
interconnection cost between different packages is introduced in the
multi-package systems, it will be effectively reduced in this work.
The products of Siemens and Cadence, such as Xpedition and Ca-
dence Allegro, have been designed for multi-package systems. The
multi-package systems have been used for different applications [9].

1.1 Previous Work
The typical papers for different types of related work are selected and
compared in this section. The work proposed for the physical design
of on-chip problems, such as [10–14], cannot be directly scaled to
solve package problems, and does not consider the reliability issues of
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(d) Multi-package co-design.

Figure 2: The different designs of chiplet integration. (a) The macros, bumps, nets, and fixed-outline board generated from
input data. (b) The one-package design with four chiplets. (c) The multi-package design including three packages and four
chiplets. (d) The multi-package co-design, including three packages and four chiplets, with the optimization of interconnection
cost, bump stress, and warpage.

advanced packages. The details of the differences between this work
and the previous work are summarized in Section 3. The analysis
shows the necessity to design new methods for the multi-package
co-design problem. Therefore, the new mathematical programming
methods are adopted regarding the nature of the problem.

The work proposed for the physical design of package problems,
such as [15, 16], is not suitable for the multi-package co-design prob-
lem. They are designed for the chiplet-level problems, which makes
the assignment of macros impossible. Furthermore, the reliability
issues are not considered. Fig. 2 shows the different designs of chiplet
integration. The macros, which should be processed, are illustrated
in Fig. 2a. The circles around the macros are the bumps, which should
have no overlap with macros to avoid the deformation. Based on the
conventional work [15, 16], the macros have been assigned to four
chiplets with similar area, and the chiplets should be placed in one
package as shown in Fig. 2b. Since all the chiplets near each other,
the interconnection of one-package design is better. To optimize the
area of package as much as possible, the area of the whole design is
reduced to 1222𝑚𝑚2. However, the macros have overlaps with the
bumps. The overlaps between bumps and macros increase the stress
on the bumps, which may lead to the cracking of bumps. Further-
more, the warpage is not reduced to optimize the reliability. For the
one-package design, the warpage is 696 𝜇𝑚.

Jung et al. [17] analyze the bump stress issue. Fig. 2c shows the
multi-package architecture designed to optimize the bump stress
issue. The four chiplets are distributed to three packages. Compared
with the one-package design, the total area increases and the inter-
package connections are induced. However, the overlaps between
macros and bumps are avoided. Therefore, the bump stress can be
effectively reduced. Furthermore, since the area of each package
is reduced, the maximum area of packages and the warpage are
reduced to 646𝑚𝑚2 and 379 𝜇𝑚, respectively. Compared with the
one-package design, the area is reduced by 47%, and the warpage is
reduced by 46%. Since the warpage is not the objective of this design,
the warpage can be further reduced.

Fig. 2d shows the solution of multi-package co-design, includ-
ing three packages. The four chiplets are distributed to the three
packages. Compared with the design of Fig. 2c, it has the same
interconnection cost and the similar maximum area of packages.

However, the total area is reduced. The warpage is effectively re-
duced to 251 𝜇𝑚. Compared with the design only considering bump
stress, the warpage is reduced by 34%. Therefore, the multi-package
co-design can achieve the best quality for the optimization of both
intra-package costs and inter-package costs.

1.2 Our Contributions
In this paper, themulti-package co-design problem is defined, and the
methods for solving the problem are explored. For the solutions of
the defined problem, both the intra-package costs and inter-package
costs should be optimized. The major contributions are shown below:

• With the increasing of the size of advanced packages, it is
difficult to maintain reliability and optimize cost. Therefore,
the multi-package architecture is a popular alternative. To the
best of our knowledge, this is the first work proposed to over-
come the primary challenge of the multi-package co-design
problem, which is the tradeoff between the inter-package cost
and reliability.

• The critical reliability issues, including warpage and bump
stress, are effectively optimized. An effective warpage model
is formulated for the effective calculation. Then, the warpage
can be effectively reduced based on the threshold specified by
users. Furthermore, the design region is constrained to avoid
the deformation of bumps.

• The mathematical programming (MP) method is adopted re-
garding the nature of the multi-package co-design problem.
Firstly, a one-pass MP (OPMP) method and a partition-based
MP (parMP) method are proposed as the baselines. Then, a
hierarchical MP (hieMP) method is proposed to improve the
efficiency compared with the two baselines.

• Experimental results show that the performance and reliabil-
ity issues of large benchmarks can be efficiently optimized by
hieMP. Furthermore, hieMP can also help for users to choose
proper package architectures considering the bottleneck of
systems, interconnection cost or reliability.

This paper is organized as follows. Section 2 presents the relia-
bility issues and the problem formulation. Section 3 introduces the
technical details of the proposed methods. Section 4 and Section 5
present the experimental results and conclusion, respectively.



(a) Bump array. (b) Bumpmargin constraints.

Figure 3: The illustration for the bump margin constraints.

2 PRELIMINARIES
2.1 Reliability Issues
2.1.1 Warpage. Warpage is an unconventional bending out of the
shape. It is one of the most serious reliability issues for advanced
packaging. Due to the CTE mismatch of different materials, the
package will bend. The serious shape change will cause the cracking
of chiplets and substrates. The warpage is measured by the vertical
height variation of the positions of a package. In this work, we
control the warpage of packages from the centers to all the edges.
An effective warpage computing model introduced in [18, 19] is used
for the multi-package designs. The calculation of warpage is shown
below:

𝑤 (𝑥) = 𝑡 · Δ𝛼 · Δ𝑇
2 · 𝜆 · 𝐷

[
1
2𝑥

2 − cosh(𝑘𝑥) − 1
𝑘2 cosh(𝑘𝑙)

]
, (1)

where Δ𝛼 and Δ𝑇 are the difference of CTE between the chiplets
and the substrate and the thermal load, respectively. 𝑡 , 𝜆, 𝐷 , and 𝑘
are the material-related coefficients. This model is built by taking
the center of a package as the origin. 𝑥 and 𝑙 are half the length of a
chiplet and half the length of a substrate, respectively.

The critical parameters affecting warpage include mold thickness,
molding materials, and the ratio of chiplet to package area [7, 8].
Since the ratio of chiplet to package area, 𝑎𝑟 , is positive correlation
with warpage, it is modeled as below:

𝑎𝑟 =

∑
𝑐𝑖 ∈𝐶 𝑎𝑐𝑖∑
𝑝𝑙 ∈𝑃 𝑎𝑝𝑙

, (2)

where 𝑐𝑖 and 𝑝𝑙 represent the 𝑖-th chiplet in the chiplet set𝐶 and the
𝑙-th package in the package set 𝑃 , respectively. 𝑎𝑐𝑖 and 𝑎𝑝𝑙 represent
the area of 𝑐𝑖 and 𝑝𝑙 , respectively. The warpage can be reduced by
decreasing 𝑎𝑟 .

2.1.2 Bump Stress. The stress induced by bumps is also one of
the most serious reliability issues for advanced packaging. With
the development of advanced package technology, the stress levels
induced by bumps become higher, which should be reduced to avoid
the deformation of components [20, 21]. According to the analysis of
[17], the edges of bumps have the high stress caused by the placement
of components near the bumps, which increases the risks of bump
crack. In this work, the stress around the bump edges is controlled
to reduce the risks of bump crack.

2.2 Problem Formulation
The inputs of this work include a netlist 𝑁 , a set of macros𝑀 , a set
of chiplets𝐶 , and a set of packages 𝑃 . The output is the floorplanning
solution which should assign macros to chiplets, assign chiplets to
packages, place macros within chiplets, and place chiplets within
packages.

Since multiple design factors are optimized in this work, and they
have different levels of priority, the objective is set to a two-level
formulation. The first-level objective is formulated as below:

𝑚𝑖𝑛 𝛽1 ×𝑤𝑙 + 𝛽2 × 𝑜ℎ𝐶 + 𝛽3 × 𝑜ℎ𝑃 + 𝛽4 ×
∑︁
𝑝𝑙 ∈𝑃

𝑎𝑝𝑙

s.t. 𝑤𝑝𝑔𝑝𝑙 ⩽ 𝑤𝑝𝑔𝑡𝑝𝑙 , ∀𝑝𝑙 ∈ 𝑃,

(3)

where 𝑤𝑙 , 𝑜ℎ𝐶 , 𝑜ℎ𝑃 , 𝑤𝑝𝑔𝑝𝑙 , and 𝑤𝑝𝑔𝑡𝑝𝑙 represent HPWL, inter-
chiplet cost, inter-package cost, the warpage of 𝑝𝑙 , and the warpage
threshold of 𝑝𝑙 , respectively. 𝑤𝑝𝑔𝑡𝑝𝑙 is a user-specified threshold,
which can be set based on the total area of macros, the estimated
width of each package, and the estimated height of each package. 𝛽𝑖
represents the user-defined coefficient which can be modified for the
tradeoff of multiple objectives. 𝑜ℎ𝐶 is the number of inter-chiplet
connections between each source-sink pair. 𝑜ℎ𝑃 is the number of
inter-package connections between each source-sink pair. Since this
work is dedicated to solving the problem in the early design stage, it
is difficult and time-consuming for overhead analysis to use more
practical interconnection. Therefore, 𝑜ℎ𝐶 and 𝑜ℎ𝑃 are used to calcu-
late overhead cost.

The second-level objective is to minimize the ratio of chiplet to
package area, 𝑎𝑟 . Since the warpage of each package is reduced
in Equation (3), and the priority of 𝑎𝑟 is not higher than that of
Equation (3), 𝑎𝑟 is set to the second-level objective.

In this work, there are three types of constraints. The first type is
overlap constraints. Each macro cannot overlap with other macros.
Each chiplet cannot overlap with other chiplets. Each package cannot
overlap with other packages. The second type is warpage constraints.
As shown in Equation (3), the warpage of each package 𝑝𝑙 cannot be
larger than the threshold. The third type is bump margin constraints.
Margin spacing is defined to avoid the stress around bumps which
may cause the deformation of bumps.

The illustration for the bumpmargin constraints is shown in Fig. 3.
The circles represent bumps. Since it is difficult to completely avoid
the location overlap betweenmacros and bumps, bumps are classified
to two types. The first type is the hotspot bumps represented by the
purple circles. The second type is the regular bumps represented
by the light blue circles. The bumps, which have higher risks of the
deformation, are regarded as the hotspot bumps. The bump margin
constraints are only suitable for the hotspot bumps. The dotted
boxes shows the zoom-in region of a hotspot bump. For the bump
margin constraints, the macros cannot overlap with the hotspot
bumps and the spacing regions. The spacing region of a hotspot
bump is represented by the blue circle in Fig. 3b.

3 TECHNICAL DETAILS
In this section, the proposed methods will be introduced in detail.
The differences between this work and the previous partitioning or
floorplanning work and the challenges are shown below:

• For the floorplanning solutions generated by the methods of
this work, assigning macros to chiplets and assigning chiplets
to packages should be optimized.

• For each chiplet or package, the outline is not fixed. The fixed
outline will limit the optimization ability of reliability for the
multi-package architecture.



• The locations of bumps are fixed for the board with fixed-
outline. However, the bumps are non-fixed within the soft-
outlines of chiplets and packages since the locations, widths,
and heights of chiplets and packages are variables.

• Due to the existing of bumps, the bounding box of a board
should have enough dead space, which makes the conver-
gence of solutions difficult.

Considering the above analysis, the programming-based methods
are proposed to solve the multi-package co-design problem. For each
package 𝑝𝑙 ∈ 𝑃 , the soft-outline and location are controlled by the
variables𝑤𝑝𝑙 , ℎ𝑝𝑙 , 𝑥𝑝𝑙 , and 𝑦𝑝𝑙 , which represent the width, height,
x-coordinate of lower-left corner, and y-coordinate of lower-left
corner of 𝑝𝑙 , respectively. For each chiplet 𝑐𝑘 ∈ 𝐶 , the soft-outline
and location are controlled by the variables 𝑤𝑐𝑘 , ℎ𝑐𝑘 , 𝑥𝑐𝑘 , and 𝑦𝑐𝑘 ,
which represent the width, height, x-coordinate of lower-left corner,
and y-coordinate of lower-left corner of 𝑐𝑘 , respectively. The whole
multi-package design is implemented on the board with bounding
box. The size of the bounding box is𝑊 ×𝐻 . Since the problem defined
in this work is complicated, it is difficult to formulate a linear, convex,
or differentiable model. Therefore, the general MP models, including
linear formulas, quadratic formulas, and non-differentiable formulas,
are designed to solve the problem.

3.1 One-Pass MP Method
Firstly, the multi-package co-design problem is formulated as an
MP problem, and solved by MP solver. To realize the desired design
purposes, the following constraints should be satisfied.

For each macro𝑚𝑖 ∈ 𝑀 , it cannot overlap with other macros and
thus can be constrained as:

𝑥𝑚𝑖
+𝑤𝑚𝑖

⩽ 𝑥𝑚 𝑗
+𝑊 · (𝑝𝑖, 𝑗 + 𝑞𝑖, 𝑗 ), (4)

𝑦𝑚𝑖
+ ℎ𝑚𝑖

⩽ 𝑦𝑚 𝑗
+ 𝐻 · (1 + 𝑝𝑖, 𝑗 − 𝑞𝑖, 𝑗 ), (5)

𝑥𝑚𝑖
−𝑤𝑚 𝑗

⩾ 𝑥𝑚 𝑗
−𝑊 · (1 − 𝑝𝑖, 𝑗 + 𝑞𝑖, 𝑗 ), (6)

𝑦𝑚𝑖
− ℎ𝑚 𝑗

⩾ 𝑦𝑚 𝑗
− 𝐻 · (2 − 𝑝𝑖, 𝑗 − 𝑞𝑖, 𝑗 ), (7)

𝑝𝑖, 𝑗 , 𝑞𝑖, 𝑗 ∈ {0, 1}, (8)
1 ⩽ 𝑖 < 𝑗 ⩽ |𝑀 |, (9)

where 𝑥𝑚𝑖
, 𝑦𝑚𝑖

,𝑤𝑚𝑖
, and ℎ𝑚𝑖

represent the x-coordinate of lower-
left corner, y-coordinate of lower-left corner, width, and height of𝑚𝑖 ,
respectively. 𝑝𝑖, 𝑗 and 𝑞𝑖, 𝑗 are used to identify the relative locations
of𝑚𝑖 and𝑚 𝑗 . For example, the value (0, 0) of (𝑝𝑖, 𝑗 , 𝑞𝑖, 𝑗 ) is used to
identify the situation, where𝑚𝑖 is on the left of𝑚 𝑗 . The overlap of
this situation is constrained as Equation (4). The overlap between
chiplets or packages is also constrained by the formulations similar
to Equations (4)–(9). The chiplets and packages are not necessary to
be rotated since they are controlled by variables𝑤𝑐𝑘 , ℎ𝑐𝑘 ,𝑤𝑝𝑙 , and
ℎ𝑝𝑙 , however, all macros in this work can be rotated. Therefore, the
𝑤𝑚𝑖

and ℎ𝑚𝑖
of each macro𝑚𝑖 can be formulated as:

𝑤𝑚𝑖
= 𝑟𝑚𝑖

· ℎ𝑜𝑚𝑖
+ (1 − 𝑟𝑚𝑖

) ·𝑤𝑜
𝑚𝑖

, (10)
ℎ𝑚𝑖

= 𝑟𝑚𝑖
·𝑤𝑜

𝑚𝑖
+ (1 − 𝑟𝑚𝑖

) · ℎ𝑜𝑚𝑖
, (11)

where𝑤𝑜
𝑚𝑖

and ℎ𝑜𝑚𝑖
represent the original width and height of input

data, respectively. 𝑟𝑚𝑖
is a 0-1 variable designed to identify whether

𝑚𝑖 is rotated compared with the original input data.

For each macro𝑚𝑖 ∈ 𝑀 , it should be assigned to a chiplet and
thus can be constrained as:∑︁

𝑐𝑘 ∈𝐶
𝑡𝑖,𝑘 = 1, ∀𝑚𝑖 ∈ 𝑀, (12)

where 𝑡𝑖,𝑘 is a 0-1 variable representing whether𝑚𝑖 is assigned to a
chiplet 𝑐𝑘 . For each chiplet 𝑐𝑘 ∈ 𝐶 , it should be assigned to a package
and thus can be constrained as:∑︁

𝑝𝑙 ∈𝑃
𝑢𝑘,𝑙 = 1, ∀𝑐𝑘 ∈ 𝐶, (13)

where 𝑢𝑘,𝑙 is a 0-1 variable representing whether 𝑐𝑘 is assigned to a
package 𝑝𝑙 .

To balance the area of each chiplet 𝑐𝑖 ∈ 𝐶 , the constraints are
formulated as: ∑︁

𝑚𝑖 ∈𝑀
(𝑡𝑖,𝑘 · 𝑎𝑚𝑖

) ⩾ 𝑎𝑙𝑏𝑐𝑘 , ∀𝑐𝑘 ∈ 𝐶, (14)

where 𝑎𝑚𝑖
represents the area of𝑚𝑖 . 𝑎𝑙𝑏𝑐𝑘 represents the lower bound

of chiplet area 𝑎𝑐𝑘 , and it is calculated as:

𝑎𝑙𝑏𝑐𝑘 =
𝑎𝑀 × 𝑟𝑟

|𝐶 | , ∀𝑐𝑘 ∈ 𝐶, (15)

where 𝑎𝑀 and 𝑟𝑟 represent the total area of all macros and the
relaxation ratio of 𝑎𝑀 , respectively. 𝑟𝑟 is a user-defined coefficient.
Since the shapes and areas of macros are different, 𝑎𝑙𝑏𝑐𝑘 without the
relaxation ratio 𝑟𝑟 may lead to the failure of chiplet partition. The
similar constraints are formulated to balance the chiplets in each
package.

For each macro𝑚𝑖 ∈ 𝑀 belonging to chiplet 𝑐𝑘 ∈ 𝐶 ,𝑚𝑖 should
be completely placed within 𝑐𝑘 and thus can be constrained as:

𝑥𝑐𝑘 ⩽ 𝑥𝑚𝑖
+𝑊 · (1 − 𝑡𝑖,𝑘 ), (16)

𝑦𝑐𝑘 ⩽ 𝑦𝑚𝑖
+ 𝐻 · (1 − 𝑡𝑖,𝑘 ), (17)

𝑥𝑚𝑖
+𝑤𝑚𝑖

⩽ 𝑥𝑐𝑘 +𝑤𝑐𝑘 +𝑊 · (1 − 𝑡𝑖,𝑘 ), (18)
𝑦𝑚𝑖

+ ℎ𝑚𝑖
⩽ 𝑦𝑐𝑘 + ℎ𝑐𝑘 + 𝐻 · (1 − 𝑡𝑖,𝑘 ) . (19)

Equations (16)–(19) limit that𝑚𝑖 cannot exceed the four boundaries
of 𝑐𝑘 . For example,𝑚𝑖 will not exceed the left boundary of 𝑐𝑘 if 𝑡𝑖,𝑘
is 1 which means𝑚𝑖 should completely be placed within 𝑐𝑘 . The
location of 𝑐𝑘 completely within the belonging package 𝑝𝑙 is also
constrained by the formulations similar to Equations (16)–(19).

To realize the desired reliability, warpage is constrained for each
package 𝑝𝑙 ∈ 𝑃 . However, the warpagemodel, shown by Equation (1),
is not the linear or quadratic formulation, which makes the solving of
the programming model difficult. Therefore, an approximate upper
bounding model is proposed as below:

𝑤
′
(𝑥) = 𝑡 · Δ𝛼 · Δ𝑇

2 · 𝜆 · 𝐷

[
1
2𝑥

2 − ((𝑘𝑥)2 + 1)/2 − 1
𝑘2 cosh(𝑘𝑙)

]
. (20)

The curves of the original model and the approximate model are
shown in Fig. 4. The two models have the similar curves. Based
on the experimental results, the approximate model is effective to
optimize the reliability within the practical value range.

For each package 𝑝𝑙 ∈ 𝑃 , the warpages are constrained as:

𝑤𝑝𝑔𝑥𝑝𝑙 ⩽ 𝑤𝑝𝑔𝑡𝑝𝑙 , ∀𝑝𝑙 ∈ 𝑃, (21)

𝑤𝑝𝑔
𝑦
𝑝𝑙
⩽ 𝑤𝑝𝑔𝑡𝑝𝑙 , ∀𝑝𝑙 ∈ 𝑃, (22)



Figure 4: The curves of the warpage models.

where 𝑤𝑝𝑔𝑥𝑝𝑙 and 𝑤𝑝𝑔
𝑦
𝑝𝑙

represent the warpage on the direction
of x-axis and the warpage on the direction of y-axis. They can be
calculated based on Equation (20) as:

𝑤𝑝𝑔𝑥𝑝𝑙 =
𝑡Δ𝛼Δ𝑇

2𝜆𝐷

[
1
2 (𝑤𝑝𝑙 /2)2 −

(𝑘2 (𝑤𝑝𝑙 /2)2 + 1)/2 − 1
𝑘2 cosh(𝑘 (𝑊 /2))

]
, (23)

𝑤𝑝𝑔
𝑦
𝑝𝑙

=
𝑡Δ𝛼Δ𝑇

2𝜆𝐷

[
1
2 (ℎ𝑝𝑙 /2)

2 −
(𝑘2 (ℎ𝑝𝑙 /2)2 + 1)/2 − 1

𝑘2 cosh(𝑘 (𝐻/2))

]
. (24)

Besides the warpage constraints introduced above, the spacing
between macros and hotspot bumps cannot be less than the desired
value. The bump margin constraints can be formulated as:

(𝑥𝑚𝑖
− 𝑥𝑏𝑠 )

2 + (𝑦𝑚𝑖
− 𝑦𝑏𝑠 )

2 ⩾ (𝑑𝑐𝑐 + 𝑑𝑚𝑟 )2, (25)

where 𝑥𝑏𝑠 and 𝑦𝑏𝑠 are the x-coordinate and y-coordinate of the
center of hotspot bump 𝑏𝑠 . 𝑑𝑐𝑐 is the radius of the circumscribed
circle of the macro𝑚𝑖 . 𝑑𝑚𝑟 is the radius of the margin region. To
maintain the proper spacing between macros and hotspot bumps,
the circumscribed circles of macros are induced to satisfy the bump
margin constraints as shown in Fig. 5.

Finally, the two-level objective is combined and formulated as:

inf 𝛽1×𝑤𝑙 +𝛽2×𝑜ℎ𝐶 +𝛽3×𝑜ℎ𝑃 +𝛽4×
∑︁
𝑝𝑙 ∈𝑃

𝑎𝑝𝑙 +𝛾 ×
∑︁
𝑐𝑘 ∈𝐶

𝑎𝑐𝑘 . (26)

According to Equation (2),
∑
𝑐𝑘 ∈𝐶 𝑎𝑐𝑘 is added into Equation (3) to

simultaneously optimize the two-level objective. Furthermore, since
the priority of Equation (3) is higher than that of Equation (2), 𝛾 ,
which is a user-defined coefficient, is set to a tiny value.

3.2 Partition-Based MP Method
Due to the complexity of the one-pass MP (OPMP) method, it is
difficult for the solutions to converge. Therefore, a partition-based
MP method, parMP, is proposed corresponding to the conventional
physical design flow. The first stage is the partitioning of macros.
The macros should be partitioned into different chiplets. The chiplets
should be partitioned into different packages. In this stage, an MP
model is formulated and solved by MP solver. The second stage is
the floorplanning of macros. Compared with OPMP, a simplified MP
model is formulated and solved by MP solver in this stage.

For the first stage, Equations (12)–(13) are necessary to constrain
the assignment of macros and chiplets. Equations (14)–(15) are also

Circuscribed Circle
Macro

Bump

Margin Region

Figure 5: The illustration for the bump margin constraints.

necessary to keep the balance between different chiplets. The objec-
tive of this stage is formulated as:

inf 𝛽2 × 𝑜ℎ𝐶 + 𝛽3 × 𝑜ℎ𝑃 , (27)
where 𝑜ℎ𝐶 and 𝑜ℎ𝑃 are calculated by the same method as those in
Equation (26). The calculation based on the set of edges is shown
below. The set of edges 𝐸 is extracted from 𝑁 . Each 𝑒𝑖, 𝑗 ∈ 𝐸 connects
the start macro 𝑚𝑖 and the terminal macro 𝑚 𝑗 of a net. For each
edge 𝑒𝑖, 𝑗 ∈ 𝐸, the inter-chiplet cost 𝑜ℎ𝑐𝑒𝑖,𝑗 , which is a 0-1 variable, is
formulated as:

𝑜ℎ𝑐𝑒𝑖,𝑗 ⩾ 𝑡𝑖,𝑘 − 𝑡 𝑗,𝑘 , ∀𝑐𝑘 ∈ 𝐶, (28)
𝑜ℎ𝑐𝑒𝑖,𝑗 ⩾ 𝑡 𝑗,𝑘 − 𝑡𝑖,𝑘 , ∀𝑐𝑘 ∈ 𝐶. (29)

If the two macros belong to the same chiplet, 𝑜ℎ𝑐𝑒𝑖,𝑗 is 0. If the two
macros belong to different chiplets, 𝑜ℎ𝑐𝑒𝑖,𝑗 is 1. Therefore, 𝑜ℎ𝐶 can be
formulated as:

𝑜ℎ𝐶 =
∑︁

𝑒𝑖,𝑗 ∈𝐸
𝑜ℎ𝑐𝑒𝑖,𝑗 . (30)

For each edge 𝑒𝑖, 𝑗 ∈ 𝐸, 𝑣𝑖,𝑙 is used to identify whether macro𝑚𝑖

belongs to package 𝑝𝑙 and can be formulated as:
𝑣𝑖,𝑙 =𝑚𝑎𝑥

(
0, {𝑡𝑖,𝑘 + 𝑢𝑘,𝑙 − 1|∀𝑐𝑘 ∈ 𝐶}

)
. (31)

If 𝑣𝑖,𝑙 is 1,𝑚𝑖 belongs to 𝑝𝑙 ; otherwise,𝑚𝑖 does not belong to 𝑝𝑙 .
Like Equations (28)–(29), the inter-package cost 𝑜ℎ𝑝𝑒𝑖,𝑗 , which is a 0-1
variable, can be formulated as:

𝑜ℎ
𝑝
𝑒𝑖,𝑗 ⩾ 𝑣𝑖,𝑙 − 𝑣 𝑗,𝑙 , ∀𝑝𝑙 ∈ 𝑃, (32)

𝑜ℎ
𝑝
𝑒𝑖,𝑗 ⩾ 𝑣 𝑗,𝑙 − 𝑣𝑖,𝑙 , ∀𝑝𝑙 ∈ 𝑃 . (33)

If the two macros belong to the same package, 𝑜ℎ𝑝𝑒𝑖,𝑗 is 0. If the two
macros belong to different packages, 𝑜ℎ𝑝𝑒𝑖,𝑗 is 1. Therefore, 𝑜ℎ𝑃 can
be formulated as:

𝑜ℎ𝑃 =
∑︁

𝑒𝑖,𝑗 ∈𝐸
𝑜ℎ

𝑝
𝑒𝑖,𝑗 . (34)

For the second stage, the constraints which are not considered in
the first stage are formulated. The objective is formulated as:

inf 𝛽1 ×𝑤𝑙 + 𝛽4 ×
∑︁
𝑝𝑙 ∈𝑃

𝑎𝑝𝑙 + 𝛾 ×
∑︁
𝑐𝑘 ∈𝐶

𝑎𝑐𝑘 . (35)

3.3 Hierarchical MP Method
According to the experimental results, the convergence speeds of the
one-pass MP (OPMP) method and the partition-based MP (parMP)
method are not fast enough. Therefore, a hierarchical MP method,
hieMP, is proposed in this section. The design flow of hieMP is shown
in Fig. 6. hieMP can be divided into two stages. The first stage is
MP-based partition for chiplets and packages. In this stage, the same
model as the first stage of parMP is built and solved by MP solver.
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Figure 6: The design flow of hieMP.

The macros are assigned to chiplets, and the chiplets are assigned
to packages. Both the inter-chiplet and the inter-package cost are
optimized.

The second stage is hierarchical floorplan. This stage has four
steps, including: (1) MP-based partition for batches; (2) low-level
macro floorplan; (3) high-level batch floorplan; and (4) macro adjust-
ment. The illustration of the design flow is shown in Fig. 7.

In the first step, a user-defined batch size 𝑏ℎ𝑠 , which is the basic
number of macros in a batch, is specified. 𝑏ℎ𝑠 should be assigned a
proper value for the tradeoff between runtime and solution quality.
Users can set 𝑏ℎ𝑠 according to the geometric property of each macro
and the expected batch number of each chiplet. For each chiplet
𝑐𝑘 ∈ 𝐶 , the number of batches is calculated as:

|𝐵𝐻𝑐𝑘 | = |𝑀𝑐𝑘 |/𝑏ℎ𝑠, (36)

where 𝐵𝐻𝑐𝑘 and 𝑀𝑐𝑘 represent the set of batches and the set of
macros belonging to 𝑐𝑘 , respectively. For each macro𝑚𝑐𝑘

𝑖
∈ 𝑀𝑐𝑘 , it

should belong to one batch and thus can be constrained as:∑︁
𝑏ℎ

𝑐𝑘
𝑗

∈𝐵𝐻𝑐𝑘

𝑤𝑖, 𝑗 = 1, ∀𝑚𝑐𝑘
𝑖

∈ 𝑀𝑐𝑘 , (37)

where 𝑤𝑖, 𝑗 is a 0-1 variable representing whether𝑚𝑐𝑘
𝑖

is assigned
to 𝑏ℎ

𝑐𝑘
𝑗
. To balance the number of macros in each batch, 𝑤𝑖, 𝑗 is

constrained as:

𝑏ℎ𝑠𝑙𝑏 ⩽
∑︁

𝑚
𝑐𝑘
𝑖

∈𝑀𝑐𝑘

𝑤𝑖, 𝑗 ⩽ 𝑏ℎ𝑠𝑢𝑏 , ∀𝑏ℎ𝑐𝑘
𝑗

∈ 𝐵𝐻𝑐𝑘 , (38)

where 𝑏ℎ𝑠𝑙𝑏 and 𝑏ℎ𝑠𝑢𝑏 represent the lower bound and the upper
bound of batch size. They are user-defined values. The objective
of this step is to minimize the interconnection between different
batches. The calculation of interconnection is similar to that of 𝑜ℎ𝐶 .
The area of macros in each batch can also be balanced based on
the similar inequality, however, it is not easy to control the area
conditions since the differences of the macro areas can be very large.

As shown in Fig. 7, the macros of each chiplet are partitioned into
different batches in the first step. Then, the floorplanning solution
of each batch is generated in the second step. An MP method is
formulated and solved by MP solver for the second step. To avoid
the overlap between macros, the constraints like Equations (4)–(9)

Package Chiplet Batch

Figure 7: The illustration of hieMP.

should be formulated. The objective is to minimize the area of each
batch. For each batch 𝑏ℎ𝑐𝑘

𝑗
∈ 𝐵𝐻𝑐𝑘 , the objective is formulated as:

inf 𝑤
𝑐𝑘
𝑗

× ℎ
𝑐𝑘
𝑗
, (39)

where𝑤𝑐𝑘
𝑗

and ℎ𝑐𝑘
𝑗

represent the width and height of 𝑏ℎ𝑐𝑘
𝑗
, respec-

tively. This step is an iterative process with the increase of dead
space ratio. The fixed-outline of each batch 𝑏ℎ𝑐𝑘

𝑗
is calculated based

on the dead space ratio 𝑑𝑠𝑟 as:

𝑤𝑏ℎ = ℎ𝑏ℎ =

√︃
𝑎𝑏ℎ
𝑀

× (1 + 𝑑𝑠𝑟 ), (40)

where𝑤𝑏ℎ , ℎ𝑏ℎ , and 𝑎𝑏ℎ𝑀 represent the width of the fixed-outline, the
height of the fixed-outline, and the total area of the macros belonging
to 𝑏ℎ𝑐𝑘

𝑗
, respectively. The initial 𝑑𝑠𝑟 is 0.1. For each iteration step, 𝑑𝑠𝑟

increases by 0.5. If the feasible floorplanning solution is generated
by the MP method, the iteration will end.

In the third step, all the batches are processed to construct the
multi-package architecture. An MP model is formulated like that of
the second stage of parMP and solved by MP solver. However, the
complexity of this step is efficiently reduced compared with parMP
because of the hierarchical structure. The transform from macros to
batches reduces the number of the processed components.

Finally, the absolute coordinates of macros are calculated in the
last step. Because the macros can only get the relative coordinates
corresponding to batches in the second step.

4 EXPERIMENTAL RESULTS
The proposed methods in this work are implemented in C++ lan-
guage on a Linux server with 64GB memory. Since the related work,
such as [15] and [16], only processed the entire chiplets, the macros
were not considered. Therefore, these benchmarks are not suitable
for the problem in this work. The conventional benchmarks GSRC,
which are also adopted in [10], are chosen in this work. Due to the
limitation of pages, the details of GSRC can be obtained from [22].
The Gurobi optimizer [23] is adopted in this work to solve the MP
models. In this paper, the proposed methods are tested for two pack-
age architectures, including multi-chiplet single-package (MCSP)
architectures and multi-chiplet multi-package (MCMP) architectures.
Each MCSP architecture includes two chiplets and one package, and
each MCMP architecture includes four chiplets and two packages.



Table 1: The comparison of the proposed methods.

Method Benchmark HPWL (𝜇𝑚) 𝑜ℎ𝐶 PA (𝜇𝑚2) 𝑎𝑟 (%) WPG (×10−4 𝜇𝑚) Cost Time (min) Ratio Speedup

OPMP

n10 52189 28 233070 99.66 7.68 285541.32 483.26 1.00 1.00
n30 164024 79 250120 97.47 6.52 414936.44 482.46 1.00 1.00
n50 229227 171 274032 96.64 5.87 504971.65 480.65 1.00 1.00
n100 N/A N/A N/A N/A N/A N/A 480.07 N/A N/A
n200 N/A N/A N/A N/A N/A N/A 480.14 N/A N/A
n300 N/A N/A N/A N/A N/A N/A 480.22 N/A N/A

parMP

n10 52929 18 239030 97.67 8.22 292141.33 34.85 1.02 13.87
n30 160951 37 242638 99.59 6.90 403961.42 422.18 0.97 1.14
n50 202828 105 279760 96.85 6.05 483640.71 420.27 0.96 1.14
n100 N/A N/A N/A N/A N/A N/A 426.34 N/A N/A
n200 N/A N/A N/A N/A N/A N/A 480.14 N/A N/A
n300 N/A N/A N/A N/A N/A N/A 480.16 N/A N/A

hieMP

n10 60709 18 259598 94.36 9.75 320489.45 1.21 1.12 398.24
n30 179152 39 266505 97.95 7.03 446049.61 60.89 1.07 7.92
n50 233783 107 262980 98.59 6.09 497835.59 43.63 0.99 11.02
n100 275231 140 227052 86.58 4.40 503684.97 73.03 N/A N/A
n200 525278 286 201600 98.85 6.54 729739.99 139.32 N/A N/A
n300 737555 331 315840 99.47 14.03 1056708.14 141.96 N/A N/A

4.1 The Convergence of the Proposed Methods
In this section, the convergence of the proposed methods is analyzed.
The data of this section is generated from n10 which is a benchmark
with 10 macros. The package architecture is MCSP. To illustrate
the difference of the convergence of the proposed methods, the
gap between the feasible solution of each optimization step and the
final optimized solution is normalized as shown in Fig. 8. The ratio
represents the normalized gap. The ratio is 1 means that the current
feasible solution is an initial solution. The ratio is 0 means that the
final optimized solution has been generated. As shown in Fig. 8,
the solutions gradually converge to the final optimized solution
with the increase of time. hieMP has the best convergence speed
compared with the other methods. hieMP can get the final optimized
solution within 200 seconds. However, parMP and OPMP cannot
converge within 1000 seconds. For parMP and OPMP, parMP has
better convergence speed. In conclusion, the efficiency of hieMP is
better than that of parMP and OPMP.

4.2 The Comparison of the Proposed Methods
In this section, the optimization of different factors is compared
between the proposed methods. The methods are analyzed based
on the MCSP architecture. The experimental results are shown in
Table 1, where “HPWL”, “𝑜ℎ𝐶 ”, “PA”, “𝑎𝑟”, “WPG”, “Cost”, “Time”,
“Ratio”, and “Speedup” represent the estimated wirelength based on
the half perimeter wirelength model, the inter-chiplet cost, the total
area of packages, the ratio of chiplet to package area, the maximum
warpage from the centers of packages to all the edges of packages,
the total cost, the runtime, the ratio of the total cost compared with
OPMP, and the speedup ratio compared with OPMP, respectively.
“Cost” is calculated based on Equation (26). The coefficients 𝛽1, 𝛽2,
𝛽3, 𝛽4, and 𝛾 are set to 1, 10, 100, 1, and 0.00001, respectively. These
settings are also adopted in the proposed methods.

Since the problem solved in this work is complicated, it is difficult
for solutions to converge to the final optimized solution. Therefore,

Figure 8: The convergence curves of n10.

the runtime of the MP solver is limited to generate the best-effort
solutions. The runtime limitation of OPMP is 8 hours. The runtime
limitations of the two stages in parMP are 1 hour and 7 hours, re-
spectively. The runtime limitation of the first stage in hieMP is 1
hour. For the second stage of hieMP, the runtime limitations of the
partition of batches for each chiplet, the floorplan of each batch, and
the high-level batch floorplan are 100 seconds, 50 seconds, and 1
hour, respectively.

For the two baselines, OPMP can achieve better solutions for n10
compared with parMP. However, since the convergence of parMP is
better than that of OPMP, parMP can achieve better solutions com-
pared with OPMP within the limited runtime for larger benchmarks.
Furthermore, both OPMP and parMP cannot generate feasible solu-
tions for large benchmarks, including n100, n200, and n300, within
the limited runtime.

hieMP can generate feasible solutions for all benchmarks within
the limited runtime. Since the macros are partitioned into multiple
batches in hieMP and the batches are placed within limited bounding
boxes, hieMP cannot achieve better solutions compared with OPMP



Table 2: The comparison of different package architectures.

Benchmark MCSP MCMP
𝑜ℎ𝐶 𝑜ℎ𝑃 PA (𝜇𝑚2) WPG (×10−4 𝜇𝑚) 𝑜ℎ𝐶 𝑜ℎ𝑃 PA (𝜇𝑚2) WPG (×10−4 𝜇𝑚)

n100 140 0 227052 4.40 266 152 205503 3.88
n200 286 0 201600 6.54 613 329 201701 4.82
n300 331 0 315840 14.03 666 379 323199 9.30
Ratio 1.00 N/A 1.00 1.00 2.02 N/A 0.98 0.76

Figure 9: The MCSP architecture of n300.

and parMP for n10 and n30. For these small benchmarks, OPMP and
parMP are applicable. However, hieMP can achieve better solutions
with shorter runtime for n50, which shows the efficiency of hieMP.
The solution of hieMP for n300 with the MCSP architecture is shown
in Fig. 9. The red box and the black boxes represent the package and
the two chiplets in the MCSP architecture, respectively.

4.3 The Comparison of Different Architectures
The proposed methods are also applicable for the MCMP archi-
tectures. The experimental results of hieMP are shown in Table 2.
Since n10–50 are not larger enough to construct two packages, these
benchmarks are not tested. According to the experimental results in
Table 1, OPMP and parMP cannot converge within the limited run-
time, therefore, these methods are not tested. The “𝑜ℎ𝑃 ” represents
the inter-package cost. Since the small benchmarks are not suitable
for the MCMP architectures, the three representative benchmarks,
n100–300, are chosen to compare the differences of the two package
architectures. As shown in Table 2, the factors related to the reliabil-
ity issues, including “PA” and “WPG”, are effectively optimized by
the MCMP architectures. Compared with the MCSP architectures,
the MCMP architectures can achieve 2% reduction of package area
on average. The MCMP architectures can also achieve 24% reduction
of warpage on average. However, it is predictable that the optimized
“𝑜ℎ𝐶 ” and “𝑜ℎ𝑃 ” of the MCMP architectures are larger than those
of the MCSP architectures. The users can choose proper package
architectures based on the proposed methods according to the bot-
tleneck of systems. For example, if the bottleneck of a system is
reliability, such as warpage, the MCMP architectures can be chosen

Table 3: The effectiveness of warpage control.

Item PA (𝑚𝑚2) Ratio WPG (𝜇𝑚) Ratio
Non-Control 215716 1.00 62.56 1.00

Control 205425 0.95 52.11 0.83

and optimized by hieMP. If the bottleneck of a system is interconnec-
tion cost, the MCSP architectures can be chosen and optimized by
hieMP. Therefore, on the one hand, hieMP is effective to optimize the
reliability issues for the multi-package co-design problem. On the
other hand, hieMP can also help the users to choose proper package
architectures with the tradeoff between performance and reliability.

4.4 The Effectiveness of Warpage Control
For hieMP, the ability of warpage control is analyzed in this sec-
tion. Since the unit of benchmarks, which is 𝜇𝑚, is too small com-
pared with the practical packages, the experimental results shown
in Table 1 and Table 2 are not generated based on the challenging
threshold of warpage. Furthermore, the approximate warpage model,
shown in Equation (20), is not suitable for tiny package size, which is
not practical. Therefore, the warpage control of hieMP is tested based
on the modified unit, which is 50 𝜇𝑚, in this section. The threshold of
warpage, which is the𝑤𝑝𝑔𝑡𝑝𝑙 of Equations (21)–(22), is set to 60 𝜇𝑚.
The benchmark n200, where the𝑤𝑝𝑔𝑥𝑝𝑙 and𝑤𝑝𝑔

𝑦
𝑝𝑙

of Equations (21)–
(22) have the largest gap, is chosen to test hieMP. The experimental
results are listed in Table 3. Compared with the hieMP without the
warpage control, the complete hieMP can achieve 5% reduction of
package area, and 17% reduction of warpage. In conclusion, hieMP
can effectively optimize reliability.

5 CONCLUSION
The multi-package architecture is a popular alternative to optimize
the reliability and cost for advanced packages. To the best of our
knowledge, this is the first work to overcome the primary chal-
lenge of the multi-package co-design problem, which is the tradeoff
between interconnection cost and reliability. Three mathematical
programming methods, including OPMP, parMP, and hieMP, are
proposed to optimize the interconnection cost and reliability for the
proposed problem. Compared with the two baselines, OPMP and
parMP, the hierarchical mathematical programming method (hieMP)
has the better efficiency to effectively optimize the interconnection
cost and reliability issues, including warpage and bump stress, for
large benchmarks. Furthermore, hieMP can also help for users to
choose proper package architectures considering the tradeoff be-
tween performance and reliability.
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