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1 Background

To help meet high performance and low power demands in many applications, heterogeneous multiprocessor systems-
on-a-chip (MPSoCs) that integrate I/O components, processing units as well as dedicated hardware and memory
on a single silicon die have been introduced [1]. The heterogeneity of an MPSoC system is in the sense that the
functionality and computing capability of processing units such as CPU and GPU are distinctively different. In gen-
eral, heterogeneous MPSoCs can be classified into performance-heterogeneous MPSoC (PH-MPSoC) and function-
heterogeneous MPSoC (FH-MPSoC) [2]. In a PH-MPSoC, cores having the same functionality but different power-
performance characteristics are interspersed together, whereas in an FH-MPSoC, cores having very different func-
tionality are integrated on the same die. For example, Nvidia’s Jetson TX2 board is the so-called PH-MPSoC as it
adopts ARM big.LITTLE architecture which integrates high-performance cores with low-power cores.

Heterogeneous MPSoCs are widely deployed in embedded systems. In such systems, soft-error reliability (SER)
due to transient faults and lifetime reliability (LTR) due to permanent faults both are imperative design concerns.
Transient faults (leading to soft errors) appear for a short time and then disappear without damage to the hardware,
and are caused by cosmic radiation or electromagnetic interference (see Fig. 1(a)). Permanent faults (leading to
hard errors) continue to exist until the faulty hardware is repaired or replaced, and are caused by circuit wear-out or
manufacturing defects (see Fig. 1(b)) .

2 Soft-Error Reliability Model

Soft errors are modeled by the exponential distribution with an average rate r. The fault rate r indicates the expected
number of failures occurring per second and it exponentially increases with reduction of core frequency [3]. Suppose
r( f ) is the core’s fault rate running at frequency f . It is expressed as

r( f ) = r0 ·10
ω(1− f )
1− fmin , (1)

where r0 is the core’s fault rate at the maximal frequency fmax, ω is a hardware-dependent constant that indicates the
sensitivity of fault rate to frequency scaling, and fmin is the core’s minimum frequency. Clearly, reducing frequency
leads to exponential increase in fault rate. The SER of a task is defined as the probability of being successfully exe-
cuted without suffering any transient faults. Using the exponential failure model, the task SER during the execution
time et is formulated as

SER = e−r( f )·et . (2)
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Figure 1: Soft and hard errors.

3 Lifetime Reliability Model

Multiple wear-out effects can lead to permanent faults. We consider wear due to electromigration (EM), stress
migration (SM), time-dependent dielectric breakdown (TDDB), and thermal cycling (TC). Wear due to EM, SM,
or TDDB exponentially depends on the chip temperature while wear due to TC relies on not only the temperature
amplitude but also the cycle maximum temperature [4]. For improving LTR, the chip temperature and the thermal
cycling effects both should be mitigated. Mean time to failure (MTTF) is commonly utilized to quantify LTR. The
formulas to derive the MTTFs due to EM, SM, and TDDB as well as the number of cycles to failure due to TC are
described below.

•
MT T FEM =

AEM

Dλ
e

EactEM
BT , (3)

where AEM denotes a hardware specific constant, D denotes the current density, EactEM denotes the active
energy for EM, λ denotes an empirical constant, B denotes the Boltzmann constant, and T denotes the runtime
temperature [5].

•
MT T FTDDB = ATDDB(

1
V
)(ϑ1−ϑ2T )e

ϑ3+ϑ4/T+ϑ5T
BT , (4)

where ATDDB denotes a fitting constant, V denotes the supply voltage, and ϑ1−ϑ5 denote empirical fitting
parameters [6].

•
MT T FSM = ASM|T0−T |−λ e

EactSM
BT , (5)

where ASM denotes a fitting constant, T0 denotes the mental deposition temperature, and EactSM denotes the
activation energy for SM [7].

•
NTC = ATC(∆T −Tth)

qe
EactTC
BTmax , (6)

where ATC denotes an empirical constant, ∆T denotes the amplitude of thermal cycling, Tth denotes the tem-
perature where inelastic deformation begins, q denotes the Coffin-Manson exponent constant, EactTC denotes
the activation energy for TC, and Tmax denotes the maximal temperature during the cycle [8].
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4 Resource Management for Improving Reliability

Numerous investigations have been made into resource management for improving reliability. Chou et al. [9] de-
veloped an efficient fault-aware resource management scheme for network-on-chip (NoC) systems. In this scheme,
spare cores on the chip are carefully placed to improve system SER and LTR. Das et al. [10] proposed a genetic
heuristic that increases system reliability by determining task-to-core mapping and task operating frequency. Dy-
namic voltage and frequency scaling aware and Q-learning based optimization techniques [11] are designed for
multicore systems in the presence of both permanent and transient faults. Zhou et al. [12] proposed to use MTTF to
evaluate SER and LTR, and derived a novel analytical formula for calculating the MTTF of a core due to transient
faults. Although these methods are effective in improving SER and LTR, they do not consider the heterogeneity of
MPSoCs.

Recently, several efforts are made into increasing SER and LTR for heterogeneous MPSoCs. Yue et al. [13]
presented two dynamic recovery based scheduling algorithms for improving system SER under the deadline as
well as LTR constraints. The SER is increased by recovering failed tasks and the LTR is ensured by reducing
core’s frequencies. Considering the effects of hardware- and task-level variations on reliability, Zhou et al. [14]
proposed a resource management scheme to maximize SER for real-time applications running on heterogeneous
MPSoCs without violating the deadline, peak temperature, and LTR constraints. Especially for the big.LITTLE type
heterogeneous MPSoCs, Yue et al. [15] developed an on-line framework for increasing SER while meeting the LTR
constraint. Unlike the approaches [13, 14, 15], an evolutionary-based task scheduling algorithm that determines the
execution order, allocation, replication and frequency of tasks, is proposed by Zhou et al. [16] to address the problem
of maximizing SER and LTR under the requirements of satisfying energy budget, deadline, and task precedence.
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Real-Time Boiler Control Optimization with Machine Learning

Yukun Ding, Yiyu Shi
University of Notre Dame

1 Introduction

As coal-fired power plants currently produce 41% of global electricity [31], proper control of coal-fired boilers
in producing electricity is not only essential to the safety of power plant operation, but also directly affects boilers
stability, energy efficiency, and sustainability, thus having huge socioeconomic and environmental impacts [11]. How
to optimally control boilers’ operating condition in real-time is, however, difficult. The combustion process inside
a boiler is highly complex and nonlinear with strong-coupling and time-delayed influences. It is well understood in
literature that it is not easy to achieve high efficiency in operating large utility boilers and most existing practices in
the industry are highly sub-optimal [5].

Nonuniform temperature distribution inside a boiler is known to cause tube rupture, a frequent failure mechanism
for boiler operations. But to maintain a uniform temperature distribution inside a boiler is difficult even for domain
expert in practice due to the dynamic air flow inside the boiler. One of the most frequently used practices to deal with
nonuniform temperature distribution is spraying water inside a boiler, which introduces unnecessary efficiency loss
and additional operating cost [11, 22]. Another practice is to remold a boiler by re-arranging super-heater panels
to alleviate the uneven temperature distribution [37], which requires to shut down the boiler and cannot be done
in real-time. Temperature distribution inside a boiler has been studied using various computational fluid dynamics
(CFD) methods under steady-state conditions [11, 22]. However, employing the CFD methods for real-time boiler
control is not feasible because of the extremely high computational cost of solving the CFD models [2].

To avoid solving the physical-based CFD models, researchers have proposed to use machine learning-based
methods to predict boiler temperature or other related parameters in order to control boiler combustion process
[17, 16, 42]. However, such formulations have mainly focused on reduction of pollutant emission, not for the uniform
distribution of temperature inside boilers. There are some works focusing on the boiler efficiency optimization [9, 15]
where external measurements (e.g. exhaust gas temperature) are used to estimate the boiler efficiency through some
models due to the difficulties in obtaining temperatures within the boiler. Instead, in this work we have collected
the temperature distribution data within the boiler from our industry partner, which allows precise and accurate
observation of the combustion efficiency and stability. Moreover, due to the strong-coupling, nonlinear and large
time delay characteristics of boilers, existing solutions using neural networks often result in a complicated black-
box optimization problem and thus can hardly ensure good real-time performance [16, 32, 42, 5].

In this paper, we use a new formulation to the boiler control optimization problem based on inputs from industry,
i.e., maintaining a uniform distribution of temperature in different zones and a balanced oxygen (O2) content from
the flue in a coal-fired power plant. We develop a new but practical solution framework to solve the proposed real-
time control optimization problem by combining machine learning and optimization techniques. We validate the
formulation and show high solution quality using a real industry boiler dataset. Our results suggest that, in specific
scenarios, a dedicated system with simpler models can be more desirable than using more powerful models in terms
of both performance and computational efficiency.

The rest of the paper is organized as follows. We first give a background about the boiler control problem.
Then we present our formulation of the problem and the solution. We then report the experimental results and make
conclusions.

2 Background

We give a brief introduction of the operation of a power plant boiler. Pulverized coal is fed into the furnace from
different coal feeders with a proper volume of airflow, both of which are controlled by their respective throttle
openings to maintain a desired air-to-fuel ratio for combustion. The water circulates in a water-steam system and
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absorbs the radiation energy from the furnace continuously until it becomes high-pressure superheated steam in the
superheater. Through the steam turbines, the thermal energy is transferred to mechanical work and finally becomes
electricity through generators. In a power plant, a central controller determines the desired setpoints for various
subsystem controllers, a critical one of which is the combustion controller that determines the feed rates of coal and
airflows [19].

Since combustion quality ultimately determines the production efficiency, we focus on combustion control in this
paper. In general, higher temperature inside the furnace and lower O2 content in the flue indicate higher efficiency.
But to ensure sustainably high combustion efficiency and stability, it is desirable to also maintain a balanced high
temperature distribution and low O2 content in the flue, as a balanced distribution of both temperature and O2 content
indicates that both flames and pressures are uniformly distributed, and thus promising the stability and safety of the
boiler. However, existing formulations [16, 32, 14, 42] have not considered the temperature distribution, and not
mentioned the distribution of O2 content.

In current industry practice, the combustion controller consists of a set of PI/PID controllers and pre-computed
set-pints (computed theoretically and fine-tuned empirically). The well-established control system based on PI/PID
was improved by advanced PI/PID controller such as auto-tuning PID [39]. In recent years, machine learning-
based prediction control has been studied widely and included in commercial boiler control solutions [13, 15].
The prediction model was used for steady state optimization initially and then gradually for real-time optimization
[23, 27, 19, 6]. From the algorithm perspective, the modeling approaches are dominated by neural networks and their
variants, e.g. vanilla feed-forward network, radial basis function (RBF) network, double linear fast learning network
[17, 16, 5]. The optimization problems are solved by various heuristic search algorithms, e.g. genetic algorithm
(GA), differential evolution (DE), particle swarm optimization (PSO), ant colony optimization (ACO) [44, 24, 41].
Even though the recent advancement on more computationally efficient neural network [3, 33, 35, 18, 25, 34, 10, 36],
due to the considerable number of variables, the computational requirement remains a challenge which degrades the
real-time performance [43].

3 Problem Formulation and Solution Framework

We formulate a new boiler control problem in this section by not only maintaining a high temperature and low O2
content, but also maintaining a uniform distribution of temperature in different zones and O2 content inside the flue
in a coal-fired power plant. The goal of achieving a balanced distribution of temperatures and O2 content can be
captured by a quadratic penalty function of the deviation of temperatures from the average value and the difference
between O2 content from two sides in the flue. Certainly there are other options but quadratic penalty function is
employed, because it is differentiable, suitable for capturing the deviation from the desired value, and relatively
simple for optimization. For effective combustion, we also want to maintain a high temperature and low O2 content
inside a boiler. Together, we can use a weighted sum of these components as our objective with the constraints under
real operation such as the given range of controllable variables and their sum. The polynomial objective function has
four terms, indicating the variance of temperature in different zones, the difference of O2 content in two sides of flue,
the average temperature, and the average O2 content, respectively. The problem needs to be solved continuously for
every time stamp t based on data including operations from t−1 and prior in order to achieve the goal of real-time
control for the boiler. f T

i and f O
j define prediction models for temperature and O2 respectively where i and j denote

the index of models for temperature and O2 content at different zones.
The structure of proposed real-time boiler control framework is shown in Figure 1. The prediction models, f T

i
and f O

j trained on historical data, provide the symbolic expression of temperature and O2 content based on control
variables and other measured uncontrollable variables, which are denoted as xt−1 and Mt−1 respectively. In every
time step, Mt−1 in the symbolic expression will be replaced by the latest observed values and only the controllable
variables xt−1 and the optimization objective Vt remain. Then the optimization model takes the resulted expression
and solves the nonlinear programming problem to give the optimal combination of controllable variables, which is
the control input to the boiler. An error compensation module, which will be discussed later, is employed to further
improve the prediction accuracy. The time cost for solving the optimization model at every time step depends on the
choice of optimization algorithm and the complexity of the problem determined by the prediction model. Since the
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control loop needs to be continuously solved for every time step as soon as possible, the runtime performance of the
optimization model is the critical consideration.

Figure 1: Structure of the solution framework

We employ machine learning-based approaches for predicting both temperature and O2 content. We notice that
there is a special mathematical structure of the given problem that the constraints are linear with respect to control-
lable variables x and the objective is quadratic with respect to the predicted values T (i) and O(i). Therefore, among
many possible choices of machine learning techniques, we use the epsilon-support vector regression (ε-SVR) with
linear kernel [29] as the prediction model. Such a choice will render a nice mathematical structure for the optimiza-
tion model, which in turn enables us to choose an effective optimization technique to solve the problem efficiently.
We obtain the linear prediction models through the ε-SVR linear kernel method. Plugging the function of the predic-
tion models back into the objective function with some rearrangement, we obtain a quadratic programming model
as follows (by dropping the subscript t for simplicity):

min
x

V (x) =
1
2

xTHx+ f Tx+ c

s.t Aq · x≤ bq; Ae · x = be; Bl ≤ x≤ Bu.
(7)

where H is a real symmetric matrix of coefficients, f is a vector of coefficients, and c is a constant term, all of
which can be easily constructed based on values from the prediction model. Aq, Ae, bq, be, Bl , and Bu are compact
representation of known constraints.

Therefore, at each time step, we end up with a quadratic programming problem for the optimization model.
We adopt an efficient algorithm for quadratic programming, the interior point convex (IPC) method [8, 20, 7]. It
uses a presolve procedure to remove redundancies and simplify constraints. It then tries to find a point where the
Karush-Kuhn-Tucker (KKT) conditions hold, and use multiple corrections to improve the centrality of the current
iteration.

As discussed before, the working mechanism of a coal-fired boiler is extremely complex and time-varying, and
not all factors are observable through measurements. Therefore, a machine learning-based prediction model of this
kind may produce time-related local bias because of the change of underlying hidden factors, such as the fluctuation
of coal quality and the restart of boilers. By borrowing an idea from the field of control, we add an error compensation
part to further improve the prediction accuracy by compensating the local bias, which is estimated by computing an
average difference between the actual output and predicted output for a prior window size of time steps, and adding
this value to the future predicted output to decrease residuals [38, 4]. At every time step, the latest prediction error
is obtained and the new compensation value is added to Tt(i) and Ot( j) as constants. The window size S is another
algorithmic tuning parameter of this method. Note that the error compensation can be effective because the input and
output are sampled from a physically continuous system, thus the adjacent prediction errors may implicitly stores
contextual information and can be used for better prediction. This work is also an example of how a well-trained
machine learning model can be improved by leveraging its physical meaning. This approach can be extended to
other applications, where prediction is made about a continuous system and prediction error is available in online
operation.

The prediction model is trained offline and does not need to be re-trained any more. The time to solve the opti-
mization problem dominates the latency in the control loop which is the lag from the observation to the correspond-
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ing control operations. Because the lag is not taken into consideration when building the prediction model according
the dataset, the closer the lag is to zero the better. It is also the reason to simplify the complex highly nonlinear
optimization problem to a quadratic programming problem, which is very important for a real-time solution.

4 Experimental Results

4.1 Experiment Setup

We conduct experiments using the real dataset collected by our industry partner from a production power plant boiler
as discussed before. It contains more than 13,000 samples collected in a span of more than two months at a sample
rate of 432 seconds. Each sample corresponds to a time stamp with 49 features including temperatures in six zones,
O2 content in two sides of flue, generation load, Nitric oxide in two sides of flue, twelve coal feed rates, and sixteen
throttle openings, etc.

For comparison purpose, we also implement different algorithms to show the effectiveness of our proposed algo-
rithm. The alternative options used for the prediction model include the ε-SVR with a RBF kernel, the classic three
layer feed forward neural network (NN) with tangent-sigmoid activation function for the hidden layer, the vanilla
recurrent neural network (RNN) [40], and the LSTM model [12]. The alternative options for the optimization model
include some popular heuristic search algorithms, including GA, DE, PSO, and Sequential Quadratic Programming
(SQP) [21]. All tuning parameters are selected by Bayesian optimization [26] or grid search on a validation dataset.

4.2 Comparison of Prediction Models

We first compare the prediction accuracy among the five prediction models. For each model, there are also different
ways of organizing the input data (or feature selection for ε-SVR based methods). Three variants are considered:
(A) non predicting data from the current time stamp, (B) all data from the current time stamp, and (C) all data from
both the current time stamp and a varying number of past time steps. Most existing work on boiler optimization uses
the type (A) data [42, 32, 5] as they assume a steady state model. Type (B) data is a special case of type (C) data
with zero previous time step data.

To show the importance of organizing input data properly, we apply all the three types of data to the first three
methods, and only type (B) data to RNN and LSTM models. The reason for the latter is that RNN and LSTM needs
time-dependent data and the models themselves can be trained to capture the time-delayed effect through internal
memories. The accuracy metrics used are averaged Mean Squared Error (MSE) and mean absolute percentage error
(MAPE) of the six zones for temperature and two side for O2. The prediction accuracy for temperature is reported
in Table 1. As it can be seen, for the first three methods, results from type (B) and (C) data are significantly better
than those from type (A) data and results from type (C) data are the best.

Table 1: Temperature prediction models

Model Data Type MSE MAPE

(A) 975.3 2.06%
SVR (linear) (B) 289.2 1.12%

(C) 164.8 0.82%
(A) 1860.1 2.88%

SVR (RBF) (B) 1199.8 2.24%
(C) 246.6 1.01%
(A) 1268.8 2.55%

NN (B) 344.4 1.23%
(C) 181.0 0.87%

RNN (B) 635.6 1.89%
LSTM (B) 841.7 1.98%
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Figure 2: Comparison of real temperature and predicted temperature in zone 1

In terms of methods, although RNN and LSTM seem to be the most suitable models for time series data, we
suspect the limited data size (albeit one of the largest in the literature) and the peculiarity of the system dynamics have
prevented RNN and LSTM from achieving a stable solution such that the hidden states memorizing past information
are weaker than raw data from past steps when supporting the subsequent predictions. The proposed ε-SVR linear
model performs the best with the least average MSE value. Even when comparing results from type (B) data for all
five methods, ε-SVR linear is still better than RNN and LSTM. The temperature prediction result on test dataset by
ε-SVR linear model is illustrated in Figure 2.

We also offer the following reasons to explain why our proposed ε-SVR with linear kernel performs the best.
First, the measurements of temperature and O2 content contain some outliers because of the unstable airflow inside
the boiler. The ε-SVR with `1 loss is less sensitive to such outliers when compared to the `2 loss in other methods.
Second, ε-SVR treats errors less than ε as zero, and is thus less sensitive to sensor noises than others, which further
helps to reduce unnecessary updates in the training process. Third, the simple linear regression is less likely to
be overfitting compared to those more complex nonlinear models. Moreover, even though NN can provide better
prediction performance, it cannot be used in the control system as it lead to a highly nonlinear optimization problem
which is too complex to be solved in real-time. The results of O2 prediction is quite similar to that in the temperature
prediction.

4.3 Impact of Error Compensation

In this section, we report the impact of error compensation on the solution quality. Different window sizes can be tried
on the historical data and the window size S can be selected with a trade-off between complexity and performance.
Figure 3 shows the impact of different window sizes of error compensation on temperature prediction in different
zones. The window size in x-axis indicates how many previous samples are used to calculate the error compensation,
which is the average error for previous predictions. The y-axis stands for how much MSE are reduced by using error
compensation with a given window size and thus the higher the better.

A rough rise and fall trend can be observed as expected in Figure 3. When the window size is small, which
means only a few latest errors are used to calculate the compensation, the error compensation makes prediction
worse (negative values in Figure 3) because high randomness dominates the compensation. When window size
increases, the compensation helps to reduce prediction errors and these curves reach a peak since a proper window
size enables us to discover a local bias covered by randomness. As the window size keeps increasing, these curves
fall down as too many prediction errors from long ago are used. If the window size reaches a very large value,
all curves will finally converge to a narrow range around zero because it leads compensation to a near-zero value,
which is not shown within this figure. It is worth noting that predicted temperatures with lower accuracy tend to get
more improvement from error compensation. We suspect those zones are more sensitive to some hidden factors and
thus have more apparent local bias. Similar observations also hold for O2 content prediction. We finally select 50 as
the window size for error compensation calculation to strike a right balance. With error compensation, we further
reduced the average MSE of temperatures and O2 content by 7.4% and 3.4% respectively.
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Figure 3: The reduced MSE versus window size of error compensation

More complicated approaches such as SVR and NN also have been tested, but surprisingly, even though they
get better result under some settings, the simplest average strategy gets the best and most stable performance overall
under this practical circumstance. This is probably caused by the high randomness of the boiler system and its
variance along with time.

4.4 Comparison of Optimization Algorithms

We compare various optimization algorithms on the test dataset using the best prediction model obtained in last
section. At each time step, the optimization algorithm will produce one objective value and for all test samples,
the objective values are collected for each model. We report the comparison results in Table 2, where the solution
quality is measured by the objectives collected for all test samples, and we report their mean, minimum, maximum
and standard deviation value for simplicity. The smaller the objective value, the better the solution quality. The
computation time is measured by the time to converge in seconds on a desktop with an Intel i5-4590 3.3GHz CPU.

Table 2: Comparison of different optimization algorithms

Solving Time Objectives

Algorithm (sec) Mean Min Max Std

IPC 0.16 0.085 -0.207 0.419 0.140
DE 81.5 0.127 -0.168 0.497 0.145

SQP 159 0.117 -0.189 0.434 0.138
PSO N/C 0.235 -0.121 0.599 0.151
GA N/C 0.586 0.158 1.093 0.234

We see from Table 2 that only IPC, DE, and SQP can provide a converged solution within the given time interval,
while PSO and GA cannot. IPC outperforms DE and SQP on both runtime and result quality significantly. This is
expected, as IPC is a most suited optimization algorithm for the special mathematical structure as derived in this
work, while other algorithms are generic optimization techniques.

Based on the same prediction model, we observe that solutions from IPC based control are able to reduce the
temperature standard deviation by 42.5%, and O2 content difference by 61.5% when compared to the the original
test data without optimization. At the same time, we see 32°C higher average temperature and 38.6% lower average
O2 content, indicating that the proposed model can also improve combustion efficiency simultaneously.
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5 Conclusions

Equipped with the unique dataset collected from a real power plant, we introduce a new formulation for boiler control
problem that focuses on maintaining not only high temperature and low O2 content, but also a balanced distribution
of temperature and O2 content. To overcome the foremost challenge of developing a real-time solution, we propose
a new algorithmic framework that incorporates a machine learning-based prediction model, an optimization model,
and an error compensation model. Experimental results validate the effectiveness and efficiency of the solution. The
solution framework can be extended to other Cyber-Physical Systems where the online control or optimization is
constrained by the complexity of prediction and its formulation.
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1 Introduction

On-chip power delivery network is an essential part of modern integrated circuits. With a sophisticated control by
the power management unit, an off-chip voltage level is converted and regulated to a dedicated voltage applicable
to the on-chip load circuits. Meanwhile, high power conversion efficiency is maintained as load current changes.
Components of a representative on-chip power delivery network [1, 2, 3, 4, 5, 6, 7, 8, 9] are shown in Figure 1.
Within this network, output voltage of an off-chip voltage converter is supplied to the global power grid through
VDD C4 pads. The inputs of on-chip voltage regulators (VRs) are connected to the global power grid and the out-
puts of on-chip VRs are connected to the local power grids. Global ground distribution supplies the ground plane
and is connected to the package through GND C4 pads. Multiple voltage domains can be enabled by the distributed
VRs providing disparate local power grids. Significant amount of work has been performed to demonstrate poten-
tial security vulnerabilities of shared resources within multi/many-core processors. One of these inevitably shared
resources is the constituent of the power management and delivery subsystem such as the global power grid shown
in Figure 1. Our recent works [10, 11] reveal a new covert channel due to shared power budget enforced by hier-
archical on-chip power management. In this article, a previously unexplored, novel class of analog covert channel
leveraging switching noise modulation is uncovered. The threat model and related mechanisms to form the covert
communication are detailed and proof of concept results are provided.

2 Threat Model

Covert channels make leakage of sensitive information possible even when there is no designated media for trans-
mission of such information [12]. The transmitting and receiving end can be, respectively, referred to as the source

Global power grid

Connected to off-chip voltage converter

Connected to package

Global ground
distribution

Local power grids

VDD C4 pads

GND C4 pads

On-chip VRs

Load circuits Load circuits

VR

VR

VR

VR

Figure 1: On-chip power delivery network.

VR1	
Load1	

Core1	

VR2	
Load2	

Core2	

Vdd1	

Vdd2	

VRn	
Loadn	

Coren	

Vddn	

Local	power	grids	

LoadnVRn

Load2VR2

Off-chip 
voltage 

converter

Global 
controller

Vddn

Source

Sink

G
lo

ba
l p

ow
er

 g
rid

Local power grids

Vin

Core1

Core2

Coren

On-chip 
components

VR: voltage 
regulator

: Power 
delivery 
network

: Power 
control 
signals

Definitions

Local 
controller

Load1VR1

Local 
controller

Local 
controller

Vdd1

Vdd2

LoadnVRn

Load2VR2

Off-chip 
voltage 

converter

Global 
controller

Vddn

Source

Sink

Gl
ob

al
 p

ow
er

 g
rid

Local power grids

Vin

Core1

Core2

Coren

On-chip 
components

VR: voltage 
regulator

: Power 
delivery 
network

: Power 
control 
signals

Definitions

Local 
controller

Load1VR1

Local 
controller

Local 
controller

Vdd1

Vdd2

Source	

Sink	

Off-chip	
voltage	
converter	

Gl
ob

al
	p
ow

er
	g
rid

	

Definitions	

VR:	voltage	
regulator	

:	Power	
delivery	
network	

Vin	

Figure 2: Power delivery network induced covert channel.

m ieee-cps.org Page 15

http://www.ieee-cps.org/


and sink. Both the source and sink can be either hardware components or software components sharing hardware
resources [13]. The source is assumed to have access to the sensitive information but not to the network, which can
be accessed by third parties. On the other hand, the sink is assumed to be capable of transmitting information through
the network but have no access to the sensitive information. Due to the existence of covert channels, the sensitive
information can be transmitted from the source to the sink and further to the third parties through the network. The
covert communication, however, is not apparent to the hardware and software layers residing in the same system.
In this article, on-chip VRs are considered as the source and sink. Covert communication is established through the
shared global power grid.

3 Proof of Concept Results
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As a proof of concept example, a power delivery net-
work consisting of an off-chip VR and multiple on-chip
VRs is considered, as shown in Figure 2. The output
voltage of the off-chip VR is connected to the global
power grid, which supplies the inputs of the on-chip
VRs. There are n cores with each powered by an on-
chip VR. The output of each on-chip VR is connected
to a local power grid providing the supply voltage of
the load circuit within that specific core. It is assumed
that the sink core is idle while the source core is active
when covert channel needs to be established. Without
loss of generality, low-dropout (LDO) regulators are im-
plemented as the on-chip VRs for this example. LDOs
similar to [5] are adopted and an RC chain model is uti-
lized for the power grid. Power grid parameters from
[14] are applied. The activity of the source is modeled
as a transient current at the output of VR1 with the pat-
tern decided by a random bit stream. When there is no
covert communication, the load current of VR1 consists
of some leakage current and this transient current. When
sensitive information needs to be transmitted from the
source to the sink, a periodic current encoding the in-
formation will be added to Load1. Meanwhile, as the
sink is idle, the load current of VR2, Load2, only carries
a small transient current and some leakage current. Due
to the added periodic current to Load1, fluctuations at
the input of VR1 are introduced as the control loop of
VR1 begins to respond. Such fluctuations also occur at
the input of VR2 due to the shared global power grid.
The control loop of VR2 also responds to maintain a
constant supply voltage Vdd2.

The transmission of the voltage fluctuations from the source to the sink core is simulated in Cadence according
to the above discussion utilizing a 45nm CMOS process. The simulation results with and without intentional noise
are demonstrated in Figure 3 with, respectively, blue and red lines. The encoded information reflected in the load
current of the source is shown in Figure 3a. The total load current of the source is shown in Figure 3b. The output
of VR1 experiences fluctuations due to the periodically switching load current as featured in Figure 3c which in
turn lead to fluctuations at the input of VR1 as shown in Figure 3d. Such fluctuations can further propagate to the
input of VR2 through the shared global power grid as can be seen from Figure 3e. This intentional noise generated
at the output of VR1 results in some fluctuations at the output of VR2 seen from Figure 3f. The control signal of
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VR2, which is visible to both the local and global controllers in a hierarchical power management system, is also
highly affected by the encoded information due to the tight integration of the power delivery network that consists
of the distributed VRs as demonstrated in Figure 3g. As supported by the preliminary data, the sensitive information
encoded in the form of a switching load current at the output of an on-chip VR can propagate through the global
power grid and be sensed by the local power controller of the other cores. Considering the digital control of on-chip
VRs that is implemented in state-of-the-art integrated systems, sensitive information carried by the control signal of
the on-chip VR at the sink side can be processed digitally without dedicated hardware.

4 Discussions

This proof-of-concept demonstrates the crucial need for security-aware design of on-chip power delivery network.
As the number of voltage regulators that co-reside on a single die increases, the distributed power delivery networks
require tighter integration which leads to the increased number of shared resources such as capacitors (be it flying or
decoupling), inductors, and most importantly the local and global power/ground interconnection network. Addition-
ally, the design of each individual VR becomes more complicated due to the challenges such as reliability, stability,
power efficiency, response time, area, and workload-awareness. Each additional feature to tackle any of these chal-
lenges would potentially make the power delivery network more vulnerable against covert communication attacks
similar to those explored in this paper. We claim that security should be included within these challenges early in
the design process not only at the system or architectural level but also at the low level (analog/mixed signal/digital)
circuit design.

5 Conclusions

On-chip power delivery network provides regulated voltage levels to the load circuits while at the same time is vul-
nerable to information leakage through shared resources. A power delivery network induced analog covert channel
enabled by shared global power grid and switching noise modulation is investigated in this article. Due to the strong
correlation between the input and output of on-chip VRs, fluctuations can be introduced at the input of VR at the
source side due to added switching load current. Such fluctuations propagate through the shared global power grid
and are finally sensed by the local power control circuitry of the other cores. Proof of concept results for the on-chip
power delivery network induced analog covert channel are demonstrated through Cadence simulations. Increased
design complexity and shared resources necessitate inclusion of security features at the early design stage.
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1 Introduction

Recent decades have witnessed the globalization of the integrated circuit (IC) supply chain propelled by the ever-
increasing design complexity and cost. However, such globalization comes at a cost. Although it has helped to
reduce the overall cost by the worldwide distribution of IC design, fabrication, assembly and deployment, it also
introduces serious intellectual property (IP) privacy violations due to reverse engineering [1, 2]. As shown in Figure
1, given a packaged IC, after de-packaging, de-layering, imaging and post-processing, the original circuit netlist can
be reconstructed. Over the last decade, such reverse engineering techniques have developed rapidly, demonstrating
successful reconstruction of products of leading semiconductor companies in advanced technology nodes [3].
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Figure 1: Physical reverse engineering flow.

To thwart reverse engineering, logic obfuscation techniques, including logic locking [4, 5, 6] and IC camou-
flaging [7, 8], are proposed to hide the critical circuit components against the attackers. IC camouflaging leverages
fabrication-level techniques to build circuits whose functionality cannot be easily deduced using known physical
reverse engineering techniques [7]. Camouflaging units and cells are first designed and then inserted throughout the
netlist with different insertion strategies in the IC camouflaging process. Logic locking arguments the original design
with additional key-controlled logic gates (i.e., key-gates), key-bits and an on-chip memory to enhance the circuit
programmability and hide the circuit functionality [9]. The correct circuit functionality only manifests itself upon
the programming of the correct key-bit.

The insertion of the key-gates or camouflaging cells for circuit obfuscation does not imply security against the
reverse engineering. Over the past decade, different attack strategies have been proposed to infer the functionality
of the obfuscated netlist. The arms race between the logic obfuscation and reverse engineering inspires stronger and
more rigid obfuscation algorithms and drives the evolution of the entire area. In the article, we will first review the
evolution of the obfuscation and attack techniques, based on which, we will sketch the future directions in the area.

2 Overview of the Logic Obfuscation Research

The attack model for a given security problem defines the capabilities and intentions of the attacker. While different
attack models have been proposed [7, 10, 9], the most widely used attack model, referred to as the oracle-guided
attack, grants the attackers with the access to the following two components:

• The obfuscated netlist, which can be acquired from the physical reverse engineering process. In the netlist, the
attackers cannot determine the functionality of the camouflaging cells or the logic values of the key bits.

• A functional circuit, which can be acquired from the open market and is treated as a black-box circuit. The
attackers cannot observe or probe the internal signals of the functional circuit directly.
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Figure 2: Overview of the evolution of hardware obfuscation. The red boxes denote attacks and blue boxes denote
defenses. The C(camouflaging) and L (locking) tags describe the category of defenses.

Given the obfuscated netlist, the attackers can select a sequence of input vectors, import them into the functional
circuit through the scan chain, query the functional circuit and observe the corresponding outputs. The correct circuit
functionality can be inferred given the collected input-output pairs.

Over the past decade, extensive research has been conducted for both logic obfuscation and reverse engineering.
Most of the researches focus on combinational logic with a few studies on sequential logic [11]. The arms-race
between the attack and protection is summarized in Figure 2.

The first logic locking strategy, EPIC, is proposed in [4]. EPIC randomly inserts key-controlled XOR/XNOR
gates into the netlist and proposes a key distribution framework using the public-key cryptography. EPIC only con-
siders the brute force attack, which exhaustively enumerate the key space. Following EPIC, [12] proposes a new
locking strategy that leverages key-controlled lookup tables (LUTs), denoted as barriers. Compared with EPIC, [12]
leverage heuristic methods to judiciously insert the LUTs into the circuit and maximize the output error probability
for incorrect keys.

To deobfuscate the obfuscated circuit, the testing-based attack is proposed in [7] and gets further enhanced in
[13]. The attack leverages hardware testing principles, i.e., sensitization and justification, to select the input vectors to
query the functional IC and demonstrates a strong capability to attack the obfuscated circuits. However, it is observed
that when different key-bits can interfere with each other, the testing-based attack can be hindered. Therefore, [7]
proposes a clique-based obfuscation strategy to insert key-gates or camouflaging gates that form a clique in the
circuit so that the number of interfering key pairs are maximized.

In response to the clique-based obfuscation, the SAT-based attack is proposed [14]. The deobfuscation problem
is formulated into an SAT problem, based on which the input vectors that are guaranteed to prune the incorrect
circuit functionalities, denoted as discriminating inputs, are acquired. The SAT-based attack demonstrates a strong
capability to deobfuscate all the existing protection strategies within minutes even for a large key size.

To enhance the resilience against the SAT-based attack, how to increase the number of discriminating inputs
becomes an important question. Point function-based obfuscation strategies are thus developed [8, 5]. As shown in
Figure ??, a point function realized by an AND-tree with camouflaged tree inputs can be inserted into the netlist,
which can be proved to require an exponential number of discriminating inputs to deobfuscate. The point function-
based obfuscation can be further combined with traditional random obfuscation strategy or re-synthesis [8, 5] to
defend against the removal attacks, which try to leverage the structural footprint of the point functions to detect and
remove them [9].

Although the AND-tree based strategies achieve an exponential increase of resilience against the SAT-based
attacks with respect to the AND-tree size, [16, 17] observes that the output error probability for an incorrect key
also reduces exponentially. Hence, an approximate SAT-based attack, denoted as the AppSAT attack, is proposed
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Figure 3: A point-function scheme example. The truth table on the right demonstrates that a SAT attack will have to
query all input patterns to disqualify all possible keys (red cells). Figure and table are adapted from [15].
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Figure 4: Cyclic wire obfuscation leveraging a crossbar structure. The crossbar can be implemented with multiplexers
and a scan-chain as well however with significantly more area overhead. Figures are adapted from [22].

in [16, 17], which can efficiently obtain a netlist that functions correctly with very high probability. The AppSAT
attack forces the protection to consider both the output error probability and the number of discriminating inputs.

To defend against the AppSAT attack, [18, 19] propose to introduce unconventional structures for circuit obfus-
cation. In [19], circuit wire interconnections are camouflaged by introducing dense, nested, “fake” cyclic structures
into the netlist, which does not impact the circuit functionality but significantly complicates the AppSAT attack
process. [18] proposes to deliberately remove the flip-flops in the circuit to create a mixture of single-cycle and
multiple-cycle paths in the circuit, which cannot be directly resolved by the AppSAT attacks either. Cyclic obfus-
cated circuits were first broken with the CycSAT algorithm proposed in [20]. It was later shown that CycSAT may
run into problems when attacking dense cyclic circuits as cycle enumeration of such circuit may be necessary. As
for timing-based camouflaging schemes, TimingSAT [21] was proposed and tested on benchmark circuit as well.

3 Future Directions

While the arms race between the logic obfuscation and reverse engineering leads to better obfuscation strategies
and significantly boosts the whole area, there are still critical challenges to be addressed, including formal proof of
security, more generic and quantitative security analysis, full system-level obfuscation flow, etc. These challenges
motivate the following research directions:

• Cryptographic criteria over Boolean functions: state-of-the-art cryptoanalysis usually enjoys high formalism.
The cryptographic primitives, including the encryption and decryption engines, have been widely used with
good security properties under the basic assumptions on the hardness of mathematical problems. Hence, if
we can bridge the cryptography area with the logic obfuscation, a better security metric can be expected.
In fact, Boolean functions have been of great importance in cryptography. Boolean values of 0 and 1 are
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treated as elements of the finite field GF (2). There are also several characteristics of Boolean functions that
are significant in cryptography as certain functions will create more confusion when used in cryptographic
primitives [23], including non- linearity, correlation-immunity, strict avalanche criterion, etc. How to bridge
these cryptographic criteria with the logic obfuscation strategies can be a promising direction.

• Obfuscation protection and attack with new attack models: develop more diversified attack models to capture
the attackers’ capability on reverse engineering the hardware IP. To formally evaluate the impact of the fault
attack and the side channel attack, the attack models need to be defined, including the attackers’ knowledge,
the accessibility to the circuit, the fault injection techniques and so on. Based on the attack models, protection
and attack strategies can be proposed and formalized to further enhance the practicality and applicability of
the logic obfuscation strategies. Meanwhile, the recently proposed performance locking [24] can be another
promising direction beyond the function locking that is intensively studied.

• Full chip logic obfuscation and EDA flow evaluation: instead of simply focusing on the combinational logic,
full chip logic obfuscation needs to be considered and demonstrated with prototype chips. Full chip obfusca-
tion requires formal security analysis for the sequential logic and rigorous evaluation of the impact of circuit
partitioning. Meanwhile, the impact of EDA tools and current EDA flow needs to be evaluated, especially
considering the efficiency of the algorithm and the security implication of different design stages, including
placement, routing, and so on.
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1 Introduction

Nonvoltile Memory (NVM ) is gaining great attention in both academia and industrial. Many NVMs have emerged,
such as NAND Flash memory, Phase Change random access memory (PCM), Resistive random access memory
(ReRAM), Magnetoresistive random access memory (MRAM), and Ferroelectric random access memory (FeRAM),
each with its own peculiar properties and specific challenges. With advantages such as low latency, low power
consumption, high density, and high resistance, many research papers have been proposed to adopt NVMs to cyper-
physical systems to provide reliable storage system.

The most well studied NVM is NAND flash memory. An important goal of NAND flash development has been
to reduce the cost per bit and to increase maximum chip capacity so that flash memory can compete with magnetic
storage devices, such as hard disks. NAND flash has been widely adopted in embedded applications such as MMC
or CF card flash memory, mobile devices including cellular phones and mp3 players, and many others. Compared
with It has become an indispensable technology to partly bridge the gap between DRAM and storage performance.

As with flash memory a decade ago, NVMs are attracting a great deal of interest and much work is being
conducted on the issue of how different technologies can be integrated in the memory hierarchy. The numerous
announcements from different companies seeking to mass produce NVMs justifies the need to take a step back to
discuss and classify the options for integration that have been investigated in state-of-the-art work. This paper surveys
state-of-the-art work on improving the utilization of NVMs. Specially, we introduce the three types of NVM, namely
NAND Flash, PCM, and ReRAM.

2 NAND Flash Memory

NAND flash memory is a type of EEPROM devices. A flash memory chip consists of multiple planes, each of which
consists of thousands of blocks (a.k.a. erase blocks). A block is further divided into hundreds of pages. Each page
has a data part (e.g., 4-16KB) and a spare area part (e.g., 128 bytes). Flash memory supports three main operations,
namely read, write, and erase. Reads and writes are normally performed in units of pages. A read is typically fast
(e.g., 50µs), while a write is relatively slow (e.g., 600µs). A unique constraint of NAND flash is that pages in a block
must be written sequentially, and pages cannot be overwritten in place, meaning that once a page is programmed
(written), it cannot be written again until the entire block is erased. An erase is typically slow (e.g., 5ms) and must be
done in block granularity. A Flash Translation Layer (FTL) is used to emulate the Flash memory as a block device.
It has three main components: address translator, garbage collector, and wear leveler.

FTL plays an important role in NAND flash management, and many studies for FTL have been conducted. FTL
designs can be mainly categorized into three types [5]: page-level mapping [1], block-level mapping [7, 2, 12], and
hybrid-level mapping [24, 20, 15, 23]. The page-level FTL records the mapping between logical page number and
physical page in NAND Flash. It provides efficient address translation time, low garbage collection overhead, and
high space utilization. However, it suffer from significant memory space requirement. Block-level FTL maps logical
block number to a physical block number, which requires much less mapping information. However, in block-level
FTL, a logical page can only be written to a physical page with the designated page offset within a physical block.
Thus, block-level FTL is not as good as page-level FTL in terms of the flexibility and space utilization. To overcome
the shortcomings of the above two mapping schemes, hybrid-level FTL is proposed to balance the space overheads
and flexibility. The technique proposed in this paper is based on hybrid-level FTL.

With the development flash memory, the density of flash device keeps increasing. However, this also make the
lifetime of flash memory much shorter. To prolong the flash lifespan, several techniques have been presented to
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Figure 1: PCM/DRAM Memory Integration.

enhance the reliability [10, 22, 21, 9]. These approaches can provide good solutions to enhance the reliability of
2-D NAND flash, which could not be directly applied to 3-D flash. There have been several approaches to address
the reliability issues of 3-D flash memory [11, 4]. Nevertheless, they focused primarily on the system structure and
hardware implementation of 3-D flash. [25] is a good supplement for these approaches by helping them effectively
reduce bit errors caused by program disturb and read disturb to further improve the reliability of 3-D flash memory.

Recently, there is a new trend of flash design, called open-channel SSD, which directly exposes the internal
channels and its low-level flash details to the host [18, 14]. With open-channel SSD, the responsibility of flash
management is shared between the host software and hardware device. Compared with conventional SSD design,
open-channel SSD exposes its internal geometry details (e.g., the layout of channels, LUNs, and flash blocks) to
software applications. Applications have the flexibility of scheduling I/O tasks among different channels to fully
utilize the raw flash performance. Applications can directly operate the device hardware through the ioctl interface,
which allows them to bypass many intermediate OS components, such as file system and the block I/O layer.

3 Phase Change Memory

Phase-change memory (PCM) has been intensively studied as a promising candidate main memory. Comparing with
dynamic random access memory (DRAM), which has been widely used as the main memory for decades, PCM
needs no refresh energy and consumes much lower leakage energy. In addition, PCM provides DRAM-like byte-
addressable access and has the characteristics of non-volatility, low power, better scalability and higher density. As
such, it has been regarded as potential alternative to replace DRAM to build main memory for energy optimization.
Unfortunately, directly replace DRAM with PCM as main memory encounters the challenge of limited lifetime of
PCM. For example, state-of-the-art process technology has demonstrated that the maximum writes number of PCM
is around 108 to 109. In this section, we summarize the research works that extend the lifetime of PCM and the works
that integrate PCM in the main memory subsystem

Extending the lifetime of PCM-enhanced memory systems has been one of the major focuses in recent years.
PTL [17] proposes to add a translation layer so the constraints of PCM can be concealed for embedded systems to
use PCM in a transparent manner. It designs an effective wear leveling technique that exploit application-specific
features in embedded systems and periodically move hot areas of an application across the whole area in a PCM
chip. Curling-PCM [13] proposes an effective application-specific wear leveling technique to evenly distribute write
activities across the PCM chip so that the endurance of PCM-based embedded systems is enhanced. To further reduce
the write traffic, Zhou et al. studied the memory lines written to PCM and observed that a significant portion of bits
stay unchanged. They then proposed differential write that compares each bit to be written with the one in the PCM,
and writes the device cell only if necessary [27].

As shown in Figure, there are two possible organizations when integrating PCM in the main memory subsystem.
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The first approach is to utilize PCM as the main memory and make a small DRAM buffer between CPU and PCM
to reduce the write traffic to PCM and improves the access latency of off chip misses [16]. Another alternative
is to combine both DRAM and PCM as the hybrid memory, and the memory controller is in charge of allocating
and reclaiming DRAM or PCM space. To improve the performance and lifetime, Dhiman et al. proposed a PCM-
aware policy that dynamically monitors writes into each memory page and migrate write-intensive PCM pages to
DRAM [6]. Zhang et al. reduced the frequent migration by adopting a modified Multi-Queue Algorithm [26] to
categorize pages according to their hotness (i.e., the number of writes). Pages in highest ranked queues are placed in
DRAM.

4 Resistive Random Access Memory

Metal-oxide resistive random access memory (ReRAM) is a kind of emerging non-volatile memory that can perform
matrix-vector multiplication and sum operation efficiently in a crossbar structure. ReRAM has been widely studied
to perform processing-in-memory (PIM) for several applications. With ReRAM-based PIM, data movement between
memory and CPU can be eliminated, thus, releasing computational resource, saving energy, and reducing latency.

PRIME [3] proposes a novel PIM architecture to accelerate NN applications in ReRAM based main memory.
In PRIME, a portion of ReRAM crossbar arrays can be configured as accelerators for NN applications or as nor-
mal memory for a larger memory space. RPBFS [8] utilizes ReRAM to accelerate graph traversal. In RPBFS, the
ReRAM-based memory banks are separated into graph banks and master banks. The compressed adjacency lists are
persistently mapped and scattered over multiple graph banks by an efficient mapping scheme. The master bank is
selected for a graph to perform graph traversal through collaboration with graph banks. GRAPHR [19] follows the
principle of near-data processing and explores the opportunity of performing massive parallel operations with low
hardware and energy cost. GRAPHR divides ReRAM into memory ReRAM and graph engine (GE). The memory
ReRAM stores the graph data in compressed sparse representation. GEs (ReRAM crossbars) perform the efficient
matrix-vector multiplications on the sparse matrix representation. Re-Mining [] adopts ReRAM to accelerate the
blockchain mining process. By eliminating data movement and providing high parallelism, ReRAM has significantly
improved the performance of these applications. In the future, ReRAM would be applied to more other applications.

5 Conclusion

In this paper, we have introduced trhee very promising NVM technologies: NAND flash, PCM, and ReRAM, each of
which has its pros and cons. Those NVMs are in different stages of development, with some are already being man-
ufactured and others still in the prototype phase. NVM brings new research opportunities for optimizing computing
systems. It should be an interesting direction to continuously exploit specific characteristics of NVM.
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3D Cooperative Mapping for
Connected Ground and Aerial-Based Robots

Yachen Zhang, Long Chen
School of Data and Computer Science, Sun Yat-sen University

1 Introduction

Nowadays, the simultaneous localization and mapping (SLAM) approach [1] has been widely used for robot ap-
plications. In such a approach, a moving robot is expected to estimate its position and pose through repeatedly
observing environmental features (e.g., corners, pillars, etc.) and to incrementally build the map according to the
information of observed environments [2]. Due to the wide view field in horizontal directions (e.g., 360° for the
full view) and the high precision in distance measurements, lidar sensors already become indispensable parts for
both robot and autonomous driving systems. Normally, the performance of lidar-based SLAM approach depends
on the quality of collected data and the efficiency of utilized algorithms. The former however further depends on
employed lidar sensors. The high laser channel number not only provides huge amount of data, which can guarantee
a high reconstruction degree of the environment, but also leads to increased computational burden on processing
resources [3].

To improve the efficiency of 3D lidar construction, multiple robots for data collection have been considered
in mapping of large scaled fields [4]. However, the problem is how to efficiently merge the maps built by each
individual robot. In most cases, it is impossible to plan the robots’ paths in advance and their initial locations are
usually different [5]. In these cases, we need to search for similar route sections between each two robots to calculate
their pose transform [6]. The similar route sections are related to the posture relationship for two robots. Therefore,
the two local map for each single robot could be merged to a global map for whole environment [7]. In most
instances, the multiple robots system is built on the ground to achieve cooperative mapping. However, ground-based
multi-robot system is limited by the sensor¡¯s altitude, difficult to realize a top-down looking configuration [8].
The aerial-based robot could capture the top information of the buildings with 3D lidar. In this paper, we propose
3D cooperative mapping for connected ground and aerial-based robots. A complete and detailed map could be
constructed by combining the data collected by ground and aerial-based robots.

2 Method Overview

In order to obtain a complete and detailed 3D map, we propose a 3D cooperative mapping for connected ground and
aerial-based robots. For clarity yet without loss of generality, here the theory part is introduced with a simple use
case of two robots. However, our method is not limited to such case and can be easily applied to scenarios with more
robots. In the mentioned use case, we made following assumptions:

• Each robot is installed with a full view 3D lidar of the same sensor setup.

• The 3D lidar on the ground-based robot should be placed horizontally.

• The 3D lidar on the aerial-based robot should be placed vertically.

• The ground and aerial-based robots explore same environment.

The fourth assumption is necessary for merging the individual maps generated by each robot and can be guar-
anteed by pre-defining an overlap between the explored areas of both robots. Please note that such definition is
very coarse, because the exact location and size of their common route segments are unknown. The ground and
aerial-based robots will share the common segments to construct a complete and detailed 3D map for the same
environment, which is illustrated in Fig. 1.
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Figure 1: Method Overview

There are three parts in this method to transform the lidar data to a global map. For the same environment, the
data will be classified to ground-based and aerial-based robots. Then, the 3D Mapping method will be used to get
local map for each single robot. The local observation frames and global observation frames will be divided in this
part. Next, the local and global observation frames will be used to search the similar segment to get the posture
transformation. Finally, two single local maps will be merged to a global map through the posture transformation
mentioned above.

3 3D Cooperative Mapping Model

In the proposed method, we utilize three parts to acquire final global map. In the same environment, the ground-
based robot and aerial-based robot will collect the data from each own perspective. Due to the placement of each
robot, the coordinate system of the data we acquired is also different. The lidar on the ground-based robot is placed
horizontally and on the aerial-based robot is placed vertically. Therefore, the coordinate system for two robots is
different. What we need to do is to unified there two coordinate systems by:

Xk+1 = RkXk +T k (8)

Where Xk+1 and Xk mean the coordinates for frame k and k+1. Rk and T k represent the corresponding rotation and
translation matrix for the posture transformation between frame k and k+ 1. When the two coordinate systems are
unified, the 3D mapping section could be processed.

Since the sensors are the same, the same SLAM algorithm can be used for both ground and aerial-based robots.
To get accurate 3D map for the environment, the method will be found on the KITTI vision benchmark suite [9].
After time and complexity consideration, V-LOAM was chosen as our 3D mapping algorithm [10]. Then, the local
and global observation frames will be divided through Lidar Odometry and Lidar Mapping. These two types of
observation frames will be used in next section to achieve cooperative mapping. After processed, there will be two
types of observation frames and two single map for each robot.

The similar route segment is an unique contact between two independent robots during exploration of the envi-
ronment. Thus, how to extract the similar route segment is the main mission in cooperative mapping tasks. The local
observation frames mentioned before will be used to search the similar segment for ground and aerial-based robots.
In this part, the point cloud matching algorithm is crucial for similar segment extraction to describe whether two
frames are similar or not. Due to processing speed and accuracy, the normal distribution transform(NDT) algorithm
is chosen [11]. Through iterative matching, the similar frame pairs will be achieved through selecting the most sim-
ilar frames. Then a local map for each robot will be divided to two parts: similar segment and dissimilar segment.
The global observation frames of similar segment from two single robot will construct a submap, which is part of
the local map for ground and aerial-based robots. By matching two submaps, a posture transformation matrix will
be achieved. Finally, the two single map for each robot will be merged to a complete and detailed map through the
posture transformation mentioned.
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4 Conclusions

A ground-based multi-robot system is limited by the sensor’s altitude, difficult to realize a top-down looking config-
uration. Therefore, in this paper, we propose 3D cooperative mapping for connected ground and aerial-based robots.
The ground-based robot will get the information from down looking configuration, where the aerial-based robot will
get the information from top looking configuration. By merging maps constructed from each own perspective, a com-
plete and detailed map will be achieved. There are still many problems that we need to explore for 3D cooperative
mapping with ground and aerial-based robots in the future.
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