
Volume 1, Issue 1, February 02, 2016

TC-CCPS Newsletter

Founding Editorial

Technical Articles

• Arkadeb Ghosal, Kaushik Ravindran, Patricia Derler, Hugo A. Andrade, and Jeannie Falcon: “Intelligent
Machine Condition Monitoring for Cyber-Physical Systems”.

• Huafeng Yu: “Software Challenges for Automotive Cyber-Physical Systems”.

• Rajiv Ranjan, Prem Prakash Jayaraman, Ellis Solaiman, and Dimitrios Georgakopulos: “Cyber-Physical-
Social Clouds: Future Insights”.

• Matias Negrete-Pincetic, Daniel Olivares, Rodrigo Henriquez, and George Wenzel: “Energy Optimization,
Control and Markets Lab at the Catholic University of Chile”.

• Chunchen Liu, Kangli Hao, Liu Liu: “Automatic Re-configurable Deep Neural Network Applied to Resource-
Constrained Cyber-Physical Systems”.

Technical Activities

Call for Contributions

Technical Committee on
Cybernetic for CPS

m ieee-cps.org Page 1

http://www.ieee-cps.org/


Founding Editorial

Cyber-Physical Systems (CPS) are characterized by the strong interactions among cyber components and dy-
namic physical components. CPS system examples include automotive and transportation systems, smart home,
building and community, smart battery and energy systems, surveillance systems, cyber-physical biochip, and wear-
able devices. Due to the deeply complex intertwining among different components, CPS designs pose fundamental
challenges in multiple aspects such as performance, energy, security, reliability, fault tolerance and flexibility. In-
novative design techniques, algorithms and tools addressing the unique CPS challenges, such as the fast increase
of system scale and complexity, the close interactions with dynamic physical environment and human activities,
the significant uncertainties in sensor readings, the employment of distributed architectural platforms, and the tight
real-time constraints, are highly desirable.

The IEEE TC-CCPS Newsletter, published twice a year, aims to report the recent advances on technologies,
educations and opportunities and, consequently, grow the research and education activities in this area. This letter is
affiliated with the Technical Committee on Cybernetics for Cyber Physical Systems under the IEEE Systems, Man,
and Cybernetics Society. TC-CCPS aims at promoting interdisciplinary research and education in the field of CPS.

This issue of the newsletter showcases the state-of-the-art developments covering several emerging areas: ma-
chine monitoring, automobile, social cloud, energy, etc. Professional articles are solicited from technical experts to
provide an in-depth review of these areas. These articles can be found in the section of “Technical Articles”. In the
section of “Technical Activities”, recent activities organized by the TC-CCPS, including workshops, special issues,
etc., are summarized. Finally, the Call for Contributions can be found at the end of this issue to solicit high-quality
submissions.

I would like to express my great appreciation to all Associate Editors (Yier Jin, Rajiv Ranjan, Yiyu Shi, Bei Yu
and Qi Zhu) for their dedicated effort and strong support in organizing this letter. I wish to thank all authors who have
contributed their professional articles to this issue. Finally, please allow me to welcome all of you to the founding
issue of the TC-CCPS Newsletter. I hope that you will have an enjoyable moment when reading the letter!

Xin Li
TC-CCPS Editor
Carnegie Mellon University
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Technical Articles

Intelligent Machine Condition Monitoring for Cyber-Physical Systems

Arkadeb Ghosal, Kaushik Ravindran, Patricia Derler, Hugo A. Andrade, and Jeannie Falcon
National Instruments Corporation

1 Introduction

Modern day Industrial Internet of Things (IIoT) applications are large heterogeneous distributed systems with over
30,000 sensors and 10,000 nodes. Trends indicate a tremendous growth in the number of connected components
over the coming years. Gartner Research predicts over 20 billion interconnected devices by 2020, representing a $3
trillion business and technology opportunity [1]. Lee et al. refer to this emerging global cyber-physical network as the
TerraSwarm, encompassing trillions of sensors and actuators deployed across the planet [2]. These applications will
dynamically assemble sensors and computation nodes, aggregate and process large quantities of data, and transfer
decisions to actuators and controllers, while meeting tight performance requirements and cost constraints.

Cyber-physical networked systems can generate gigabytes and potentially terabytes of sensor data about the
condition and operation of the system. For example, the condition monitoring solution for the Victoria Line of the
London Underground rail system yields 32 TB of data every day [3]. In the midst of this explosion of engineering and
measurement data, it has become imperative for systems to incorporate a sound management strategy to aggregate
the data, conduct diagnostic analytics about the condition of the system, and facilitate predictive maintenance to
reduce downtimes and maximize efficiency. Given the cost and complexity of modern cyber-physical systems, it is
important that the monitoring solution be scalable and customizable to meet changing application requirements.

Nevertheless, with the advances in sensing and networking technologies, adding measurements to systems has
become easier and cost-effective. Intelligence of data acquisition devices and sensors has drastically increased and
become more decentralized, with processing elements moving closer to the sensor. In addition to measurement de-
vices getting smarter, smart sensors have emerged that integrate sensing, signal conditioning, embedded processing,
and digital interfacing into the sensor node itself.

As processing moves closer to the sensor, innovation in measurement system software is required to efficiently
push analytics to the edge. Future software for edge-based systems will be able to quickly configure and manage
thousands of networked measurement devices and push a myriad of analytics and signal processing to those nodes.
Going forward, systems must transition to smarter, software-based measurement nodes to keep up with the amount
of analog data and derive insights about patterns and trends in the operation of the system. The “smart edge” needs
specialized software and platform solutions to perform local control and data acquisition and interconnect with entire
networks of intelligent “systems of systems” [3].

In this paper, we discuss advances in intelligent machine condition monitoring for cyber-physical networked
systems and recent technologies in this area. Section 2 of this paper reviews key components and techniques in a
machine condition monitoring solution. Section 3 then presents an industrial tool called InsightCM from National
Instruments and discusses an application case study.

2 Machine Condition Monitoring

Machine condition monitoring (MCM) is the process of monitoring the condition of a machine with the intent to
predict mechanical wear and failure. Vibration, noise, and temperature measurements are often used as key indicators
of the state of the machine. Trends in the data provide health information about the machine and help detect machine
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faults early, which prevents unexpected failure and costly repair [4]. The need to eliminate catastrophic downtimes
due to unexpected breakdowns and unnecessary maintenance costs has made condition monitoring critical for asset
utilization and productivity across diverse industries. The global machine condition monitoring equipment market is
expected to grow at a CAGR of 7.6% between 2015 and 2020 from $1.5 billion in 2014 to $2.5 billion by 2020 [5].

MCM provides vital information about the health of a machine. An organization can use this information to
detect warning signs early and avoid unscheduled outages, optimize machine performance, and reduce repair time
and maintenance costs. Figure 1 shows a typical machine failure example and the warning signs. The user can detect
failure signs months before repair is required, allowing for proper maintenance scheduling and shutdown.

Figure 1: The warning signs of machine failure

As shown in Figure 1, vibrations are the first warning sign that a machine is prone to failure. This warning
sign can provide up to three months of lead time before the actual failure date. Monitoring this data with vibration
analysis hardware and software helps predict this failure early and schedule proper maintenance [6].

There are five main types of machine condition monitoring. Route-based monitoring involves a technician
recording data intermittently with a handheld instrument. This data is then used to determine if more advanced
analysis is needed. Portable machine diagnostics is the process of using portable equipment to monitor the health of
machinery. Sensors are typically permanently attached to a machine and portable data acquisition equipment is used
to read the data. Factory assurance test is used to verify that a finished product meets its design specifications and to
determine possible failure modes of the device. Online machine monitoring is the process of monitoring equipment
as it runs. Data is acquired by an embedded device and transmitted to a main server for data analysis and maintenance
scheduling. Online machine protection is the process of actively monitoring equipment as it runs. Data is acquired
and analyzed by an embedded device. Limit settings can then be used to control turning on and off machinery.

Direct machine condition monitoring is accomplished via sensors, of which the most prevalent types are: ac-
celerometers, tachometers, and proximity probes.

• Accelerometers are used to monitor vibrations of a machine. These are transducers for measuring the dynamic
acceleration of a physical device, and are important to machine monitoring because they monitor system
vibrations, which can be used to predict the life cycles of parts and to detect faults in machinery. Among the
most common transducers are piezoelectric accelerometers, unbonded strain gage accelerometers, vibrating
element accelerometers, and Hall effect accelerometers.

• Tachometers are used to determine the rotational speed of a shaft to provide phase information for the vibra-
tion data. These are transducers for measuring the rotational speed of a physical device, and are important
to machine monitoring because they provide rotational speed as well as phase information, so that frequency
components can be matched to shaft speed and position. Drag torque tachometers are among the most com-
mon.

• Proximity Probes are used to monitor the movement of a shaft. These are transducers for measuring the dis-
placement of a physical device, and are important to machine monitoring because they monitor the movement
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of a rotating shaft. Proximity probes are usually found in 90-degree offset pairs to map an X-Y plot of the
shaft movement. Then imperfections such as misalignment of the shaft, faulty bearings, or other external
factors preventing perfect rotation can be prevented.

Most machine condition monitoring sensors require some form of signal conditioning to optimally function,
such as excitation power to an accelerometer. Filtering on the signal is also common, to reduce both line noise
and unwanted frequency ranges. Once the signals have been acquired, software-based signal processing is used
to analyze and display the data from rotating machinery. The analysis can include calculation of overall vibration
level (RMS, peak, crest factor); integration from acceleration to velocity or displacement; operation of online order
analysis such as order tracking, order extraction, and order spectra computation; processing of digital and analog
tachometer signals; application of limit testing on time data or power spectra; and drawing of a variety of plots
ranging from spectral maps to time based plots.

3 Condition Monitoring Tools

There are many commercial tool offerings for machine condition monitoring. Major players in the marketplace
include Brüel & Kjær Vibro, ClampOn AS, Data Physics Corporation, DLI Engineering Corp, Emerson Process
Management, FLIR Systems Inc., GE Energy, Honeywell Process Solutions, among others [5]. We now introduce
one such MCM tool; National Instruments’ (NI) InsightCMTM Enterprise [7]. InsightCM is an online MCM tool for
monitoring health of critical rotating machinery and auxiliary rotating equipment. The goal is to optimize machine
performance, maximize up-time, reduce maintenance costs, and increase safety. This solution allows maintenance
specialists to acquire, analyze, visualize, and manage sensor data throughout the life cycle to draw diagnostic con-
clusions, manage alarms based on calculated features and sensor measurements, remotely configure, monitor, and
manage acquisition devices, as well as authenticate users and devices to address network security concerns. By
integrating into the IT infrastructure the tool can interact with existing databases and enterprise software.

Figure 2 illustrates key components of the InsightCM solution: monitoring systems, server for data management
and analysis, data explorer clients, and management infrastructure.

Figure 2: NI InsightTM Architecture

The monitoring devices at the edges of the system are NI CompactRIO platforms [8]. These devices, in addi-
tion to sensors and I/O modules, have processing and reconfigurable components for inline data processing, control
analytics, network communication, and timing. The CompactRIO devices supports a range of analog and digital
sensors, such as proximity probes, accelerometers, pressure sensors, voltage and current sensors, thermocouples,
and temperatur detectors. The monitoring system supports periodic monitoring as well as observation of important
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transient events such as start-ups and coast-downs. The periodic recorder mode allows data logging based on config-
urable time intervals, measurements, and user triggers. Dynamic waveform and static measurement sensors account
for 80% of measurements in a predictive maintenance program, suitable for replacing traditional, manual diagnostic
rounds. The transient recorder mode streams time waveform data during transient events at run-up and coast-down
until steady state is maintained, and includes support for accelerometers, velocity meters, and proximity probes.

The server delivers analytics coupled with management of CompactRIO systems, data, and alarms. The server
software manages reliable, loss-less communication across the entire architecture and includes capabilities to config-
ure, view, and manage the remote acquisition systems. The software processes dynamic waveform data and analyzes
RMS, peak-peak, true-peak, derived-peak, DC gap, crest factor, and spectral bands. It also supports custom measure-
ments like bearing, gear, and other fault frequencies. Additionally, the server provides a security layer to authenticate
and protect sensor and server data.

The data explorer provides interactive visualization and analysis of real-time and historical offline data stored in
the server. The software package helps in remotely analyzing raw time-series data and results, drawing comparisons
and viewing historical trends with support for standard vibration plots. The data explorer provides two modes: one
for viewing periodically acquired data and one for viewing previously captured transient events. Users can detect
imbalances, bent shafts, misalignment, bearing defects, and other faults in rotating machinery, and determine actions
that need to be taken as part of diagnosis and maintenance procedures.

InsightCM has been widely used across multiple industrial domains including traditional power generation, oil
and gas, renewable power generation, transportation and aerospace, heavy equipment, and manufacturing [9]. We
discuss the use of InsightCM for a power grid monitoring application.

Duke Energy [10] is the largest power generation holding company in the US with a diversified energy portfolio
mix and the capability to generate 58GW across 80 plants. Data used to be collected manually in periodic rounds
on assets such as turbines, transformers, boilers, radiators, valves, motors, pumps, fans, and generators. The typical
measurements include motor current, lube oil level, vibration, pressure, performance, and thermography. In this
approach, 80% of the effort was spent on data collection, and 20% on analytics. Besides being labor intensive
(about 60000 rounds/month), this approach has limited instrumentation and inconsistent diagnostics, which severely
constrains the analysis. By employing InsightCM for condition monitoring, Duke Energy was able to phase out
manual collection and spend more resources on the analysis. The system solution consists of one monitoring and
diagnostic center for 80+ power plants controlling 30,000+ sensors distributed over 10,000+ assets. The monitoring
architecture uses 1200 CompactRIO systems, generating and analyzing over 600 GB of data each week [11].

4 Summary

Machine condition monitoring (MCM) for large scale Industrial Internet of Things deployments will be critical
for enterprises owning such systems. The need to eliminate catastrophic downtimes due to unexpected breakdowns
and unnecessary maintenance costs has made condition monitoring critical for asset utilization and productivity
across diverse industries. It has become imperative for such MCM systems to incorporate a sound management
strategy to aggregate the data, conduct diagnostic analytics about the condition of the system, and facilitate predictive
maintenance to reduce downtimes and maximize efficiency. According to a September 2015 report from Frost &
Sullivan on Global Big Data Analytics Market for Test & Measurement, product development costs can be reduced
by almost 25%, operating costs can be reduced by almost 20%, and maintenance costs can be reduced by 50% if
big data analytics is applied for testing [3]. In this paper, we discussed the roles of enterprise MCMs and presented
a representative tool, NI InsightCMTM, which has been used for controlling and monitoring large scale distributed
systems like a modern power generation network. To push the boundaries and maintain a competitive edge, the
engineering community must provide MCM tools that find new correlations based on the monitored data to predict
key future behaviors and even automatically take preventative actions with little human supervision.
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Software Challenges for Automotive Cyber-Physical Systems

Huafeng Yu
Toyota InfoTechnology Center, U.S.A.

Cyber-Physical Systems (CPS) are well adopted in the automotive domain. Due to the mobility nature of vehi-
cles, CPS are also required to be miniaturized in size, but required to provide powerful computing with low power
consumption, particularly for connected and autonomous vehicles. In this trend, automotive CPS become increas-
ingly complex, heterogeneous, and decentralized. Meanwhile, they are required to be more safe, reliable, optimized,
and adaptive [5], particularly for the control software in CPS [3]. Since most of these systems are considered to be
safety-critical, they require higher safety assurance along with the whole development process, from requirement,
modeling, implementation, integration, to verification & validation.

However, the development of CPS, including electronics and their control software is generally achieved in an
isolated and parallel manner by suppliers, according to the requirements provided by car manufacturers (OEMs) [3].
Suppliers have the responsibility to assure the correctness, safety, and reliability of the components, whereas OEMs
are in charge of requirements, final integration, evaluation and testing. This always leads to a gap between OEMs
and suppliers.
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Design tools, methods, technologies, and processes are well matured in the automotive domain, but new chal-
lenges still emerge for the design of next generation connected and autonomous vehicles. In this paper, we briefly
discuss current big challenges in the design of safety-critical software for automotive CPS, and then present a formal
integration framework to partially address these challenges.

1 Design Challenges

Formal specification. Automotive specification is mainly based on informal requirements. As a consequence, it
frequently leads to ambiguity and misunderstanding between OEMs and their suppliers. However, a complete formal
specification is also impossible due to the limitations in language expression, time, cost, performance, etc. Therefore,
an appropriate formal specification, created in an incremental, composable, and reusable manner is indispensable
for the building of reliable model-based integration and formal verification. This specification is expected to be
independent from languages, tools, and platforms for wider adaptation and good reusability in industry.

Modeling. In system design, various general or domain-specific modeling languages are used [14] because of
different needs, including different application domains, performance, expertise, cost, etc.. For instance, UML is
used as a general modeling language, and SysML is adopted in systems engineering related applications. MAT-
LAB/Simulink and Modelica are used as domain-specific modeling languages in a wide span of domains, while
SCADE is mostly used for safety-critical systems and requires a strong background in rigorous design. Each lan-
guage and its associated tool-set provide good support for their own development process from modeling to imple-
mentation. However a virtual integration using multiple languages and models turns out to be complicated, ambigu-
ous and unpredictable.

Architecture modeling. Software architecture [18] was not considered essential, thus rarely formalized in con-
ventional automotive design processes. Consequently, it generally leads to a manual, error-prone, time-consuming
architecture exploration and validation. To avoid this problem, formalization, formal reasoning, and early-phase
exploration are required, along with explicit quality attributes associated with particular architectural entities. Cur-
rently, architectural aspects of the system are not well expressed by general modeling languages. Architecture de-
scription languages, such as AADL[16], AUTOSAR [2] and EAST-ADL [6] were therefore proposed for embedded
systems, especially avionic and automotive systems. A system-level design, considering both architecture and be-
havior, is becoming a promising solution to promote the virtual integration solution for embedded control systems
[8, 20].

Timing specification. Semantics interoperability is one of the main issues in the composition of models, due
to semantic dissimilarity between models and their inherent formalism, particularly for timing specification. The
timing issue is among the most significant concerns in automotive system design [3, 20]. In general, the timing
issue becomes more explicit when architecture is considered and the system is integrated, due to the gap between
software and architecture design. To cope with timing-related semantics interoperability, one of the feasible solutions
is to have a common formal model as the intermediate semantic model, and translate all other models into this
common model. The intermediate model provides the formal semantics, based on which, the expected properties
of the original models and their integration are checked. An example can be found in [21]. However, this approach
requires a semantics preservation in the model translation, which is not practical in most cases. Another solution is
related to unified formalism [13, 10]. However, this approach is more theoretical and not yet well applied in industry.

Integration frameworks. System integration is a big challenge due to isolated development, lack of integration
and architecture specification, late phase for the integration, etc. A new trend to reduce integration issue is model-
based integration. Research on model-based system integration has been discussed with regard to cyber-physical sys-
tems [19]; Service-oriented Architecture [15]; and heterogeneous models integration and simulation [7]. In addition,
AUTOSAR[2] aims at component and platform-level integration for automotive systems, and System Architecture
Virtual Integration (SAVI) program [8] targets avionic system integration. However due to multiple challenges in the
model integration, integration frameworks, as opposed to specific integration solution, are becoming increasingly

m ieee-cps.org Page 8

http://www.ieee-cps.org/


important. These frameworks are expected to consider formal specification and analysis, multi-view, and orthogonal
attributes of the system, as well as correct by construction and separation of concerns, to reduce design complexity
and validation time.

Certification. In addition to testing or verification methods, automotive engineers also need to consider certifi-
cation. The developed vehicles are required to be certified to be safe by using the artifacts and evidences produced
throughout the development cycle. Such a certification process helps to increase the safety confidence of the de-
veloped software and reduce OEM’s liability. However, software certification in automotive domain is not yet well
established, e.g., safety-relevant standards are not yet well defined, and the automotive safety standard ISO26262 is
mainly based on process, lacking of support to product-oriented certification; lack of guidance and supervision from
regulators or government agencies, unlike other domains of aviation and medical devices.

Security. Recent reports on security-related vehicle hacking involve various systems in many models from dif-
ferent OEM’s [17] [9]. A series of successful hacking activities of current car models show the lack of system-level
security consideration in vehicle hardware and software design, integration, certification, and production. These con-
cerns also raise to US political level [12]. Integration of security mechanisms in vehicles involves not only computing
resources but also other features, like safety, reliability, etc., which finally make it a big challenge.

Tool support. Tool support of MBE is one of the key concerns from an industry adoption viewpoint [4]. Specific
model-based tool chains were developed as solutions, such as [1], for safety-relevant automotive embedded systems.
However, the lack of serious consideration of formal aspects and integration semantics in these tool chains limits
their support for a reliable integration. Tool qualification is another concern related to certification.

In the following, we summarize our current contribution, aiming at addressing previous issues in the context of
model-based integration for automotive software control systems. This work is mainly inspired from [20, 11, 8, 5,
19, 4].

2 The VIF Integration Framework

Based on the previous exploration [21, 20], our current research mainly copes with a formal virtual integration
framework for next-generation design of automotive control software. Our framework, called VIF (Virtual Integra-
tion Framework), promotes correct by construction in the early design phase, rather than a posteriori Verification &
Validation. The main research topics involved in this framework include: formal timing specification, architecture
modeling, design by contract, semantics interoperability and system optimization, as well as specification and mod-
eling for different views and properties of the system, such as behavior, architecture, composition, and timing. All
these techniques are adopted in the framework as key solutions to the challenges presented.

Formal timing specification and design by contract play a core role in the trustworthy model integration in our
approach. High-level, formalized, multi-clock timing specification, considered as a central topic, is to be defined,
observed and analyzed, based on software architecture. The formal contracts, used for describing the functional
and non-functional specifications of the components, consider the architecture and platform models as well as their
associated properties. A dual design methodology, called Inside-out and Outside-in, is proposed, where the first
part addresses decomposition of a contract into sub-contracts, such that the latter can independently be given to
automotive suppliers, instead of natural language specifications. The second part deals with a reliable integration of
sub-systems to obtain the required system satisfying all contracts.

Figure 1 briefly illustrates the integration framework. High-level automotive requirements are initially analyzed,
from which formalizable requirements are extracted, according to the technical formalizability and verifiability.
These requirements are then used to create formal contracts for properties of timing, safety, performance, etc. In
addition to these aspects, multiple modeling languages are applied for different views of the system in the framework,
for instance, AADL for architecture modeling and Simulink for behavior modeling. Both timing specification and
contracts are defined on these models, to enable a reliable integration. In the final step, behavior models are mapped
onto the architecture model, considering pre-defined optimization criteria.
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Figure 1: An overview of the integration framework

3 Conclusion

We briefly presented current big challenges in the design of software in automotive cyber-physical systems, includ-
ing: formal specification, modeling, architecture, timing specification, integration framework, certification, security,
and tool support. However, isolated software development, without consideration of system-level requirements and
integration, is not enough. More rigorous system-level design methodologies are required to enable and enhance the
system-level requirements on safety, reliability, performance, and security, etc. As a potential solution to partially
address previous challenges, we exhibited our proposed formal integration work, VIF, with focus on architecture
modeling, timing specification, and integration correctness.
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Cyber-Physical-Social Clouds: Future Insights

Rajiv Ranjan1, Prem Prakash Jayaraman2, Ellis Solaiman1, and Dimitrios Georgakopulos2

1School of Computing Science, Newcastle University, United Kingdom
2School of Computer Science and Information Technology, RMIT University, Australia

Cyber-physical systems (CPS) are a vast interlinked network of things/devices, computing resources, applica-
tions/services and humans, that use a range of sensors, actuators and communication topologies, to link the compu-
tations systems (platforms) with the physical world. CPS drives the vision of a “smart interconnected cyber social
world” where the physical social world is monitored by sensors in real time, and the services in the cyber world use
the data to directly influence the decision making in the physical world.

The Internet of Things (IoT) and cloud computing are integral parts of the cyber-physical- ecosystem [4]. While
the IoT is seen as the means for connecting disparate sensing and actuation devices (via the Internet) with applica-
tions and services, cloud computing offers computation and storage capabilities required by those data processing
applications and services. Aided by the low cost and availability of wired and wireless networking technologies as
well as cheap sensors and actuator devices, the IoT will transform the Internet into a fully integrated smart envi-
ronment where large amounts of generated data can be shared across diverse applications and platforms. The social
impact of connecting clouds and IoTs to form such smart environments will be a revolution that promises to change
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people’s lives across a variety of domains including; smart homes and smart cities with smart management systems
for traffic management and accident prevention, intelligent advanced warning systems to help communities with
prediction and preparation for environmental conditions such as storms and floods, and smart healthcare monitoring
delivering immediate automated on demand and real time data on the wellbeing of patients.

CPS takes advantage of cloud’s pay-as-you go model to support various applications such as emergency health
care, evacuation and rescue systems, disaster-management applications, and personal fitness systems. The NIST def-
inition [1] of cyber-physical cloud computing is “a system environment that can rapidly build, modify and provision
cyber-physical systems composed of a set of cloud computing based sensor, processing, control, and data services”.
Based on this definition, we define the cyber-physical-social clouds as “an ecosystem of tools, frameworks and sys-
tems that can facilitate rapid development, deployment and management of cyber-physical applications composed
of Things (sensors and actuators), Clouds (processing, control, data services and applications) and Humans (Social
bounded by a closed loop data flow relationship”.

Figure 1 provides an overview of the Cyber-Physical-Social Clouds (CPSC) using an onion model to describe
the expanding and extending relationship between various layers. As depicted in the figure, the Physical space is
composed of embedded systems that could include a range of sensing and actuation devices (e.g. wireless sensor
networks), things (e.g. fitbit), smart phone and smart vehicles (e.g. google car). They are interwoven with various
ubiquitous communication capabilities allowing them to be networked (e.g. Internet). The cyber cloud hosts appli-
cations, services supported by big data processing components (such as Apache spark, Hadoop etc.), in order to
process, analyse and compute actionable outcomes from the sensed data. The actionable responses are propagated
back into the physical world via actuators. The cyber-physical ecosystem also encompasses a human aspect wherein
humans provide data, act on analysed data and make informed decisions.

The components of CPSC namely the IoT and cloud are very distinct and complimentary. While IoT provides
localization, therefore enabling low latency and context awareness, the cloud provides global centralization. Further,
Clouds offer virtually unlimited, scalable access to resources (computing, storage) while IoT is generally conceived
as a resource constrained environment. Finally, IoT bring with it the sheer scale (estimated to be 50 billion devices
by 2020 [2]) and complexity.

Figure 1: Cyber-Physical Clouds
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Rapid advances in IoT (e.g. mobile computing, man-machine, machine-machine communications, and smart
phone networks) will cause a paradigm shift in the design of CPSC applications and operations, by bringing improve-
ments not only to the quality of service (QoS) but also to quality of experience (QoE), cost efficiency, reliability,
security, and energy efficiency. Moreover, resources in data centers and cloud infrastructures have to be efficiently
managed and scheduled to optimize reliability and scalability of CPSC under various constraints of QoS and QoE.
Besides, CPSCs are expected to deal with data directly coming from trans-domain applications (e.g. traffic accident
detection in smart transportation, energy management in smart grid, health monitoring and evaluation), which could
be in various forms such as GPS coordinates, flood level, temperature, rainfall rate, vehicle speed, electricity con-
sumption, etc. How to coordinate various applications of heterogeneous systems and facilitate a deeper integration,
interaction and personalization of the physical, cyber, and social domains is an important challenge. In order to build
the next generation CPSC applications and services, it is essential to address the challenges introduced by IoT and
Clouds while leveraging on their advantages.

Challenges:

In this newsletter, we highlight some of the key challenges that need to be addressed in order to develop scalable,
reliable and cost-efficient CPSC applications and services. These include:

Real-time data processing, and actuation: IoT is tightly bound by its real-time data processing and its sub-
sequent analysis that can help with driving decisions making processes. Hence, CPSC applications require the de-
velopment of models to reduce latency and inefficient communication between Clouds and IoT in order to achieve
real-time data processing and actuation needs.

Multi-tenancy Clouds: IoT is a distributed system that produces enormous amounts of data. In fact, IoT is
considered a major source of Big-data. Hence, there is a need to support storage and processing of un-structured
and semi-structured big data coming from distributed sources to provide real-time/near real-time services. This will
require multi tenancy cloud models to meet the scalability and real-time needs of CPSC applications.

Dependable QoS management: CPSCs bring unique challenges in the form of IoT that is very different to
traditional cloud-based applications. For example, CPSC system performance is based not only on the Clouds but
also the IoT devices. Hence, careful consideration and prediction of QoS and corresponding SLAs is key for CPSC
applications. These QoS metrics could include performance targets/constraints of CPSC applications, distributed
processing and storage of the massive data as well as run-time migration of cloud servers (VMs).

Discovery and Service Composition (Clouds and IoT): Discovery is a mechanism that will enable users and
application likewise to find and access Cloud services and corresponding IoT data without the need to know the
actual source of the data, sensor description, or location. An intrinsic requirement of CPSC applications is to manage
heterogeneity at various level such as different types of sensors, data and cloud services. Currently the standards that
govern the development of these components are at their infancy. Even with appropriate standards, given the growth
rate of IoT, it is expected that we will soon face the challenge of integrating a multitude of devices and data stemming
from IoT. Hence, there needs to be mechanisms that allows the discovery of these IoT devices and the corresponding
services (e.g. storage service) that fit the requirement of the CPSC applications.

CPS identity management: In the CPSCs, a service provider could potentially receive data from hundreds of
data sources. The provider needs to be able to determine to which end user the data belongs to [3]. In addition to
data and data source identification [3], we need to be able to both specify and identify to which user/s the ‘thing/s’
belongs to, thus determining the context (e.g. relating to which person) in which a particular sensor or actuator is
operating. Sensors could be shared and generate data that is relevant to a number of different users. For example
a proximity sensor in a hospital should identify when particular staff or patients are near it. When the “things” are
actuators, it becomes particularly important that the right actions are triggered for the right actors. Also, conflicts
might arise. In a home IoT scenario, different members of a family may have different temperature preferences,
so policies over thermostat control could conflict. In such cases and others, policy conflict detection and resolution
mechanisms maybe of utmost importance.

Virtualised Cloud IoT: CPSC systems provide a unified view of the physical world to the cyber user and vice-
versa. Hence, it is essential to maintain a virtual environment that represents the physical world monitored by the IoT
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devices. This will require the development of various domain ontologies and corresponding reasoning techniques
that can best describe the current physical world consistently in order to facilitate discovery and service composition.

Emerging CPSC business models: CPSC is still in its infancy and so is challenged by the development of
relevant and appropriate business models. E.g. the classical cloud model may no longer be applicable as CPSC is not
only about the computer resources, it encompasses the IoT and the social aspects (humans). Hence, business models
need to be developed that takes into consideration all the 3 factors of CPSC namely, IoT, Clouds and Humans.

Platforms for CPSC development and deployment: The development of CPSC systems is not a trivial task and
requires careful consideration of various aspects including the construction and deployment of IoT infrastructure and
cloud infrastructure, while giving due diligence to the social aspect. The question here is what could be the essential
features of a cloud-based frameworks for CPSCs in order to support the right level of development techniques and
methodologies?
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Energy Optimization, Control and Markets Lab at the Catholic University of Chile

Matias Negrete-Pincetic, Daniel Olivares, Rodrigo Henriquez, and George Wenzel
Catholic University of Chile

Abstract

The Energy Optimization, Control and Markets Lab (OCM-Lab) performs its activities at the Electrical En-
gineering Department at Pontificia Universidad Catolica de Chile. Led by two faculties, Assistant Professors
Daniel Olivares and Matias Negrete Pincetic, focuses its activities on developing state of the art research on the
boundaries of power systems, control, operation research and economics. Currently, the group has 15 postgradu-
ate and undergraduate students and has international cooperation with several groups around the world including
researchers from UC Berkeley, University of Notre Dame, University of Toronto, University of Waterloo and The
University of Texas, Austin.

The electrical power system is a fundamental and vital part of a modern society’s infrastructure: Its objective is
to deliver reliable electrical energy to consumers efficiently. Many countries have decided to incorporate information
technologies into the grid, in order to enhance the system reliability and efficiency and to harness more renewable
energy sources, resulting in the smart grid vision. Along this transformation, the salient characteristics of electricity
continue to impose stringent requirements on the power grid. Thus, it is challenging to maintain reliable operation,
as well as functional markets, for this highly complex system.

Our research activities are in the realm of power and energy systems, combined with elements from decision and
control sciences, economics and energy policy. On the past, we have been able to work on the understanding of the

m ieee-cps.org Page 14

http://newsroom.cisco.com/press-release-content?articleId=1621819
http://www.ieee-cps.org/


impact, viewed from the ideal competitive equilibrium setting, of dynamics, constraints, and uncertainty which are
inherent to power and energy systems [1]. In a general dynamic setting, we established many of the standard conclu-
sions of the competitive equilibrium theory: Market equilibria are efficient, and average prices coincide with average
marginal costs. However, these conclusions hold only on average and the dynamics of prices can be extreme. Price
volatility, negative prices and price spikes hold even in a perfect competitive setting in which price manipulation is
excluded. These findings along with other recent academic results and the empirical experience of the last decades
illustrate the need for developing new models and tools for analyzing energy systems and its associated markets.

Developing such models and tools is a challenging task. Mainly, because energy markets require the coexistence
of two coupled dynamical systems: a physical system driven by hard and soft engineering constraints in which re-
liability is one of the main objectives, and a market/financial system driven by self-interests of players in which
economic efficiency is the leading metric. In the particular case of electricity markets and as a result of the many
changes expected by the Smart Grid vision — the use of information technologies, new energy policies, active de-
mand participation and renewable energy sources among other ones — increased levels of uncertainty and exotic
dynamics will naturally emerge. These features will make even more challenging the operation and planning of en-
ergy systems and the coexistence with its associated markets.

Our research has been focused on understanding the interaction between these two complex systems, developing
models and tools tailored for a grid with increased levels of uncertainty and dynamics, and proposing market designs
and energy policies appropriate for this new setting. Some of our previous and current research activities include:

Electricity Market Design: Development of alternative architectures for electricity markets based on the notion
of multi-attribute products and the definition of contracts. Designing markets for flexibility. Investigate the role of the
product definition in electricity auctions and its key role on market outcomes. Study of the design and outcomes of
electricity auctions and capacity markets. Understanding the interaction of low marginal cost technologies in current
market structures [2, 3, 4].

Impact of Dynamics and Uncertainty: Study of the impact of volatility and dynamics on electricity markets.
Using current operational schemes and typical assumptions, it was showed that under current electricity market
designs the volatility of wind can reduce its inherent value. Moreover, the loss in social welfare is skewed to the sup-
plier. The results also illustrate the need to move beyond snap-shot-based models for analyzing electricity markets
and reinforce the idea of multi-attribute products [5].

Resource Planning Models: Development of models and tools for planning energy systems with increased lev-
els of uncertainty and dynamics. The inherent complexity, uncertainty and dynamics is handled by using techniques
and methodologies from decision and control, and simulation and learning. Discussion about the need to upgrade
usual power and energy reliability metrics. Study of composite reliability metrics suitable for planning studies in a
market environment. Upgrading of SWITCH planning model.

Demand Response Aggregators: Our research group focus in developing new operation and economics models
for Demand Side Management (DSM), for example a Demand Response (DR) aggregator that participates in elec-
tricity markets, and study the value of being flexible for the end-user. As mentioned, it is well known that DSM can
give several benefits for the power systems, but what incentives can be used and how to promote the participation of
the consumers is a challenging task that our group is trying to understand.

Tools and Models for Vehicle-to-Grid: Electric vehicles are expected to have a key role on the grid of the fu-
ture. In this realm our research have been focusing on control and market aspects of the vehicle to grid concept. On
the control side, we have been developing algorithms for the real-time control operation of a fleet of electric vehicles
participating on ancillary services markets [6]. On the market side, our work have been focusing on pricing schemes
for EVs charging stations [7].
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ÂăUrban Microgrids and Power System Resilience: Distribution networks are especially sensitive to natural
disasters as they are normally designed with little redundancy and little autonomous control; thus, the loss of a line
or a transformer may cause a disruption of the supply to an area for a long period of time until the damaged asset can
be repaired. This research aims to overcome this weakness by using urban microgrids. Microgrids are distribution-
scale networks with clusters of loads, distributed generation and energy storage systems that operate autonomously
to reliably supply electricity. A key aspect of micro grids is their ability to seamlessly switch between operating with
or without a connection to a wider power system. This feature makes microgrids a potential solution to reduce the
number of power outages following a natural disaster [8, 9, 10].
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Automatic Re-configurable Deep Neural Network Applied to
Resource-Constrained Cyber-Physical Systems

Chunchen Liu, Kangli Hao, Liu Liu
Kneron Inc.

Abstract

Unlike traditional embedded systems, modern cyber-physical systems (CPS) are enpowered with much stronger
intelligence mechanisms proper of deep learning leading the pathway. However, high-accuracy deep learning is
very computationally intensive, which usually requires more resources than locally available. The approach that
utilizes network connectivity and cloud servers are neither suitable for hard real-time missions that bear very low
latency, nor missions that carried out in regions where network coverage is unavailable or unreliable. This work
presents the automatic reconfigurable deep neural network (ARDNN) solution, which dramatically reduces com-
putational requirements yet with neglectable cost of accuracy. ARDNN enables deep convolutional multi-layer
neural networks to be run on resource-constrained CPSes, thus opens the floodgate of novel industrial, automo-
tive, security and consumer CPS applications. Our experimental results demonstrate that ARDNN can reduce
computational cost to 1/30 with < 5% accuracy degradation.

1 Problem and Motivation

Ongoing advances in science and engineering will improve the link between computational and physical elements by
means of intelligent mechanisms, dramatically increasing the functionality, adaptability, and usability of CPSes [1].
Recent studies have shown deep learning a.k.a. deep neural network (DNN) greatly out-performs previous techniques
in accuracy when applied to the field of computer vision for object recognition (See figure below).

Figure 1: Deep learning greatly out-performs previous techniques in image recognition accuracy.

However, deep learning models are very complex, using a cascade of many layers of nonlinear processing units
for feature extraction and transformation, which results in very heavy computational tasks that require more proces-
sor and memory resources than locally available. For tasks that require more resources than are locally available,
one common approach for rapid implementation of mobile CPSes utilizes the network connectivity to link the CPS
with either a server or a cloud environment, enabling complex processing tasks that are impossible under local re-
source constraints. However, the approach is not suitable for critical real-time missions that bear very low latency
such as autonomous automotive system and unmanned aerial vehicle. Neither suitable for missions that carried out
in regions where network coverage is unavailable or unreliable, such as deep-sea exploration, search and rescue.

Our aspiration is to design and implement an improved DNN engine on resource-constrained CPSes that can
robustly and efficiently execute highly intelligent tasks. Such a DNN engine should: 1) Execute very deep neural
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network on embedded device; 2) No specialized SOC or additional GPU hardware is required; 3) Training time and
execution time are significantly reduced.

2 Proposed Solution

To drastically reduce the computational cost and time, we propose automatic reconfigurable deep neural network
(ARDNN) architecture. ARDNN is dynamic distributive architecture that can automatically and continually recon-
figure the DNN cascade structure. It can continually improve the accuracy and increase the efficiently. We designed
an improved generalization algorithm to enhance the producing of reasonable training patterns with similar but not
identical input. We resort to specialized factor variation reduction to make supervised transfer and reinforcement
learning tasks much more efficient than static DNN architecture. In addition, we use stacked RBM as deep auto-
encoder and limit one layer to few dimensions to reduce the dimensionality of the ARDNN architecture.

Figure 2: Automatic reconfigurable deep neural network (ARDNN) architecture.

Our experimental results demonstrate that ARDNN can reduce computational cost to 1/30 with < 5% accuracy
degradation. Therefore, ARDNN enables deep convolutional multi-layer neural networks to be run on resource-
constrained CPSes, thus opens the floodgate of novel industrial, automotive, security and consumer CPS applications.

3 Future Work

As this work is the first effort, to our best knowledge, to automatically re-configure DNN architecture, we expect a
lot of future research can be done, e.g., gauging the performance with different clustering granularity, consideration
of other deep-learning applications such as speech recognition, natural language processing.
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Technical Activities

1 Workshop

• DAC-2016 Workshop on Design Automation for Cyber-Physical Systems (CPSDA-2016)

• INFOCOM-2016 Workshop on Cross-Layer Cyber-Physical Systems (CPSS-2016)

2 Special Issues in Academic Journals

• Integration, The VLSI Journal special session on Hardware Assisted Techniques for IoT and Big Data Appli-
cations

• IEEE Transactions on CAD special issue on CAD for Cyber-Physical System

• IEEE Transactions on Computers special issue on Smart City Computing

• IEEE Transactions on Multi-Scale Computing Systems special issue on Hardware Software Crosslayer Tech-
nologies for Trustworthy and Secure Computing

3 Special Sessions in Academic Conferences

• ICCAD-2015 special session on The Landscape of Smart Buildings: Modeling, Management and Infrastruc-
ture

• ICCD-2015 special session on Cyber-Physical Integration and Design Automation for Microfluidic Biochips

• DAC-2015 special session on Securing Cyber-Physical Systems: From Surveillance to Transportation and
Home

• DAC-2015 special session on The Researcher Who Cried Wolf
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Call for Contributions

Newsletter of Technical Committee on Cybernetics for Cyber-Physical Systems
(IEEE SMC Society)

The newsletter of Technical Committee on Cybernetics for Cyber-Physical Systems (TCCCPS) aims to provide
timely updates on technologies, educations and opportunities in the field of cyber-physical systems (CPS). The letter
will be published twice a year: one issue in February and the other issue in October. We are soliciting contributions
to the newsletter. Topics of interest include (but are not limited to):

• Embedded system design for CPS

• Real-time system design and scheduling for CPS

• Distributed computing and control for CPS

• Resilient and robust system design for CPS

• Security issues for CPS

• Formal methods for modeling and verification of CPS

• Emerging applications such as automotive system, smart energy system, internet of things, biomedical device,
etc.

Please directly contact the editors and/or associate editors by email to submit your contributions.

Submission Deadline:

All contributions must be submitted by July 1, 2016 in order to be included in the August issue of the newsletter.

Editors:

• Xin Li, Carnegie Mellon University, USA, xinli@cmu.edu

Associate Editors:

• Yier Jin, University of Central Florida, USA, yier.jin@eecs.ucf.edu

• Rajiv Ranjan, Newcastle University, United Kingdom, raj.ranjan@ncl.ac.uk

• Yiyu Shi, University of Notre Dame, USA, yshi4@nd.edu

• Bei Yu, Chinese University of Hong Kong, Hong Kong, byu@cse.cuhk.edu.hk

• Qi Zhu, University of California at Riverside, USA, qzhu@ece.ucr.edu
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