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Memory Hierarchy

CPU
Registers

~1-2 cycles

Smaller,
faster access, L1 Cache
more expensive ~8-32 cycles
L2 Cache

~300 cycles
Memory
~50,000 cycles

Hard Disk

® Memory is primarily of three types :

¢ Cache Memory
¢ Primary Memory/Main Memory

¢ Secondary Memory

Larger,
Slower,
Cheaper
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Memory Hierarchy

¢ Cache Memory

¢ Cache memory is faster than main memory

¢ Less access time as compared to main
memory

¢ Stores the program that can be executed
within a short period of time

¢ Stores data for temporary use
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Memory Hierarchy

* However ...

¢ Cache memory has limited capacity
¢ Itis very expensive

¢ Primary Memory (Main Memory):

Usually volatile memory

Working memory of the computer
Faster than secondary memories

A computer cannot run without the
primary memory
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Cache Performance

e If the processor finds that the memory location is in the cache, a cache hit has
occurred and data is read from cache

¢ If the processor does not find the memory location in the cache, a cache miss has
occurred. For a cache miss, the cache allocates a new entry and copies in data from
main memory, then the request is fulfilled from the contents of the cache

® Hit ratio = hit / (hit + miss) = no. of hits/total accesses

5/9



Data Layout

® Matrix:

row-major
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® Tensor:
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Physical data layout
NCHW, NHWC, and CHWN layouts
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Matrix Multiplication

void matmul() {
’ (©);
; 1<n; it) {
i 3o<n; ) o
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Matrix Multiplication

¢ What if we use the transpose to change the visit order of the matrix?

void matmul_AT() {
memset (C, (C));
(int i i<n; i++) {
(int j j <n; j++) {
AT[i1[5] [il;

(int i =0; i < n; i++) {
(int j j < n; j++) {
r: 2 (2

CLi1[j] += ATIKI[i] * BLK][j];

* What is the difference on hit ratio?
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THANK YOU!



