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Figure source: Ross Girshick

Object Detection: PASCAL VOC mean Average Precision (mAP)

What happened to Object Detection
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LeNet 5

Y. LeCun, L. Bottou, Y. Bengio, and P. Haffner, Gradient-based learning applied to document 
recognition, Proc. IEEE 86(11): 2278–2324, 1998.

Actually, it happened a while ago ...
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The Perceptron
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Output: sgn(w×x + b)

Rosenblatt, Frank (1958), The Perceptron: A Probabilistic Model for Information Storage and Organization 
in the Brain, Cornell Aeronautical Laboratory, Psychological Review, v65, No. 6, pp. 386–408. 

Let’s back up even more...
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• Can learn nonlinear functions provided each perceptron has a 
differentiable nonlinearity

Sigmoid: g(t) = 1
1+ e−t

Two-layer neural network
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What is the value range of sigmoid activation?

• [−1, 1]

• [−∞,+∞]

• [0, 1]

• [0,+∞]
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Multi-layer neural network
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• Find network weights to minimize the training error between 
true and estimated labels of training examples, e.g.:

• Update weights by gradient descent: w
ww
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Training of multi-layer networks
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• Find network weights to minimize the training error between 
true and estimated labels of training examples, e.g.:

• Update weights by gradient descent:

• Back-propagation: gradients are computed in the direction 
from output to input layers and combined using chain rule

• Stochastic gradient descent: compute the weight update 
w.r.t. one training example (or a small batch of examples) at 
a time, cycle through training examples in random order in 
multiple epochs

w
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Training of multi-layer networks
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image Fully connected layer

From fully connected to convolutional networks
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image

feature map

learned 
weights

Convolutional layer

From fully connected to convolutional networks
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For a convolution kernel with kernel size 3, stride 1, what is the zero
padding number to keep the output feature map size unchanged?

• A: 0

• B: 1

• C: 2

• D: 3
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Input Feature Map

.
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Convolution as feature extraction
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Input Image

Convolution 
(Learned)

Non-linearity

Spatial pooling

Feature maps

Input Feature Map

.

.

.

Source: R. Fergus, Y. LeCun

Key operations
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Input Image

Convolution 
(Learned)

Non-linearity

Spatial pooling

Feature maps

Source: R. Fergus, Y. LeCun

Rectified Linear Unit (ReLU)

Key operations
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Input Image

Convolution 
(Learned)

Non-linearity

Spatial pooling

Feature maps

Max

Source: R. Fergus, Y. LeCun

Key operations
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Validation classification

  

Validation classification

  

Validation classification

• ~14 million labeled images, 20k classes

• Images gathered from Internet

• Human labels via Amazon MTurk

• ImageNet Large-Scale Visual 
Recognition Challenge (ILSVRC): 
1.2 million training images, 1000 classes

www.image-net.org/challenges/LSVRC/

Fast forward to the arrival of big visual data
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• Similar framework to LeNet but:
• Max pooling, ReLU nonlinearity
• More data and bigger model (7 hidden layers, 650K units, 60M params)
• GPU implementation (50x speedup over CPU)

• Trained on two GPUs for a week
• Dropout regularization

A. Krizhevsky, I. Sutskever, and G. Hinton, ImageNet Classification with Deep 
Convolutional Neural Networks, NIPS 2012

AlexNet: ILSVRC 2012 winner
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What'should'I'learn'
to'do'well'in'

computer'vision'
research?'I'want'to'research'

on'a'topic'with'DEAP'
LEARNING'in'it?'
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DEEP'LEARNING'
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GPU$

Serve
r$
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Ohhh'No!!!'
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State of the art recognition methods  

•  'Very'Expensive''
•  Memory'
•  ComputaIon'
•  Power'
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Refer:
https://shop.lambdalabs.com/deep-learning/servers/hyperplane/customize
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• Humans use their eyes and their brains to visually sense the world.

• Computers use their cameras and computation to visually sense the world

Jian Sun, “Introduction to Computer Vision and Deep Learning”.

Computer Vision
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SegmentationClassification Detection

Image Region Pixel

Sequence

Video

Few More Core Problems
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Jian Sun, “Introduction to Computer Vision and Deep Learning”.

A Bit of History
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• The rises of SVM, Random forest

• No theory to play

• Lack of training data

• Benchmark is insensitive

• Difficulties in optimization

• Hard to reproduce results

Curse
“Deep neural networks are no good and could never be trained.”

Winter of Neural Networks (mid 90’ – 2006)
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• A fast learning algorithm for deep belief nets. [Hinton et.al 1996]
• Data + Computing + Industry Competition
• NVidia’s GPU, Google Brain (16,000 CPUs)
• Speech: Microsoft [2010], Google [2011], IBM
• Image: AlexNet, 8 layers [Krizhevsky et.al 2012] (26.2% -> 15.3%)

Renaissance of Deep Learning (2006 – )
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Slide Credit: He et al. (MSRA) 

11x11 conv, 96, /4, pool/2

5x5 conv, 256, pool/2 

3x3 conv, 384 

3x3 conv, 384  3x3  

conv, 256, pool/2 

fc, 4096 

fc, 4096
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AlexNet, 8 
layers 

(ILSVRC 2012)

Revolution of Depth 
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Slide Credit: He et al. (MSRA) 
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Slide Credit: He et al. (MSRA) 
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• AlexNet (Krizhevsky, Sutskever, and E. Hinton 2012) 233MB

• Network in Network (Lin, Chen, and Yan 2013) 29MB

• VGG (Simonyan and Zisserman 2015) 549MB

• GoogleNet (Szegedy, Liu, et al. 2015) 51MB

• ResNet (He et al. 2016) 215MB

• Inception-ResNet (Szegedy, Vanhoucke, et al. 2016)

• DenseNet (Huang et al. 2017)

• Xception (Chollet 2017)

• MobileNetV2 (Sandler et al. 2018)

• ShuffleNet (Zhang et al. 2018)

Some Recent Classification Architectures
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1

1Alfredo Canziani, Adam Paszke, and Eugenio Culurciello (2017). “An analysis of deep neural
network models for practical applications”. In: arXiv preprint. 27/32



Figure 1: Top1 vs. network. Single-crop top-1 vali-
dation accuracies for top scoring single-model archi-
tectures. We introduce with this chart our choice of
colour scheme, which will be used throughout this
publication to distinguish effectively different archi-
tectures and their correspondent authors. Notice that
networks of the same group share the same hue, for
example ResNet are all variations of pink.

Figure 2: Top1 vs. operations, size / parameters.
Top-1 one-crop accuracy versus amount of operations
required for a single forward pass. The size of the
blobs is proportional to the number of network pa-
rameters; a legend is reported in the bottom right cor-
ner, spanning from 5⇥106 to 155⇥106 params. Both
these figures share the same y-axis, and the grey dots
highlight the centre of the blobs.

single run of VGG-161 (Simonyan & Zisserman, 2014) and GoogLeNet (Szegedy et al., 2014) are
8.70% and 10.07% respectively, revealing that VGG-16 performs better than GoogLeNet. When
models are run with 10-crop sampling,2 then the errors become 9.33% and 9.15% respectively, and
therefore VGG-16 will perform worse than GoogLeNet, using a single central-crop. For this reason,
we decided to base our analysis on re-evaluations of top-1 accuracies3 for all networks with a single
central-crop sampling technique (Zagoruyko, 2016).

For inference time and memory usage measurements we have used Torch7 (Collobert et al., 2011)
with cuDNN-v5 (Chetlur et al., 2014) and CUDA-v8 back-end. All experiments were conducted on
a JetPack-2.3 NVIDIA Jetson TX1 board (nVIDIA): an embedded visual computing system with
a 64-bit ARM R� A57 CPU, a 1 T-Flop/s 256-core NVIDIA Maxwell GPU and 4 GB LPDDR4
of shared RAM. We use this resource-limited device to better underline the differences between
network architecture, but similar results can be obtained on most recent GPUs, such as the NVIDIA
K40 or Titan X, to name a few. Operation counts were obtained using an open-source tool that we
developed (Paszke, 2016). For measuring the power consumption, a Keysight 1146B Hall effect
current probe has been used with a Keysight MSO-X 2024A 200 MHz digital oscilloscope with a
sampling period of 2 s and 50 kSa/s sample rate. The system was powered by a Keysight E3645A
GPIB controlled DC power supply.

3 RESULTS

In this section we report our results and comparisons. We analysed the following DDNs: AlexNet
(Krizhevsky et al., 2012), batch normalised AlexNet (Zagoruyko, 2016), batch normalised Network
In Network (NIN) (Lin et al., 2013), ENet (Paszke et al., 2016) for ImageNet (Culurciello, 2016),
GoogLeNet (Szegedy et al., 2014), VGG-16 and -19 (Simonyan & Zisserman, 2014), ResNet-18,
-34, -50, -101 and -152 (He et al., 2015), Inception-v3 (Szegedy et al., 2015) and Inception-v4
(Szegedy et al., 2016) since they obtained the highest performance, in these four years, on the
ImageNet (Russakovsky et al., 2015) challenge.

1 In the original paper this network is called VGG-D, which is the best performing network. Here we prefer
to highlight the number of layer utilised, so we will call it VGG-16 in this publication.

2 From a given image multiple patches are extracted: four corners plus central crop and their horizontal
mirrored twins.

3 Accuracy and error rate always sum to 100, therefore in this paper they are used interchangeably.

2

Why AlexNet is large in size, but small in operations?

• A: Special FC layers

• B: Special Conv layers

• C: More channels

• D: Some redundant operators
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Convolutional Neural Network (CNN)
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Convolutional Neural Network (CNN)
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Embedded CV



Start Video

Example: Hisense ADAS
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