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The Husky Platform
I Husky [2] is developed by professor James Cheng’ team aiming at de-

veloping a more expressive and most importantly, more efficient sys-
tems for distributed data analytics.

I The most impressive feature of Husky is that it gains a great balance
between high performance and low development cost.

Logistic Regression
I The central equation of the logistic regression is the sigmoid function

hθ (x) = 1
1+e−θx (1)

I In order to estimate the value of θ, a cost function is constructed [1]
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I After optimizing this cost function with respect to θ, we can classify new
coming data using following criteria:

y =

{
0 if hθ (x) >= 0.5
1 else

Gradient Descent
I This cost function can be optimized using gradient descent algorithm

which repeatedly steps towards the opposite direction of the gradient
of the function at current point.

Figure 1. Graphical view of Gradient descent

I The updating rule for logistic regression is given by
For i = 1 to m,

θ := θ + α
(
y (i) − hθ(x (i))

)
∗ x (i) (3)

I α is called learning rate which is set by the user.

Implementation strategy
I First we partition the data into several parts and assigns each part to

a worker. The parmeter θ is stored globally.
I In every iteration, each worker aggregates the updates locally and

send the aggregated result to the global parameter. Then Husky up-
dates the global parameter by summing all the updates.

Figure 2. The distribution strategy

Performance
I The scalability can be measured by the relationship between time and

number of workers.

Figure 3. The scalability of logistic regression

I Webspam contains 350000 records and each with 16609143 features.
The comparison of convergence time between this projehct and Logis-
ticRegressionWithSGD on Spark [3] for webspam is shown below

Figure 4. Comparison of convergence time for webspam

Conclusion
I In this project, a distributed logistic regression algorithm is developed

on Husky platform. In terms of speed and quality, this implementation
can outperform LogisticRegressionWithSGD of MLlib on Spark plat-
form.
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