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Abstract of thesis entitled:
Learning with Social Media

Submitted by ZHOU, Chao
for the degree of Doctor of Philosophy
at The Chinese University of Hong Kong in April 2013

With the astronomical growth of Web 2.0 over the past decade, so-
cial media systems, such as rating systems, social tagging systems,
online forums, and community-based question answering (Q&A)
systems, have revolutionized people’s way of creating and sharing
contents on the Web. However, due to the explosive growth of data
in social media systems, users are drowning in information and en-
countering information overload problem. Currently, social comput-
ing techniques, achieved through learning with social media, have
emerged as an important research area to help social media users
find their information needs. In general, users post contents which
reflect their interests in social media systems, and expect to obtain
the suitable items through social computing techniques. To better
understand users’ interests, it is very essential to analyze different
types of user generate content. On the other hand, the returned in-
formation may be items, or users with similar interests. Beyond
the user-based analysis, it would be quite interesting and important
to conduct item-oriented study, such as understand items’ charac-
teristics, and grouping items that are semantically related for better
addressing users’ information needs.

The objective of this thesis is to establish automatic and scalable
models to help social media users find their information needs more
effectively. These models are proposed based on the two key entities
in social media systems: user and item. Thus, one important aspect
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of this thesis is therefore to develop a framework to combine the
user information and the item information with the following two
purposes: 1) modeling users’ interests with respect to their behavior,
and recommending items or users they may be interested in; and
2) understanding items’ characteristics, and grouping items that are
semantically related for better addressing users’ information needs.

For the first purpose, a novel unified matrix factorization frame-
work which fuses different types of users’ behavior data, is proposed
for predicting users’ interests on new items. The framework tack-
les the data sparsity problem and non-flexibility problem confronted
by traditional algorithms. Furthermore, to provide users with an
automatic and effective way to discover other users with common
interests, we propose a framework for user interest modeling and
interest-based user recommendation by utilizing users’ tagging in-
formation. Extensive evaluations on real world data demonstrate the
effectiveness of the proposed user-based models.

For the second purpose, a new functionality question suggestion,
which targets at suggesting questions that are semantically related to
a queried question, is proposed in social media systems with Q&A
functionalities. Existing bag-of-words approaches suffer from the
shortcoming that they could not bridge the lexical chasm between
semantically related questions. Therefore, we present two mod-
els which combines both the lexical and latent semantic knowledge
to measure the semantic relatedness among questions. In question
analysis, there is a lack of understanding of questions’ character-
istics. To tackle this problem, a supervised approach is developed
to identify questions’ subjectivity. Moreover, we come up with an
approach to collect training data automatically by utilizing social
signals without involving any manual labeling. The experimental
results show that our methods perform better than the state-of-the-
art approaches.

In summary, based on the two key entities in social media sys-
tems, we present two user-based models and two item-oriented mod-
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els to help social media users find their information needs more ac-
curately and effectively through learning with social media. Exten-
sive experiments on various social media systems confirm the effec-
tiveness of proposed models.
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摘要  ： 

         隨著 Web 2.0 系統在過去十年的迅猛發展，社會化媒體，比如

社會化評分系統、社會化標籤系統、在線論壇和社會化問答系統，

已經革命性地改變了人們在互聯網上創造和分享內容的方式。但是，

面對社會化媒體數據的飛速增長，用戶面臨嚴重的信息過載的問題。

現在，基於社會化媒體學習的社會化計算，已經發展成爲了幫助社

會化媒體用戶有效解決信息需求的一個重要的研究領域。一般來說，

用戶在社會化媒體中發佈信息，期望通過社會化計算尋找到合適的

項目。爲了更好地理解用戶的興趣，分析不同類型的用戶產生數據

是非常重要的。另一方面，返回給用戶的可以是項目，或是擁有相

似興趣的其他用戶。除了基於用戶的分析，進行基於項目的分析也

是非常有趣和重要的，比如理解項目的屬性，將語義相關的項目聚

在一起爲了更好地滿足用戶的信息需求等。 

         本論文的目地是提出自動化和可擴展的模型來幫助社會化媒體

用戶更有效的解決信息需求。這些模型基於社會化媒體中兩個重要

的組成提出：用戶和項目。因此，基於以下兩個目標，我們提出一

個統一的框架來整合用戶信息和項目信息：1) 通過用戶的行為找出

用戶的興趣，并為之推薦可能感興趣的項目和相似興趣的用戶；2) 

理解項目的屬性，並將語義相關的項目聚合在一起從而能更好的滿

足用戶的信息需求。 

         爲了完成第一個目標，我們提出了一個新的矩陣分解的框架來

整合不同的用戶行為數據，從而預測用戶對新項目的興趣。這個框
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架有效地解決了數據稀疏性以及傳統方法中信息來源單一的問題，

其次，爲了給社會化媒體用戶提供自動發現類似興趣的其他用戶的

方式，通過利用社會化標籤信息，我們提出了基於用戶興趣挖掘和

基於興趣的用戶推薦的框架。大量的真實數據實驗驗證了提出的基

於用戶的模型的有效性。 

         爲了完成第二個目標，我們在具問答性質的社會化媒體中提出

了問題推薦的應用。問題推薦的目標是基於一個用戶問題推薦語義

相關的問題。傳統的詞袋模型不能有效地解決相關問題中用詞不同

的問題。因此，我們提出了兩個模型來結合詞法分析以及潛在語義

分析，從而有效地衡量問題間的語義相關度。在問題分析中，當前

研究缺少對問題屬性的認識。爲了解決這個問題，我們提出了一個

有監督學習的方法來識別問題的主觀性。具體來說，我們提出了一

種基於社會化信號的無人工參與的自動收集訓練數據的方法。大量

實驗證實了提出的方法的效果超過了之前的其他算法。 

         概括起來，圍繞社會化媒體中兩個重要的組成，我們提出了兩

個基於用戶的模型和兩個基於項目的模型來幫助社會化媒體的用戶

更準確更有效地解決信息需求。我們通過不同社會化媒體中的大量

實驗證實了提出模型的有效性。 
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Chapter 1

Introduction

1.1 Overview

With the inception of Web 2.0 in World Wide Web, huge amount of
User Generate Content (UGC) has been aggregated in social media
systems. There are many types of social media systems that en-
able users to perform different tasks. Movie rating systems, such
as Netflix1, MovieLens2, and Douban3, allow users to rate movies.
In return, an active user would receive suggested movies that he/she
may be interested in based on rating information of other users or
items [133, 262]. The rated information items could also be books,
music, news, Web pages, products, etc. Social tagging systems, such
as Delicious4, Flickr5, and CiteULike6, have emerged as an effective
way for users to annotate and share objects on the Web. Tags posted
by users on bookmarks, papers, and photos, express users’ under-
standings and interests [263, 259]. An online forum is a Web ap-
plication which involves highly interactive and semantically related
discussions on domain specific questions, such as travel, sports, and
programming [260]. Community-based Q&A services, such as Ya-

1http://www.netflix.com
2http://movielens.umn.edu
3http://movie.douban.com/
4https://delicious.com/
5http://www.flickr.com/
6http://www.citeulike.org/

1



CHAPTER 1. INTRODUCTION 2

Table 1.1: Overview of work in thesis.
Work Source Goal

Item Recommendation with Tagging Ensemble User Item
User Recommendation via Interest Modeling User User

Item Suggestion with Semantic Analysis Item Item
Item Modeling via Data-Driven Approach Item Characteristic of Item

hoo! Answers7, Baidu Knows8, and Quora9, are online communities
that adopt the Web 2.0 model and organize knowledge exchange in
the form of asking and answering questions [264, 261].

Although social media systems are designed for different pur-
poses, there are two key entities in each social media system: user
and item. Users, as the participants of social media systems, post
materials, browse contents, interact with other users, and discovery
information. Items, generated either by a social media system or
users, act as the consumption entities in the ecosystem of Web 2.0.

With its astronomical growth over the past decade, the data in so-
cial media systems become huge, diverse and dynamic. As a result,
users are currently drowning in information and facing information
overload [135]. To help social media users find their information
need, a critical issue is to model users’ interests with respect to their
behavior, and recommend items or users they may be interested in.
On the other hand, it would be quite interesting and important to
understand items’ characteristics, and group items that are seman-
tically related for better addressing users’ information needs. In
order to achieve above goals, in this thesis, we present four studies
on learning with social media from different perspectives. Table 1.1
shows the overview of work in thesis.

In Table 1.1, source means who to recommend, goal means what
to recommend.

7http://answers.yahoo.com
8http://zhidao.baidu.com
9http://www.quora.com



CHAPTER 1. INTRODUCTION 3

In the first work Item Recommendation with Tagging Ensemble,
we target at recommending items to a given user based on infor-
mation from rating systems. With the development of social media
systems, huge amount of User Generate Content (UGC) is gener-
ated each day. Users are easily overwhelmed by the rapidly aggre-
gated information in social media systems. Solving the informa-
tion overload problem by providing users with more proactive and
personalized information has becoming increasingly indispensable
nowadays. Thus, recommender systems research has become an im-
portant research area aiming at tackling the information overload
problem [78, 181, 206].

Typically, recommender system is based on collaborative filter-
ing. The user-item rating matrix is usually constructed in collab-
orative filtering. The target of collaborative filtering is to fill the
rating matrix according to existing observed ratings. Two types
of collaborative filtering approaches are widely studied: memory-
based [30, 51, 63] and model-based [26, 35].

Memory-based collaborative filtering approaches are widely in-
vestigated [89, 98, 115] and employed in industrial collaborative fil-
tering systems [115, 181, 49]. The most studied memory-based ap-
proaches include user-based approaches [30, 75, 89] and item-based
approaches [200, 53, 115]. User-based methods look for some simi-
lar users who have similar rating styles with the active user and then
employ the ratings from those similar users to predict the ratings for
the active user [206]. Item-based approaches share similar idea with
user-based methods except for predicting the ratings of active users
based on the information of similar items computed [53, 200].

Different from memory-based collaborative filtering, model-based
approaches first train a model based on observed user-item ratings,
and then employ the trained model to predict missing values [26,
35]. Many model-based approaches are proposed, include aspect
models [80, 208], Bayesian model [42], relevance models [230, 232],
latent class models [81, 91, 138], matrix factorization models [26,
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64], and clustering models [12, 60, 97].
Although collaborative filtering algorithms have been widely used

in recommendation systems, the problem of inaccurate recommen-
dation results still exists in both neighborhood-based methods and
model-based methods. The fundamental problem of these approaches
is the data sparsity of the user-item rating matrix. The density of
available ratings in commercial recommender systems is often less
than 1% [115] or even much less. Thus, only utilizing user-item rat-
ing information as most collaborative filtering algorithms do is not
enough. Social tagging systems have recently emerged as a popu-
lar ways for users to annotate, organize, and share resources on the
Web. Previous studies [76, 112, 202] have shown that tags can rep-
resent users’ judgments about Web contents quite accurately, which
are also good candidates to describe the resources. To overcome the
data sparsity problem and non-flexibility problem confronted by tra-
ditional collaborative filtering algorithms, we propose a factor analy-
sis approach by utilizing both users’ rating information and tagging
information based on probabilistic matrix factorization in the first
study.

In the second work User Recommendation via Interest Model-
ing, we focus on recommending users to a given user with simi-
lar interests in social tagging systems. Social tagging systems have
emerged as a popular way for users to annotate, organize, and share
resources on the Web, such as Yahoo! Delicious, Flickr and CiteU-
Like. Social tagging systems enjoy the advantages that users can use
free-form tags to annotate objects, which can ease sharing of objects
despite vocabulary differences. As a form of users’ individual be-
havior, tagging activity not only can represent users’ judgments on
the resources [76, 210], but also can indicate users’ personal inter-
ests [220]. However, due to the fast growth of social tagging sys-
tems, a user is easily overwhelmed by the large amount of data and
it is very difficult for the user to dig out information that he/she is
interested in. Several functions aiming at finding people with sim-
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ilar interests have been incorporated into tagging systems, such as
network in Yahoo! Delicious and contact in Flickr. Take network
in Yahoo! Delicious as an example, if a user Bob notices many of
Jack’s bookmarks as interesting, Bob can add Jack to his network.
After that, when Jack updates his new bookmarks, they will also ap-
pear in Bob’s bookmark pool to make it more convenient for Bob to
browse resources he is interested in. However, no automatic interest-
based user recommendation service is provided and it is not easy for
a user to find other users with similar interest.

Thus, in the second study, we propose an effective two-phase
User Recommendation (UserRec) framework for users’ interest mod-
eling and interest-based user recommendation, which can help infor-
mation sharing among users with similar interests. Solving the prob-
lem of modeling users’ interests and performing interest-based user
recommendation in social tagging systems achieve two benefits. At
a fundamental level, we gain insights into utilizing information in
social tagging systems to provide personalized service for each user.
At a practical level, it can bring several enhancements. Firstly, it is
more convenient for an active user to know the latest resources on
particular topics he/she may be interested in because users with sim-
ilar interests are recommended. Secondly, it can help users obtain
high-quality results through social filtering. Thirdly, interest-based
user recommendation can help build interest-based social relation-
ships, and forming interest-based social groups, therefore increasing
intra-group information flow on the corresponding topics.

In the third work Item Suggestion with Semantic Analysis, we
propose an approach to recommend items to a given item that are
semantically related in online forums and community-based Q&A
systems. This study is related to automatic Q&A, which has been a
long-standing research problem that attracts contributions from the
information retrieval and natural language processing communities.
Automatic Q&A ranges from automatic subjective Q&A [109, 215]
to automatic factual Q&A [52, 56, 70].
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Most work of retrieving answers directly from the Web focus on
factual Q&A [178, 177, 114, 205, 3]. However, the existing meth-
ods for automatic Q&A from the Web do not utilize readily avail-
able Q&A pairs in social media as they just extract answers directly
from the Web for questions. With the popularization of social me-
dia with Q&A aspect, people has come together to post their ques-
tions, answer other users’ questions, and interact with each other.
Community-based Q&A services and online forums are two rep-
resentative platforms for this purpose. Overtimes, a large amount
of historical Q&A pairs have been built up in their archives, pro-
viding information seekers a viable alternative to Q&A from the
Web [1, 44, 84].

With the proliferation of community-based Q&A services and
online forums, a large amount of historical Q&A pairs have been
accumulated in social media systems. Researchers have been in-
vestigating automatic question answering in social media systems
recently. Question search aims at finding semantically equivalent
questions for a user question. Addressing the lexical chasm problem
between user questions and the questions in a Q&A archive is the fo-
cus of most existing work. Berger et al. [20] studied four statistical
techniques for bridging the lexical chasm, which include adaptive
TFIDF [179], automatic query expansion [147], statistical transla-
tion models [21], and latent semantic models [79]. The history of
question search originated from FAQ retrieval. The FAQ Finder
combined lexical similarity and semantic similarity between ques-
tions to rank FAQs, where a vector space model was employed to
compute the lexical similarity and the WordNet [145] was utilized to
capture the semantic similarity [34]. Recently, question search has
been re-visited with the Q&A data in social media, which mainly in-
cludes community-based Q&A services and online forums. Jeon et
al. [87, 86] employed translation model to tackle the question search
problem in community-based Q&A. Translation model, proposed by
Berger et al. [21], has been extensively employed in question find-
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ing and answer retrieval [20, 54, 88, 184]. However, most existing
methods of question search only find equivalent questions instead of
semantically related questions. In addition, most existing methods
only utilize lexical information.

Thus, in the third study, we propose a new function for Q&A in
social media, named question suggestion, a functionality facilitating
a user to explore a topic he/she is interested in by suggesting seman-
tically related questions to a queried question. Performing question
suggestion in social media systems has three benefits: (1) helping
users explore their information needs thoroughly from different per-
spectives; (2) increasing page views by enticing users’ clicks on
suggested questions to increase potential revenues; (3) providing
social media systems a relevance feedback mechanism by mining
users’ click through logs to improve search quality. We present a
framework to suggest questions, and propose the Topic-enhanced
Translation-based Language Model (TopicTRLM) which fuses both
the lexical and latent semantic knowledge. Moreover, to incorporate
the answer information into the model to make the model more com-
plete, we also propose the Topic-enhanced Translation-based Lan-
guage Model with Answer Ensemble (TopicTRLM-A).

In the fourth work Item Modeling via Data-Driven Approach,
we aim at finding the characteristic for an item in community-based
Q&A systems. Automatic Question Answering (AQA) has been a
long-standing research problem which attracts contributions from
the information retrieval and natural language processing commu-
nities. AQA ranges from Automatic Subjective Question Answer-
ing (ASQA) [215, 110] to Automatic Factual Question Answering
(AFQA) [70, 52, 56]. Although much progress has been made in
AFQA, with the notable example of the IBM Watson system [56],
high quality ASQA is still beyond the state-of-the-art. There are two
fundamental differences of ASQA compared with AFQA: firstly,
ASQA aims at returning opinions instead of facts; secondly, ASQA
aims at returning an answer summarized from different perspectives
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instead of a fixed answer.
The rising and popularity of Community Question Answering

(CQA) sites provides an alternative to ASQA. CQA sites such as
Yahoo! Answers10, Google Confucius [209], and Baidu Knows11

provide platforms for people to post questions, answer questions,
and give feedbacks to the posted items [1, 123]. The structure of
QA archives from CQA sites makes these QA pairs extremely valu-
able to ASQA [244, 260, 261]. However, the inherently ill-phrased,
vague, and complex nature of questions in CQA sites makes ques-
tion analysis challenging. In addition, the lack of labeled data hin-
ders the adventure of effective question analysis.

The explicit support of social signals in CQA sites, such as rat-
ing content, voting answers, and posting comments, aggregates rich
knowledge of community wisdom. Thus, it is worthwhile to inves-
tigate whether we can leverage these social signals to advance ques-
tion analysis. Motivated by Halevy, Norvig and Pereira’s argument
“Web-scale learning is to use available large-scale data rather than
hoping for annotated data that isn’t available” [69], and inspired by
the unreasonable effectiveness of data in statistical speech recogni-
tion, statistical machine translation [69], and semantic relationship
learning [183], our approach works towards utilizing social signals
to collect training data for question analysis without manual label-
ing.

Thus, in the fourth study, we focus on one important aspect of
question analysis: question subjectivity identification (QSI). The goal
is to identify whether a question is a subjective question. The asker
of a subjective question expects one or more subjective answers, and
the user intent is to collect people’s opinions. The asker of an ob-
jective question expects an authoritative answer based on common
knowledge or universal truth [4]. High quality QSI could be used to
decide whether the system should try to identify the correct answer

10http://answers.yahoo.com
11http://zhidao.baidu.com
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(AFQA) or summarize a diversity of opinions (ASQA).
In summary, the first and the second studies focus on recommen-

dation purpose, and the third and the fourth studies mainly discuss
question answering related fields.

1.2 Thesis Contribution

The main contributions of this thesis could be described as follows:

1. Item Recommendation with Tagging Ensemble
In order to overcome the data sparsity problem and non-flexibility
problem confronted by traditional collaborative filtering algo-
rithms, we propose a factor analysis approach, referred to as
TagRec, by utilizing both users’ rating information and tagging
information based on probabilistic matrix factorization. Specif-
ically, user-item rating matrix, user-tag tagging matrix, and
item-tag tagging matrix are fused together in a unified matrix
factorization framework. The experimental results on Movie-
Lens 10M/100K data set show that our method performs bet-
ter than the state-of-the-art approaches; in the meanwhile, our
complexity analysis also implies that our approach can be scaled
to very large data sets.

2. User Recommendation via Interest Modeling
In order to provide users with an automatic and effective way
to discover other users with common interests in social tag-
ging systems, we propose the User Recommendation (User-
Rec) framework for user interest modeling and interest-based
user recommendation, aiming to boost information sharing among
users with similar interests. Firstly, we propose a tag-graph
based community detection method to model the users’ per-
sonal interests, which are further represented by discrete topic
distributions. Secondly, the similarity values between users’
topic distributions are measured by Kullback-Leibler divergence
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(KL-divergence), and the similarity values are further used to
perform interest-based user recommendation. Thirdly, by ana-
lyzing users’ roles in a tagging system, we find users’ roles in a
tagging system are similar to Web pages in the Internet. Exper-
iments on Delicious tagging data set show that UserRec outper-
forms other state-of-the-art recommender system approaches.

3. Item Suggestion with Semantic Analysis
We propose a new functionality Question Suggestion in social
media systems with Q&A functionalities. Question sugges-
tion targets at suggesting questions that are semantically re-
lated to a queried question. Existing bag-of-words approaches
suffer from the shortcoming that they could not bridge the lex-
ical chasm between semantically related questions. Therefore,
we present a new framework to suggest questions, and pro-
pose the Topic-enhanced Translation-based Language Model
(TopicTRLM) which fuses both the lexical and latent semantic
knowledge. Moreover, to incorporate the answer information
into the model to make the model more complete, we also pro-
pose the Topic-enhanced Translation-based Language Model
with Answer Ensemble (TopicTRLM-A). Extensive experiments
have been conducted with real world data sets from a popular
online forum TripAdvisor and a well known community-based
Q&A service Yahoo! Answers. Experimental results indicate
our approach is very effective and outperforms other popular
methods in several metrics.

4. Item Modeling via Data-Driven Approach
To improve the performance of question subjectivity identifi-
cation in community-based Q&A services with the constrain
that little labeled training data are available, we propose an ap-
proach to collect training data automatically by utilizing so-
cial signals in community-based Q&A sites without involving
any manual labeling. Experimental results show that our data-
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Figure 1.1: Structure of thesis contribution.

driven approach achieves 9.37% relative improvement over the
supervised approach using manually labeled data, and achieves
5.15% relative gain over a state-of-the-art semi-supervised ap-
proach. In addition, we propose several heuristic features for
question subjectivity identification. By adding these features,
we achieve 11.23% relative improvement over word n-gram
feature under the same experimental setting.

Figure 1.1 summarizes the structure of thesis contributions in
each chapter.

1.3 Thesis Organization

The rest of this thesis is organized as follows:
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∙ Chapter 2
In this chapter, we review background knowledge and related
work in the field of recommender systems, machine learning,
and information retrieval. We also review related applications
of rating prediction, user recommendation, and automatic ques-
tion answering.

∙ Chapter 3
In this chapter, we propose a factor analysis approach, referred
to as TagRec, by utilizing both users’ rating information and
tagging information based on probabilistic matrix factoriza-
tion, with the target to overcome the data sparsity problem and
non-flexibility problem confronted by traditional collaborative
filtering algorithms [262]. Specifically, user-item rating ma-
trix, user-tag tagging matrix, and item-tag tagging matrix are
fused together in a unified matrix factorization framework. The
experimental results on MovieLens 10M/100K data set show
that our method performs better than the state-of-the-art ap-
proaches; in the meanwhile, our complexity analysis also im-
plies that our approach can be scaled to very large data sets.

∙ Chapter 4
This chapter focuses on providing users with an automatic and
effective way to discover other users with common interests
in social tagging systems. Specifically, we propose the User
Recommendation (UserRec) framework for user interest mod-
eling and interest-based user recommendation, aiming to boost
information sharing among users with similar interests [263].
Firstly, we propose a tag-graph based community detection method
to model the users’ personal interests, which are further repre-
sented by discrete topic distributions. Secondly, the similar-
ity values between users’ topic distributions are measured by
Kullback-Leibler divergence (KL-divergence), and the similar-
ity values are further used to perform interest-based user rec-
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ommendation. Thirdly, by analyzing users’ roles in a tagging
system, we find users’ roles in a tagging system are similar to
Web pages in the Internet. Experiments on Delicious tagging
data set show that UserRec outperforms other state-of-the-art
recommender system approaches.

∙ Chapter 5
In this chapter, we propose a new functionality Question Sug-
gestion in social media systems with Q&A functionalities [260].
Question suggestion targets at suggesting questions that are se-
mantically related to a queried question. Existing bag-of-words
approaches suffer from the shortcoming that they could not
bridge the lexical chasm between semantically related ques-
tions. Therefore, we present a new framework to suggest ques-
tions, and propose the Topic-enhanced Translation-based Lan-
guage Model (TopicTRLM) which fuses both the lexical and
latent semantic knowledge. Moreover, to incorporate the an-
swer information into the model to make the model more com-
plete, we also propose the Topic-enhanced Translation-based
Language Model with Answer Ensemble (TopicTRLM-A). Ex-
tensive experiments have been conducted with real world data
sets from a popular online forum TripAdvisor and a well known
community-based Q&A service Yahoo! Answers. Experimen-
tal results indicate our approach is very effective and outper-
forms other popular methods in several metrics.

∙ Chapter 6
This chapter focuses on improving the performance of question
subjectivity identification in community-based Q&A services
with the constrain that little labeled training data are available.
Specifically, we propose an approach to collect training data
automatically by utilizing social signals in community-based
Q&A sites without involving any manual labeling [264]. Ex-
perimental results show that our data-driven approach achieves
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9.37% relative improvement over the supervised approach us-
ing manually labeled data, and achieves 5.15% relative gain
over a state-of-the-art semi-supervised approach. In addition,
we propose several heuristic features for question subjectivity
identification. By adding these features, we achieve 11.23%
relative improvement over word n-gram feature under the same
experimental setting.

∙ Chapter 7
The last chapter summarizes this thesis and addresses some fu-
ture directions that can be further explored.

In order to make each of these chapters self-contained, some crit-
ical contents, e.g., model definitions or motivations having appeared
in previous chapters, may be briefly reiterated in some chapters.

□ End of chapter.



Chapter 2

Background Review

In this chapter, we investigate techniques related to recommender
systems, machine learning, and information retrieval models. Ta-
ble 2.1 shows techniques studied in each work.

In addition to the studies of techniques in recommender systems,
machine learning, and information retreival models, this chapter also
investigate these techniques and algorithms with applications to real-
world problems. Table 2.2 summarizes applications involved.

2.1 Recommender System Techniques

With the development of social media systems, huge amount of User
Generate Content (UGC) is generated each day [257, 259]. Users
are easily overwhelmed by the rapidly aggregated information in
social media systems. Solving the information overload problem
by providing users with more proactive and personalized informa-

Table 2.1: Techniques employed in the thesis.
Work Techniques

Item Recommendation with Social Tagging Ensemble RS
User Recommendation via Interest Modeling RS + IR

Item Suggestion with Semantic Analysis IR + ML
Item Modeling via Data-Driven Approach ML

15
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Table 2.2: Applications studied in the thesis.
Work Applications

Item Recommendation with Tagging Ensemble Rating prediction
User Recommendation via Interest Modeling User recommendation

Item Suggestion with Semantic Analysis Automatic Q&A
Item Modeling via Data-Driven Approach Automatic Q&A

tion has becoming increasingly indispensable nowadays. Thus, rec-
ommender systems research has become an important research area
aiming at tackling the information overload problem [78, 181, 206].
Authors in [2] reported that recommender systems research has con-
nections to forecasting theories [8], information retrieval [195], cog-
nitive science [182], approximation theory [172], management sci-
ence [150] and consumer choice modeling in marketing [113]. In
this section, we briefly review techniques in recommender systems.
Specifically, content-based filtering and collaborative filtering. In
content-based filtering, the active user would be recommended with
items similar to the ones the user liked in the past. In collabora-
tive filtering, the active user would be recommended with items that
people with similar tastes and interests liked in the past.

2.1.1 Content-based Filtering

The content-based filtering adopts ideas and employs many tech-
niques from information retrieval [195, 11, 136] and information
filtering [16] research. The improvement over the traditional in-
formation retrieval approaches comes from the use of user profiles
that contain information about users’ tastes, preferences and needs.
The profiling information can be elicited from users explicitly, e.g.,
through questionnaires, or implicitly learned from their behavior
over time.

Content-based algorithms can be used to recommend many types
of items, such as web pages (URLs), news, videos, images, etc. The
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system maintains information about user preferences either by initial
input about users’ interests during the registration process or by rat-
ing documents. Recommendations are then formed by taking into
account the content of documents and by filtering in the ones that
better match the users’ preferences and logged profile. For exam-
ple, in a movie recommendation application, in order to recommend
movies to a user, the content-based recommendation system tries to
understand the commonalities among the movies that user has rated
highly in the past (specific actors, directors, genres, subject matter,
etc.). Then, only the movies that have a high degree of similarity to
whatever users’ preferences are would be recommended.

Besides the traditional heuristics that are based mostly on infor-
mation retrieval methods, other techniques for content-based recom-
mendation have also been used, such as Bayesian classifiers [164,
143] and various machine learning techniques, including clustering,
decision trees, and artificial neural networks [165]. These tech-
niques differ from information retrieval-based approaches in that
they calculate utility predictions based not on a heuristic formula,
such as a cosine similarity measure, but rather are based on a model
learned from the underlying data using statistical learning and ma-
chine learning techniques.

Motivated by the observation that social tagging activity not only
can represent users’ judgments on the resources, but also can indi-
cate users’ personal interests, we develop a novel content-based fil-
tering framework, referred to as UserRec, to recommend users with
similar interests in Chapter 4.

2.1.2 Collaborative Filtering

In this section, we review several major approaches for collaborative
filtering. Two types of collaborative filtering approaches are widely
studied: memory-based and model-based [30].

Memory-based Collaborative Filtering
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Memory-based (or neighborhood-based) collaborative filtering ap-
proaches are widely investigated [30, 51, 63, 75, 89, 98, 115, 151,
181, 200] and employed in industrial collaborative filtering systems [115,
181, 49].

The most studied memory-based approaches include user-based
approaches [30, 75, 89, 243] and item-based approaches [200, 53,
115].

The user-item matrix is usually constructed in collaborative fil-
tering. Suppose a recommender system has M users and N items,
the relationship between users and items is denoted by a M × N
matrix, referred to as the user-item matrix. Each entry in this matrix
rm,n represents the rating that user m rates item n, where rm,n ∈
{1, 2, . . . , rmax}. If the user m does not rate the item n, rm,n = 0.

Pearson correlation coefficient (PCC) [181] and vector space model
(VSS) [30] are often applied in memory-based algorithms. PCC-
based collaborative filtering generally can achieve higher perfor-
mance than the other popular algorithm VSS, since it considers the
differences of user rating styles [127].

User-based methods look for some similar users who have similar
rating styles with the active user and then employ the ratings from
those similar users to predict the ratings for the active user [206].
The original PCC equation is as follows:

Sim(a, u) =

n∑
i=1

(ra,i − r̄a) ⋅ (ru,i − r̄u)√
n∑
i=1

(ra,i − r̄a)2 ⋅
√

n∑
i=1

(ru,i − r̄u)2
. (2.1)

In user-based collaborative filtering, PCC is usually employed to
define the similarity between two users a and u based on the items
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they rated in common:

Sim(a, u) =

∑
i∈I(a)

∩
I(u)

(ra,i − r̄a) ⋅ (ru,i − r̄u)√ ∑
i∈I(a)

∩
I(u)

(ra,i − r̄a)2 ⋅
√ ∑

i∈I(a)
∩
I(u)

(ru,i − r̄u)2
,

(2.2)
where Sim(a, u) is the similarity between user a and user u, and i
belongs to the subset of items which user a and user u co-rated. I(a)
is the item set rated by user a, and I(u) is the item set rated by user
u. ra,i is the score user a gave to item i, and r̄a represents the average
score of user a. Sim(a, u) ∈ [−1, 1], a larger value means user a
and u are more similar, and a smaller value means user a and u are
less similar. In the VSS approach, user u and user a are considered
as vectors, and cosine similarity is employed to compute similarity.

Sim(a, u) = cos(⃗a, u⃗) =
a⃗ ⋅ u⃗

∣∣⃗a∣∣2 × ∣∣u⃗∣∣2
(2.3)

=

∑
i∈I(a)

∩
I(u)

ra,i ⋅ ru,i√ ∑
i∈I(a)

∩
I(u)

r2a,i ×
√ ∑

i∈I(a)
∩
I(u)

r2u,i
,

where Sim(a, u) is the similarity between user a and user u, cos(⃗a, u⃗)
is the cosine similarity, a⃗ is the vector representation of user a, a⃗ ⋅ u⃗
is the dot product between the vectors a⃗ and u⃗.

After calculating similarities between two users, we can predict
the value of missing rating ru,i of user u to item i by considering
k most similar users for item i. Adomavicius and Tuzhilin [2] pre-
sented several functions for aggregating ratings of the k most similar
users:

ru,i =
1

k

∑
u′∈U ′

ru′,i, (2.4)

ru,i =
1∑

u′∈U ′
∣Sim(u, u′)∣

∑
u′∈U ′

Sim(u, u′)× ru′,i, (2.5)
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ru,i = r̄u +
1∑

u′∈U ′
∣Sim(u, u′)∣

∑
u′∈U ′

Sim(u, u′)× (ru′,i− r̄u′), (2.6)

where U ′ denotes the set of k users who are the most similar to the
user u and who rated item i.

Item-based approaches share similar idea with user-based meth-
ods except for predicting the ratings of active users based on the
information of similar items computed [53, 200]. Given two item i

and j, to compute PCC in item-based approaches, we need to find
users who rated both items in the past. The equation of employing
PCC to compute similarity between item i and item j is as follows:

Sim(i, j) =

∑
u∈U(i)

∩
U(j)

(ru,i − r̄i) ⋅ (ru,j − r̄j)√ ∑
u∈U(i)

∩
U(j)

(ru,i − r̄i)2 ⋅
√ ∑

u∈U(i)
∩
U(j)

(ru,j − r̄j)2
,

(2.7)
where Sim(i, j) is the similarity score between item i and item j,
U(i) is the user set who rated by item i, U(j) is the user set who
rated item j, ru,i is score user u rated item i, ru,j is score user u rated
item j, r̄i is the average score of item i. Sim(i, j) ∈ [−1, 1], a larger
value means two items i and j are more similar, and a smaller value
means two items i and j are less similar. After calculating similarity
between two items i and j, it is similar to user-based approach to
compute missing rating ru,i of user u to item i.

Model-based Collaborative Filtering
Different from memory-based collaborative filtering, model-based

approaches first train a model based on observed user-item ratings,
and then employ the trained model to predict missing values [26,
35, 61, 64, 137, 162, 231]. Billsus et al. [26] proposed to use ma-
chine learning techniques with feature extraction to tackle collab-
orative filtering. Canny et al. [35] aimed at protecting privacy of
individual data through leveraging a peer-to-peer protocol. Canny et
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al. [35] also proposed a factor analysis approach that has advantages
in speed and storage over previous algorithms.

Aspect models [80, 208], Bayesian model [42], relevance mod-
els [230, 232], latent class models [81, 91, 138, 208, 201], ma-
trix factorization models [26, 64, 180, 199] and clustering mod-
els [12, 60, 97, 163, 226, 225] also belong to the model-based collab-
orative filtering. Wang et al. [232] proposed a probabilistic user-to-
item relevance framework that introduces the concept of relevance
into the related problem of collaborative filtering. Experimental re-
sults complement the theoretical insights with improved recommen-
dation accuracy. Different types of ratings are used so that the uni-
fied model is more robust to data sparsity. Jin et al. [91] conducted
a broad and systematic study on different mixture models for col-
laborative filtering. That work discussed general issues related to
using a mixture model for collaborative filtering, and proposed three
properties that a graphical model is expected to satisfy. Using those
properties, they thoroughly examined five different mixture models,
including Bayesian Clustering (BC), Aspect Model (AM), Flexible
Mixture Model (FMM), Joint Mixture Model (JMM), and the De-
coupled Model (DM). They compared those models both analyti-
cally and experimentally. Experiments over two data sets of movie
ratings under different configurations show that in general, whether
a model satisfies the proposed properties tends to be correlated with
its performance. In particular, the Decoupled Model, which satis-
fies all the three desired properties, outperforms the other mixture
models as well as many other existing approaches for collaborative
filtering. Their study showed that graphical models are powerful
tools for modeling collaborative filtering, but careful design is nec-
essary to achieve good performance. Kohrs et al. [97] presented an
algorithm for collaborative filtering based on hierarchical clustering,
which tried to balance both robustness and accuracy of predictions,
especially when few data were available. Shani et al. [204] used
Markov decision processes for generating recommendations since
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they treated the recommendation process as a sequential decision
problem. Marlin et al. [137] proposed to use Latent Dirichlet Al-
location through a combination method of multinomial mixture and
aspect model. Si et al. [208] used probabilistic latent semantic model
to propose a flexible mixture model that allows modeling the classes
of users and items explicitly with two sets of latent variables. Kumar
et al. [104] used a simple probabilistic model to demonstrate that
collaborative filtering is valuable with relatively little data on each
user, and in certain restricted settings, simple collaborative filtering
algorithms are almost as effective as the best possible algorithms in
terms of utility.

Recently, low-dimensional matrix factorization approaches have
been studied since their efficiency in dealing with large scale data
sets. Matrix factorization methods first learn a compact model based
on observed data, and then apply it to predict missing values [180,
192, 193, 218, 130, 132, 127].

Singular value decomposition (SVD) is the basic approach to
solve low-rank matrix factorization through minimizing the sum-
of-the-squared error [65]. A simple and efficient expectation max-
imization (EM) algorithm for solving weighted low-rank approxi-
mation is proposed in [218]. Srebro et al. [219]proposed a matrix
factorization approach to constrain the norms of U and V instead
of their dimensionality. Salakhutdinov et al. [193] proposed prob-
abilistic matrix factorization with Gaussian noise in each observa-
tion. In [192], the Gaussian-Wishart priors are placed on the user
and item hyperparameters. Low-dimensional methods are shown to
be effective and efficient, but these methods suffer several shortcom-
ings. SVD method [65], as well as other well-known methods such
as weighted low-rank approximation [218], probabilistic principal
component analysis (PPCA) [224], probabilistic matrix factorization
(PMF), and constrained probabilistic matrix factorization [193], the
latent features are hard to interpret, and there is no range constraint
bound on the latent feature vectors. Zhang et al. [253] proposed
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nonnegative matrix factorization (NMF) by imposing nonnegative
constraints on user-specific features U and item-specific features V .
Pan et al. [159] employed transfer learning in collaborative filtering
with uncertain ratings by integrative factorization.

Learning two compact latent feature spaces of user space U and
item space V is a fundamental problem to low-rank matrix factoriza-
tion. Regularized matrix factorization is usually employed. Given
anm×n user-item rating matrixR, the low-rank matrix factorization
method tries to fit it using R = UTV , where U ∈ ℛl×m, V ∈ ℛl×n,
and UT is the transpose of matrix U . We need to learn U and V by
learning with observation data. The physical meaning of each latent
factor is a preference vector. A user’s preference is represented with
a linear combination of each preference vector, with user-specific
co-efficient. An item’s property corresponds to a linear combination
of each preference vector, with item-specific co-efficient. We can
solve the minimization problem to get U and V :

min
U,V
ℒ(R,U, V ) =

1

2

m∑
i=1

n∑
j=1

IRij (Rij − UT
i Vj)

2 (2.8)

+
�U
2
∣∣U ∣∣2F +

�V
2
∣∣V ∣∣2F ,

where ℒ(R,U, V ) is the loss function, IRij is the indicator function
that equals to 1 if user ui rated item vj and equals to 0 otherwise, ∣∣ ⋅
∣∣2F is the Frobenius norm. A local minimal of the objective function
could be found by performing gradient descent on Ui and Vj:

∂ℒ
∂Ui

=
n∑
j=1

IRij (U
T
i Vj −Rij)Vj + �UUi, (2.9)

∂ℒ
∂Vj

=
m∑
i=1

IRij (U
T
i Vj −Rij)Ui + �V Vj. (2.10)

To tackle the data sparsity problem and non-flexibility problem
confronted by traditional collaborative filtering algorithms, we de-
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velop a unified matrix factorization framework through fusing users’
rating information and tagging information in Chapter 3.

2.2 Information Retrieval Models

In information retrieval, a key research challenge is to seek an op-
timal ranking function, which is usually based on a retrieval model.
The retrieval model formally defines the notion of relevance and en-
ables us to derive a retrieval function that can be computed to score
and rank documents.

Classic information retrieval models include Boolean model [223,
148, 108, 82], vector space model [194, 272], probabilistic model [207,
139, 187, 57, 45, 216, 185, 189], language model [170, 77, 144, 47,
170, 249, 248, 252, 101, 118, 222, 106] and translation model [21,
31, 88, 154, 184]. The boolean model [67, 197] is a simple retrieval
model based on set theory and Boolean algebra, in which documents
and queries are represented as sets of index terms. Boolean model
does not have the score for each query-document pair, thus not suit-
able in Web search or social media systems [11]. We mainly intro-
duce vector space model [93, 198, 240, 196], probabilistic model
and language model [106, 188, 216, 107, 170, 251, 252, 249], and
translation model in this thesis [31, 88, 154].

2.2.1 Vector Space Model

In the vector space model [194, 198, 240], documents and queries
are represented as vectors in a common M -dimensional space. Each
dimension corresponds to a separate term. The definition of term
is application-dependent, usually it could be original single word,
stemmed single word, n-gram, keyword or phrase. Typically the
unigram words are considered as terms, and the dimensionality M
of the vector is the number of words in the vocabulary of the ap-
plication. If a term t appears in a document dj, the term is usually
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associated with a non-zero weightwt,dj in the document vector space
d⃗j. These term weights are then employed to compute the similarity
between a user query and a document. Luhn [125, 126] described
some of the earliest reported applications of term weighting.

There are many weights proposed to compute these term weights,
and one of the best well known approach is term frequency-inverse
document frequency (TF-IDF) weighting [93, 196]. Term frequency
(TF) of a term t in a document dj, tft,dj is denoted as the number
of occurrences of term t in the document dj. For a document dj,
the set of weights determined by the tft,dj weights above may be
viewed as a quantitative digest of that document. In this view of a
document, known in the literature as the bag-of-words model, the
exact ordering of the terms in a document is ignored but the number
of occurrences of each term is material. We only retain information
on the number of occurrences of each term. Raw term frequency
as above suffers from a critical problem: all terms are considered
equally important when it comes to assessing relevance on a query.
In fact, certain terms have little or no discriminating power in de-
termining relevance. For instance, a collection of documents on the
machine learning topic is likely to have the term learning in almost
every document. Thus, inverse document frequency (IDF) is intro-
duced as a mechanism for attenuating the effect of terms that occur
too often in the collection to be meaningful for relevance determina-
tion.

Document frequency (DF) of a term t in a collection, dft is de-
fined to be the number of documents in the collection that contain
the term t. Denoting the total number of documents in a collection
by N , the inverse document frequency (IDF) of a term t is defined
as follows:

idft = log
N

dft
. (2.11)

Sparck Jones [93] showed the use of inverse document frequency in
term weighting through detailed experiments. A series of extensions
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and theoretical justifications of IDF are due to Salton and Buck-
ley [196], Robertson and Jones [187], Croft and Harper [46], and
Papineni [161].

TF-IDF is to combine the definitions of term frequency and in-
verse document frequency to produce a composite weight for each
term in each document. The TF-IDF weighting scheme assigns to
term t a weight in document dj as follows:

tf − idft,dj = tft,dj × idft. (2.12)

Thus, TF-IDF is higher when t occurs many times within a small
number of documents, lower when the term occurs fewer times in a
document or occurs in many documents, and lowest when the term
occurs in virtually all documents.

There are variants of TF-IDF functions. Two famous ones are
sub-linear TF scaling and maximum TF normalization. It seems
unlikely that thirty occurrences of a term in a document truly carry
thirty times the significance of a single occurrence. A sub-linear TF
scaling is to use logarithm instead of the raw term frequency:

wft,dj =

{
1 + log tft,dj if tft,dj > 0,

0 otherwise,
(2.13)

where wft,dj is the sub-linear TF scaling.
Maximum TF normalization is a well-studied technique to nor-

malize the TF weights of all terms occurring in a document by the
maximum tft,dj in the document. For each document d, let tfmax(dj) =
maxt′∈dj tft′,dj , where t′ ranges over all terms in dj. Then we com-
pute a normalized term frequency for each term t as follows:

ntft,dj = a+ (1− a)
tft,dj

tfmax(dj)
, (2.14)

where a is a value between 0 and 1 and is generally set to 0.4, and
it is a smoothing term whose role is to damp the contribution of the
second term.
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The document vector d⃗j is defined as d⃗j = (w1,dj , w2,dj , . . . , wM,dj),
and the query vector q⃗i = (w1,qi, w2,qi, . . . , wM,qi). wk,dj and wk,qi
are usually TF-IDF values or variants of TF-IDF. The vector space
model evaluates the similarity of a user query qi and a document dj
based on vectors of q⃗i and d⃗j. Cosine similarity is usually employed:

Sim(qi, dj) =
q⃗i ⋅ d⃗j
∣q⃗i∣ × ∣d⃗j∣

=

M∑
k=1

wk,qi × wk,dj√
M∑
k=1

w2
k,qi
×

√
M∑
k=1

w2
k,dj

, (2.15)

where ∣q⃗i∣ and ∣d⃗j∣ are the norms of query and document respec-
tively. The basic computation of cosine scores is due to Zobel and
Moffat [272].

Vector space model with TF-IDF weighting and document length
normalization [212] has proven to be one of the most effective re-
trieval models [136].

2.2.2 Probabilistic Model and Language Model

In the probabilistic model, the process of document retrieval could
be treated as estimating the probability that a document is relevant to
a query [106, 188, 217]. The probability ranking principle (PRP) is
an important concept for probabilistic model [186]. Under a ranked
retrieval setup assumption, where there is a collection of documents,
the user issues a query, and an ordered list of documents is returned.
A binary notion of relevance assumption is also needed. For a query
q and a document d in the collection, let Rd,q be an indicator random
variable that says whether d is relevant with respect to a given query
q. It takes on a value of 1 when the document is relevant and 0
otherwise. In this section, we write R instead of Rd,q for short.
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Using a probabilistic model, the obvious order in which to present
documents to the user is to rank documents by their estimated prob-
ability of relevance with respect to the information need:P (R =
1∣d, q). This is the basis of PRP [45].

The binary independence model (BIM) is the model that has tra-
ditionally been used with the PRP [187, 57]. Documents and queries
are both represented as binary term incidence vectors. A document
d is represented by the vector x⃗ = (x1, x2, . . . , xM) where xt = 1 if
term t is present in document d and xt = 0 if t is not present in d.
Similarly, q is represented by the incidence vector q⃗. It is assumed
that the relevance of each document is independent of the relevance
of other documents. Under the BIM, the probability P (R∣d, q) that a
document is relevant is modeled via the probability in terms of term
incidence vectors P (R∣x⃗, q⃗). Using Bayes rule, the equations are:

P (R = 1∣x⃗, q⃗) =
P (x⃗∣R = 1, q⃗)P (R = 1∣q⃗)

P (x⃗∣q⃗)
, (2.16)

P (R = 0∣x⃗, q⃗) =
P (x⃗∣R = 0, q⃗)P (R = 0∣q⃗)

P (x⃗∣q⃗)
, (2.17)

where P (x⃗∣R = 1, q⃗) and P (x⃗∣R = 0, q⃗) are the probability that if a
relevant or non-relevant document is retrieved, then that document’s
representation is x⃗. P (R = 1∣q⃗) and P (R = 0∣q⃗) indicate the prior
probability of retrieving a relevant or non-relevant document for a
query q. Then, documents ar ranked by their odds of relevance:

O(R∣x⃗, q⃗) =
P (R = 1∣x⃗, q⃗)
P (R = 0∣x⃗, q⃗)

=

P (x⃗∣R=1,q⃗)P (R=1∣q⃗)
P (x⃗∣q⃗)

P (x⃗∣R=0,q⃗)P (R=0∣q⃗)
P (x⃗∣q⃗)

=
P (R = 1∣q⃗)
P (R = 0∣q⃗)

⋅ P (x⃗∣R = 1, q⃗)

P (x⃗∣R = 0, q⃗)
, (2.18)

Naive Bayes conditional independence assumption is made that the
presence or absence of a word in a document is independent of the
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presence or absence of any other word:

O(R∣x⃗, q⃗) = O(R∣q⃗) ⋅
M∏
t=1

P (xt∣R = 1, q⃗)

P (xt∣R = 0, q⃗)
, (2.19)

because xt is either 0 or 1, the equation could be written as:

O(R∣x⃗, q⃗) = O(R∣q⃗)⋅
∏
t:xt=1

P (xt = 1∣R = 1, q⃗)

P (xt = 1∣R = 0, q⃗)
⋅
∏
t:xt=0

P (xt = 0∣R = 1, q⃗)

P (xt = 0∣R = 0, q⃗)
.

(2.20)
Let pt = P (xt = 1∣R = 1, q⃗) be the probability of a term appearing
in a document relevant to the query, and ut = P (xt = 1∣R = 0, q⃗)
be the probability of a term appearing in a non-relevant document.
Make an additional assumption that terms no occurring in the query
are equally likely to occur in relevant and non-relevant documents,
then it is only needed to consider terms in the products that appear
in the query:

O(R∣q⃗, x⃗) = O(R∣q⃗) ⋅
∏

t:xt=qt=1

pt
ut
⋅

∏
t:xt=0,qt=1

1− pt
1− ut

, (2.21)

Manipulate this expression by including the query terms found in
the document into the right product, but simultaneously dividing
through by them in the left product:

O(R∣q⃗, x⃗) = O(R∣q⃗) ⋅
∏

t:xt=qt=1

pt(1− ut)
ut(1− pt)

⋅
∏
t:qt=1

1− pt
1− ut

, (2.22)

the right product is over all query terms, thus is a constant for a
query like the odds O(R∣q⃗). Then the only quantity that needs to
be estimated to rank documents for relevance to a query is the left
product. Taking the logarithm of this term, the resulting quantity
used for ranking is called the retrieval status value (RSV):

RSVd = log
∏

t:xt=qt=1

pt(1− ut)
ut(1− pt)

=
∑

t:xt=qt=1

log
pt(1− ut)
ut(1− pt)

. (2.23)
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Over the decades, an interesting class of probabilistic models
called language modeling approaches have been developed. The
language modeling approach was first proposed by Ponte and Croft
in [108]. The goal is to infer a language model for each document
and rank documents according to the probability P (q∣d) of the given
query q. The original and basic method for using language models
in IR is the query likelihood model [249]. A language model Md is
constructed from each document d in the collection. The goal is to
rank documents by P (d∣q), where the probability of a document is
interpreted as the likelihood that it is relevant to the query. Using
Bayes rule, the equation is as follows:

P (d∣q) =
P (q∣d)P (d)

P (q)
, (2.24)

where P (q) is the same for all documents, and can be ignored. The
prior probability of a document P (d) is often treated as a uniform
across all d in collection and it can also be ignore [256, 255]. Thus,
results are ranked by P (q∣d), the probability of the query q un-
der the language model derived from d. The language modeling
approaches attempts to model the query generation process: docu-
ments are ranked by the probability that a query would be observed
as a random sample from the respective document model. The prob-
ability of generating the query given the language model Md of doc-
ument d using maximum likelihood estimation (MLE) and the uni-
gram assumption is:

P̂ (q∣Md) =
∏
t∈q

P̂mle(t∣Md) =
∏
t∈q

tft,d
Ld

, (2.25)

whereMd is the language model of document d, tft,d is the raw term
frequency of term t in document d, and Ld is the number of tokens
in document d.

Many variants of the basic language modeling have been pro-
posed and investigated, including relevance-based language model [107],
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title language model [90], cluster-based language model [118], etc.
To avoid the zero probability problem, a common step for language
models is to perform smoothing for the unseen query terms in the
document [251, 249, 252, 250]. Smoothing methods such as Jelinek-
Mercer smoothing and Bayesian smoothing using Dirichlet prior
have been employed [249]. Jelinek-Mercer smoothing uses a mix-
ture between a document-specific multinomial distribution and a
multinomial distribution estimated from the entire collection:

P̂ (t∣d) = �P̂mle(t∣Md) + (1− �)P̂mle(t∣Mc), (2.26)

where 0 < � < 1 and Mc is a language model built from the entire
document collection.

Another popular smoothing method is Dirichlet smoothing, and
the equation is as follows:

P̂ (t∣d) =
tft,d + �P̂ (t∣Mc)

Ld + �
, (2.27)

where � is a parameter, and typically is set to 2000.

2.2.3 Translation Model

Translation model, originated from machine translation, has been
employed in ad-hoc retrieval, FAQ retrieval and question search.
Riezler et al. [184] proposed a translation model for question search
in FAQ. Their translation model was trained on a large amount of
data extracted from FAQ pages on the Web. Jeon et al. [87, 86]
employed translation model to tackle the question search problem
in community-based Q&A. Translation model, proposed by Berger
et al. [21], has been extensively employed in question finding and
answer retrieval [20, 54, 88, 184]. Realizing that translation model
may produce inconsistent probability estimates and make the model
unstable, Xue et al. [244] proposed translation-based language model
which balanced between language model and translation model. Learn-
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ing monolingual word to word translation probability is the most es-
sential part of solving the lexical gap problem in translation-based
models. It can be obtained by training statistical translation mod-
els on parallel monolingual corpora. IBM model 1 was commonly
employed to learn the translation probabilities [31]. Jeon, Croft and
Lee considered question-question pairs as a parallel corpus if their
answers are similar [87, 86]. Xue, Jeon and Croft treated question-
answer pairs as a parallel corpus [244]. Bernhard and Gurevych
proposed to use a parallel training dataset of the definitions and
glosses provided for the same term by different lexical semantic re-
sources [23].

To measure questions’ semantic relatedness and solve the lexi-
cal gap problem encountered by bag-of-words approaches, we pro-
pose two models to combine lexical information with latent semantic
knowledge in Chapter 5.

2.3 Machine Learning

Machine learning techniques are employed in this thesis to help
recommend in social media. In this section, we will review three
most representative machine learning techniques, namely supervised
learning, semi-supervised learning and unsupervised learning.

2.3.1 Supervised Learning

In supervised learning, we are given a set of N independent and
identically distributed (i.i.d) data sampled from a fixed but unknown
distribution P over X × Y where:

D = {(xi, yi)}Ni=1, xi ∈ X , yi ∈ Y , (2.28)

where X ∈ ℛd is the input space, and Y is the output space. Y
is a small number of discrete classes for classification problem and
Y ∈ ℛ for regression problem.
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The objective of supervised learning is to seek a function f :
X 7→ Y that maps inputs x ∈ X to outputs y ∈ Y while f(x)
approximates y on new samples from the distribution (x, y) ∼ P .
The detailed steps of supervised learning procedure are as follows:

1. Propose hypothesisℋ: f : X 7→ Y

2. Collect labeled training data set: {xi, yi}Ni=1

3. Train a supervised learning model: find f ∈ ℋ that satisfies
f(xi) ≈ yi

4. Predict on new data sample: ŷi = f(xi)

The problem of supervised learning has a long history and has
attracted a lot of contributions [55, 72, 146, 227]. The two most
important factors of variation of supervised learning algorithms are
the hypothesis classℋ and the criterion for selecting f fromℋ given
the training data. A standard criterion is to quantify what it means
for f(x) to approximate y, which is measured by the expected error
of approximation by the risk functionalℛl

P [f ] defined as:

ℛl
P [f ] = E(x,y)∼P [l(x, y, f(x))], (2.29)

where the loss function l : (X ,Y ,Y) 7→ ℛ measures the penalty
for predicting f(x) on the sample (x, y). In general, l(x, y, ŷ) = 0
if y = ŷ. Many loss functions are available, such as 0/1 loss [55],
logit loss [83], hinge loss [227], etc.

Since the distribution P is generally unknown, one estimates the
risk of f using its empirical risk ℛl

D, computed on the training set
D as follows:

ℛl
D[f ] =

1

N

N∑
i=1

l(xi, yi, f(xi)), (2.30)

whereℛl
D[f ] is training error.
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Minimizing empirical risk on the training data may bring the
problem of overfitting. Thus, a validation set is usually needed to
complement the training set to find the best hypothesis.

Due to the importance of supervised learning, many models have
been proposed, such as Naive Bayes [142], decision tree [175], sup-
port vector machines [73], etc.

Feature selection is an important step in supervised learning. Zhu
et al. [270] studied automated graph classification problem, identi-
fied two main issues with the most widely used feature selection
approach which is based on a discriminative score to select frequent
subgraph features, and introduced a new diversified discriminative
score to select features that have a higher diversity.

2.3.2 Semi-Supervised Learning

Semi-supervised learning [40, 266] tries to learn from both labeled
data and unlabeled data. Recently, many models have been proposed
to achieve semi-supervised learning, including co-training [28], self-
training [191], transductive support vector machines [92, 211], and
graph-based approaches [14, 15, 214, 258, 268, 269].

A co-training approach identifies a problem setting from different
views, trains a model on each view, and enlarges the training set of
other views based on each view. For example, in the task of learning
to classify Web pages, in which the description of each example can
be partitioned into two distinct news. The description of a Web page
can be partitioned into the words occurring on that page, and the
words occurring in hyperlinks that point to that page. It is assumed
that either view of the example would be sufficient for learning if
there are enough labeled data. But the goal of co-training is to use
both views together to allow inexpensive unlabeled data to augment
a much smaller set of labeled examples. Specifically, the presence of
two distinct views of each example suggests strategies in which two
learning algorithms are trained separately on each view, and then
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each algorithm’s predictions on new unlabeled examples are used to
enlarge the training of the other [28].

In self-training [191], or incremental training [153], an initial
model is constructed by using the fully labeled data. This model
is used to estimate labels for the weakly labeled or unlabeled data.
A selection metric is then used to decide which of the weakly la-
beled examples were labeled corrected. Those examples are then
added to the training set and the process repeats. Regular support
vector machines (SVMs) try to induce a general decision function
for a learning task. Transdutive support vector machines take into
account a particular test set and try to minimize misclassifications
of just those particular examples [92, 211].

The graph-based semi-supervised learning can be modeled as a
random walk with label propagation from labeled data to unlabeled
data [267, 268]. From a different perspective, this method could be
viewed as having a quadratic loss function with infinity weight, so
that the labeled data are fixed at given label values, and a regularizer
based on the graph information:

R =
1

2

n∑
i,j

wij(fi − fj)2 +
∑
i∈L

(fi − yi)2, (2.31)

where wij corresponds to the weight between point i and point j, L
is the set of labeled data, and yi is the label value. In the equation, the
second component only considers the loss function using the labeled
data. The local and global consistency method proposed by Zhou et
al. [258] used the loss function based on both labeled and unlabeled
data, and the normalized graph Laplacian in the regularizer:

R =
1

2

n∑
i,j

wij(
fi√
Dii

− � fi√
Djj

)2 +
n∑
i

(fi − yi)2, (2.32)

where D is a diagonal matrix with entries Dii =
∑
j

(wij), and � > 0

is the regularization parameter. The first term of the right-hand side
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in the cost function is the smoothness constraint, which means that
a good classifying function should not change too much between
nearby points. The second term is the fitting constraint, which means
a good classifying function should not change too much from the
initial label assignment. The trade-off between these two competing
constraints is captured by the parameter �. By minimizing the cost
function R, the solution can be obtained which is equivalent to that
of the iterative label propagation algorithm.

2.3.3 Unsupervised Learning

Unsupervised learning means that there is no human expert who
has assigned documents to classes. Clustering is the most common
form of unsupervised learning. In text domain, clustering algorithms
group a set of documents into subsets or clusters, and the algorithm’s
goal is to create clusters that are coherent internally, but clearly dif-
ferent from each other.

Berkhin [22] gave a general up-to-date survey of clustering meth-
ods with special attention to scalability. The classic reference for
clustering in pattern recognition, covering both K-means and EM,
is [55]. Rasmussen [71] introduced clustering from an information
retrieval perspective. Anderberg [5] provided a general introduc-
tion to clustering for applications. In addition to Euclidean dis-
tance and cosine similarity, Kullback-Leibler divergence is often
used in clustering as a measure of how similar documents and clus-
ters are [242, 149, 105]. Cheng et al. [41] proposed an efficient
incremental computing approach to cluster large attributed informa-
tion networks.

Traditional clustering algorithms mainly discuss hard clustering,
in which each object only belongs to a cluster or not. Recently,
soft clustering, e.g., latent topic modeling, in which each object be-
longs to each cluster to a certain degree has become popular. La-
tent Dirichlet Allocation (LDA) [27], which is used to build topic



CHAPTER 2. BACKGROUND REVIEW 37

models based on a formal generative model of documents [74] is
heavily cited in the machine learning literature due to its property
of possessing fully generated semantics. Wei et al. [235] proposed a
LDA-based document model within language modeling framework
for ad-hoc retrieval.

We develop a supervised approach to solve the question subjec-
tivity identification problem in chapter 6. Specifically, we propose
an approach to collect training data automatically by utilizing social
signals without involving any manual labeling.

2.4 Rating Prediction

Rating prediction is an important application in social media sys-
tems. We apply proposed models in rating prediction in chapter 3.
In social media systems, users could rate items to express their pref-
erences, items could be movie, book, product, restaurant, etc. Exam-
ples of social media systems that employ rating prediction include
Amazon1, MovieLens2, Netflix3, etc. A formal description of the
problem of rating prediction is as follows: there are m users and
n items. Matrix R ∈ ℛm×n is the rating matrix, where rij is the
score that user ui rated vj, R is a partially filled matrix. The target
of rating prediction is to fill the rating matrix R based on existing
observed ratings in R, so that given an active user ui, we can predict
the rating on an item vj′ that the user has not rated before.

The Netflix Prize competition is an important event related to
rating prediction4. It is started and supported by Netflix, a company
providing online movie rental services in USA. In October 2006,
Netflix released a large movie rating dataset containing about 100
million ratings from over 480 thousand randomly selected customers
on nearly 18 thousand movie items. Root mean square error (RMSE)

1http://www.amazon.com
2http://movielens.umn.edu
3http://www.netflix.com
4http://en.wikipedia.org/wiki/Netflix Prize
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is employed for performance evaluation:

RMSE =

√√√⎷∑
ij

(rij − r̂ij)

N
, (2.33)

where rij is the real rating of user ui to item ij, r̂ij is the predicted
rating by some model, N denotes the number of tested ratings. A
lot of concepts and approaches have been proposed during Netflix
competition [17, 18, 19, 99, 100, 192, 193, 124, 247, 265].

Two metrics are commonly used evaluating rating prediction, one
is RMSE introduced before, the other is mean absolute error (MAE).
The metric MAE is defined as:

MAE =

∑
ij

∣rij − r̂ij∣

N
, (2.34)

where rij is the real rating of user ui to item ij, r̂ij is the predicted
rating by some model, N denotes the number of tested ratings.

Besides MAE and RMSE, Liu et al. [117] proposed a collabora-
tive filtering approach that addresses the item ranking problem di-
rectly by modeling user preferences derived from the ratings. They
measured the similarity between users based on the correlation be-
tween their rankings of the items rather than the rating values and
proposed new collaborative filtering algorithms for ranking items
based on the preferences of similar users. Experimental results on
real world movie rating data sets showed that the proposed approach
outperformed traditional collaborative filtering algorithms signifi-
cantly on the NDCG measure for evaluating ranked results.

Traditional collaborative filtering approaches such as memory-
based and model-based methods surveyed above could be applied
on rating prediction. With the development of social media systems,
huge amount of user-generated content (UGC) in social media sys-
tems has brought rating prediction to a new era.

Singla and Richardson [213] analyzed the who talks to whom so-
cial network on the MSN instant messenger over 10 million people
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with their related search records on the Live Search Engine, and re-
vealed that people who chat with each other are more likely to share
interests. Based on this finding, many researchers have started to
investigate trust-based rating prediction on social media systems [6,
13, 29, 62, 85, 140, 141, 157, 155, 156, 160, 168, 167, 236, 229].
[140] proposed a trust-aware collaborative filtering method for rec-
ommender systems. The collaborative filtering process is informed
by the reputation of users which is computed by propagating trust.
Trust values are computed in addition to similarity measures be-
tween users. Bedi et al. [13] proposed a trust-based recommender
system for the Semantic Web. Ma et al. [127] proposed to recom-
mend with social trust ensemble. Ma et al. [128] proposed to rec-
ommend with explicit and implicit social relations. Ma et al. [129]
proposed to recommend with social regularization.

Rating prediction also needs to deal with the cold start problem
as new users and/or items are always present. Rating elicitation is a
common approach for handling cold start. Liu et al. [116] proposed a
principled approach to identify representative users and items using
representative-based matrix factorization.

2.5 User Recommendation

In social media systems, users post articles, rate movies, establish
friendship links, write reviews, tag items, etc. All these content in
social media systems from users is referred to as user generate con-
tent (UGC) [103]. Previous studies found that UGC are good at
characterizing users’ interests about Web contents [76, 112]. Thus,
user recommendation, which aims at modeling and exploiting UGC
to learn users’ interests, and recommending users with similar in-
terests to an active user, has become a popular application in social
media systems [9, 7, 241]. User recommendation could help users
discover items they may be interested in through connecting users
with similar interests. We apply proposed models in user recom-
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mendation in chapter 4.
Modeling users’ interests is a key challenge in user recommenda-

tion. White et al. [238] proposed to include contextual information
to effectively model users’ interests. Specifically, they presented a
study of the effectiveness of five variant sources of contextual infor-
mation for user interest model: social, historic, task, collection, and
user interaction. Ma et al. [134] evaluated and compared the per-
formance of different cues in searching and browsing activities for
user interests modeling. Bila et al. [25] proposed to combine net-
work observable data with specific queries to the user for gathering
profile information about mobile phone users. Szomszor et al. [221]
presented a method for the automatic consolidation of user profiles
across two popular social networking sites, and subsequent seman-
tic modeling of their interests utilizing Wikipedia as a multi-domain
model. Badi et al. [10] argued that when people look through Web
search results, the document triage process may involve both read-
ing and organizing. Users’ interests may be inferred from what they
read and how they interact with individual documents.

After modeling users’ interests, performing user similarity mea-
sure is also important. Ziegler et al. [271] analyzed correlation be-
tween trust and user similarity in online communities. Li et al. [111]
proposed hierarchical-graph-based similarity measure for geographic
information systems to consistently model each individual’s location
history and effectively measure the similarity among users. Guy et
al. [68] examined nine different sources for user similarity as re-
flected by activity in social media applications, and suggested clas-
sification of these sources into three categories: people, things, and
places.
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2.6 Automatic Question Answering

2.6.1 Automatic Question Answering (Q&A) from the Web

Automatic Q&A has been a long-standing research problem which
attracts contributions from the information retrieval and natural lan-
guage processing communities. Automatic Q&A ranges from auto-
matic subjective Q&A [109, 215] to automatic factual Q&A [52, 56,
70].

Most work of retrieving answers directly from the Web focus on
factual Q&A. To set up a baseline for factual Q&A on the Web, how
successful search engines are at retrieving accurate answers when
unmodified factual natural language questions are asked was stud-
ied [178]. An architecture that augments existing search engines
so that they support natural language question answering was de-
veloped [177]. To guide future system development, a specialized
question answering test collection was constructed for research pur-
pose [114]. To surmount the barrier of question understanding, the
concept of a query language, which provides an intermediate system
for capturing the essence of a user’s information need and match-
ing that information need to desired items in a repository of texts,
was introduced [205]. In the absence of a standard query language
across search engines, words were suggested to added to the ques-
tion to guide the search process [3]. Determining question taxonomy
is another critical component of process of machine understanding
of questions. Five question taxonomies were identified at four lev-
els of linguistic analysis [169]. Semantic enrichment of texts was
studied to improve factual question answering [158].

2.6.2 Proliferation of community-based Q&A services and on-
line forums

With the popularization of social media with Q&A aspect, people
has come together to post their questions, answer other users’ ques-
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tions, and interact with each other. Community-based Q&A services
and online forums are two representative platforms for this purpose.
Overtimes, a large amount of historical Q&A pairs have been built
up in their archives, providing information seekers a viable alterna-
tive to Q&A from the Web [1, 44, 84, 261].

Social cues were shown important for continuation of Q&A ac-
tivity online [176]. Six classes of relevance criterion were identified
for selecting best answers in community Q&A [95]. The perceived
importance of relevance, quality and satisfaction in contributing to
a good answer was explored [203]. An approach based on struc-
turation theory and communities of practice that could guide inves-
tigation of dynamics of community Q&A was proposed [190]. A
review and analysis of the research literature in social Q&A was
conducted [59]. The motivational factors affecting the quantity and
quality of voluntary knowledge contribution in community-based
Q&A services was investigated [120, 122, 121].

2.6.3 Automatic Question Answering (Q&A) in social media

We apply proposed models related to automatic Q&A in chapter 5
and chapter 6. With the proliferation of community-based Q&A ser-
vices and online forums, a large amount of historical Q&A pairs
have been built up in social media systems. Researchers have been
investigating automatic question answering in social media systems
recently. Question search aims at finding semantically equivalent
questions for a user question. Addressing the lexical chasm prob-
lem between user questions and the questions in a Q&A archive
is the focus of most existing work. Berger et al. [20] studied four
statistical techniques for bridging the lexical chasm, which include
adaptive TFIDF [179], automatic query expansion [147], statistical
translation models [21], and latent semantic models [79]. The his-
tory of question search originated from FAQ retrieval. The FAQ
Finder combined lexical similarity and semantic similarity between
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questions to rank FAQs, where a vector space model was employed
to compute the lexical similarity and the WordNet [145] was utilized
to capture the semantic similarity [34]. Riezler et al. [184] proposed
a translation model for question search in FAQ. Their translation
model was trained on a large amount of data extracted from FAQ
pages on the Web.

Recently, question search has been re-visited with the Q&A data
in social media, which mainly includes community-based Q&A ser-
vices and online forums. Jeon et al. [87, 86] employed translation
model to tackle the question search problem in community-based
Q&A. Translation model, proposed by Berger et al. [21], has been
extensively employed in question finding and answer retrieval [20,
54, 88, 184]. Realizing that translation model may produce incon-
sistent probability estimates and make the model unstable, Xue et
al. [244] proposed translation-based language model which balanced
between language model and translation model. Learning monolin-
gual word to word translation probability is the most essential part
of solving the lexical gap problem in translation-based models. It
can be obtained by training statistical translation models on paral-
lel monolingual corpora. IBM model 1 was commonly employed to
learn the translation probabilities [31]. Jeon, Croft and Lee consid-
ered question-question pairs as a parallel corpus if their answers are
similar [87, 86]. Xue, Jeon and Croft treated question-answer pairs
as a parallel corpus [244]. Bernhard and Gurevych proposed to use
a parallel training dataset of the definitions and glosses provided for
the same term by different lexical semantic resources [23].

Besides translation models, other approaches were also investi-
gated. Bian et al. [24] proposed a learning framework for factual
information retrieval within the community-based Q&A data. Par-
ticularly, they modeled the retrieval problem as one of learning rank-
ing functions and then introduced an algorithm called GBRank for
learning the ranking functions from a set of labeled data. Duan et
al. summarized questions in a data structure consisting of question
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topic and question focus, and performed question search based on
tree-cut model [54]. Question topic and question focus was also
utilized to perform question clustering, which improves question
search [38]. Cao et al. exploited category information of ques-
tions for improving the performance of question search. Specifi-
cally, they applied the approach to vector space model, Okapi BM25
model, language model, translation model and translation-based lan-
guage model [36, 37]. A systematic evaluation of the performance
of different classification methods on question topic classification
was studied [174]. Wang et al. proposed a syntactic tree matching
approach instead of a bag-of-word approach to find similar ques-
tions [233]. Cao et al. represented each question as question topic
and question focus using tree-cutting approach, and employed min-
imum description length (MDL) for question recommendation [39].

□ End of chapter.



Chapter 3

Item Recommendation with Tagging
Ensemble

3.1 Problem and Motivation

This chapter focuses on item recommendation with social tagging
ensemble. Because of the exponential growth of information on the
Web, users are in great need of effective recommendations in or-
der to efficiently navigate through vast collections of items. Rec-
ommender Systems have been developed to suggest items that may
interest users. Typically, recommender systems are based on Collab-
orative Filtering, which has been widely employed, such as in Ama-
zon1 and MovieLens2. Recently, [102] has shown that collaborative
filtering outperformed humans on the average through comprehen-
sive experiments. Two trends have rised in recommendation algo-
rithm: one is memory-based algorithms [131, 254], and the other is
model-based algorithms [193]. However, both types of algorithms
suffer two weaknesses: (1) The recommendation performances de-
teriorate when the available ratings are very sparse. As claimed
in [200], data sparsity is a common phenomenon in recommender
systems, and the density of available ratings in commercial recom-
mender systems is often less than 1%. (2) Almost all the traditional

1http://www.amazon.com
2http://movielens.umn.edu

45



CHAPTER 3. ITEM RECOMMENDATION WITH TAGGING ENSEMBLE 46

recommendation algorithms only employ the user-item rating ma-
trix information, but ignore other user behaviors, leading to the loss
of flexibility.

Social tagging systems have recently emerged as a popular way
for users to annotate, organize and share resources on the Web, such
as Delicious3, Flickr4, and MovieLens. As a type of social media
sites [39, 44], social tagging systems transform the Web into a par-
ticipatory medium where users are actively creating, evaluating and
distributing information. Previously, [76, 112, 202] have shown that
tags can represent users’ judgments about Web contents quite accu-
rately, which are also good candidates to describe the resources.

In order to overcome the data sparsity problem and non-flexibility
problem confronted by traditional recommendation algorithms men-
tioned above, this chapter proposes a factor analysis approach by uti-
lizing both users’ rating information and tagging information based
on probabilistic matrix factorization, and we refer to this method as
TagRec. The experimental results on MovieLens 10M/100K data
set5 show that our method performs better than the state-of-the-art
approaches; in the meanwhile, our complexity analysis also implies
that our approach can be scaled to very large data sets.

3.2 TagRec Framework

3.2.1 Preliminaries

To facilitate our discussions, Table 3.1 defines basic terms and nota-
tions used throughout in this chapter.

3http://delicious.com
4http://flickr.com
5http://grouplens.org/node/73
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Table 3.1: Basic notations throughout this chapter.
Notation Description

US = {ui}mi=1 US is the set of users, ui is the i-th user, m is the total number of users

IS = {ij}nj=1 IS is the set of items, ij is the j-th item, n is the total number of items

TS = {tk}ok=1 TS is the set of tags, tk is the k-th tag, o is the total number of tags

l ∈ ℝ l is number of dimensions of latent feature space

U ∈ ℝl×m U is the user latent feature matrix

V ∈ ℝl×n V is the item latent feature matrix

T ∈ ℝl×o T is the tag latent feature matrix

R = {rij},
R is the user-item rating matrix, rij is rating that user ui gave to item ij

R ∈ ℝm×n

C = {cij},
C is the user-tag tagging matrix, cik is extent of user ui’s preference for tag tk

C ∈ ℝm×o

D = {djk}, D is the item-tag tagging matrix, djk is extent of how much tag tk can represent
D ∈ ℝn×o the concept of item ij

N (x∣�, �2)
Probability density function of the Gaussian distribution with mean �
and variance �2

3.2.2 User-Item Rating Matrix Factorization

As shown in Table 3.1, we have m users and n items. The user-item
rating matrix is denoted as R, and the element rij in R means the
rating to item ij given by user ui, where values of rij are within the
range [0, 1]. In recommender systems, ratings reflect users’ judg-
ments about the items, and most recommender systems use discrete
rating values. Suppose the original rating values range from rmin
to rmax, we use the function f(x) = (x − rmin)/(rmax − rmin) as
the mapping function to map the original rating values to values in
the interval [0, 1]. As listed in Table 3.1, U denotes the user latent
feature matrix, and V denotes the item latent feature matrix, with
column vectors Ui and Vj denoting the l-dimensional user-specific
and item-specific latent feature vectors respectively. We define the
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conditional distributions over the observed ratings in Eq. (3.1):

p(R∣U, V, �2R) =
m∏
i=1

n∏
j=1

[N (rij∣g(UT
i Vj), �

2
R)]I

R
ij , (3.1)

where IRij is an indicator variable with the value of 1 if user ui rated
item ij, and 0 otherwise. The meaning of UT

i Vj is the rating user ui
gave to item ij predicted by the model, and this is the typical matrix
factorization approach. g(x) = 1/1 + e−x is the logistic function to
map the value of UT

i Vj within the range of [0, 1]. Similar to [193],
zero-mean spherical Gaussian priors are placed on the user and the
item latent feature matrices, which are defined in Eq. (3.2):

p(U ∣�2U) =
m∏
i=1

N (Ui∣0, �2UI),

p(V ∣�2V ) =
n∏
j=1

N (Vj∣0, �2V I). (3.2)

Through a Bayesian inference, the posterior distributions of U
and V based only on the observed ratings are derived in Eq. (3.3):

p(U, V ∣R, �2V , �2U , �2R)

∝ p(R∣U, V, �2R)p(U ∣�2U)p(V ∣�2V )

=
m∏
i=1

n∏
j=1

[N (rij∣g(UT
i Vj), �

2
R)]I

R
ij

×
m∏
i=1

N (Ui∣0, �2UI)×
n∏
j=1

N (Vj∣0, �2V I). (3.3)

3.2.3 User-Tag Tagging Matrix Factorization

As listed in Table 3.1, we have m users and o tags. The user-tag tag-
ging matrix is denoted as C, where the element cik in C represents
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the extent of user ui’s preference for tag tk. Users’ tagging activ-
ities indicate users’ preference for tags, so the meaning of cik can
be interpreted as whether the user ui has used the tag tk (a binary
representation), or how strong the user ui’s preference is for the tag
tk (a real value representation). We represent cik in Eq. (3.4):

cik = g(f(ui, tk)), (3.4)

where g(⋅) is the logistic function, and f(ui, tk) represents the num-
ber of times user ui uses tag tk.

The idea of user-tag tagging matrix factorization is to derive two
low-rank l-dimensional matrices U and T , representing the user la-
tent feature matrix and the tag latent feature matrix respectively,
based on the observed user-tag tagging matrix C. Denoting column
vectors Ui and Tk as user-specific and tag-specific latent feature vec-
tors respectively, we can define the conditional distributions over the
observed user-tag tagging matrix in Eq. (3.5):

p(C∣U, T, �2C) =
m∏
i=1

o∏
k=1

[N (cik∣g(UT
i Tk), �

2
C)]I

C
ik, (3.5)

where ICik is an indicator variable with the value of 1 if user ui has at
least used tag tk once, and 0 otherwise.

We also place the zero-mean spherical Gaussian priors, and through
a Bayesian inference, we can derive the posterior distributions of U
and T in Eq. (3.6):

p(U, T ∣C, �2U , �2T , �2C)

∝ p(C∣U, T, �2C)p(U ∣�2U)p(T ∣�2T )

=
m∏
i=1

o∏
k=1

[N (cik∣g(UT
i Tk), �

2
C)]I

C
ik

×
m∏
i=1

N (Ui∣0, �2UI)×
o∏

k=1

N (Tk∣0, �2T I). (3.6)
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3.2.4 Item-Tag Tagging Matrix Factorization

As denoted in Table 3.1, we have n items and o tags. The item-tag
tagging matrix is denoted as D, and the element djk in D shows
the extent of how much tag tk can represent the concept of item
ij. Users annotate items with tags to express their judgments about
items and distinguish one item from another. The meaning of djk
can be interpreted as whether item ij has been annotated with the
tag tk (a binary representation), or how strong tag tk’s representing
ability is for item ij (a real value representation). We represent djk
in Eq. (3.7):

djk = g(ℎ(ij, tk)), (3.7)

where g(⋅) is the logistic function, and ℎ(ij, tk) is the number of
times item ij is annotated with tag tk.

The idea of item-tag tagging matrix is to derive two low-rank l-
dimensional matrices V and T , representing the item latent feature
matrix and the tag latent feature matrix respectively, based on the
observed item-tag tagging matrix D. Denoting column vectors Vj
and Tk as item-specific and tag-specific latent feature vectors respec-
tively, we can define the conditional distributions over the observed
item-tag tagging matrix in Eq. (3.8):

p(D∣V, T, �2D) =
n∏
j=1

o∏
k=1

[N (djk∣g(V T
j Tk), �

2
D)]I

D
jk, (3.8)

where IDjk is an indicator variable with the value of 1 if item ij is
annotated with tag tk, and 0 otherwise.

Through a Bayesian inference, we can derive the posterior distri-
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butions of V and T in Eq. (3.9):

p(V, T ∣D, �2D, �2T , �2V )

∝ p(D∣V, T, �2D)p(V ∣�2V )p(T ∣�2T )

=
n∏
j=1

o∏
k=1

[N (djk∣g(V T
j Tk), �

2
D)]I

D
kj

×
n∏
j=1

N (Vj∣0, �2V I)×
o∏

k=1

N (Tk∣0, �2T I). (3.9)

3.2.5 A Unified Matrix Factorization for TagRec

Since both users’ rating information and users’ tagging information
can reflect users’ judgments about Web contents, we propose a fac-
tor analysis approach by utilizing both users’ rating information and
tagging information based on a unified probabilistic matrix factor-
ization. Specifically, on the one hand, we connect users’ rating in-
formation with users’ tagging information through the shared user
latent feature space, and on the other hand, we connect items’ re-
ceived rating information with items’ received tagging information
through the shared item latent feature space. The shared tag latent
feature space is used to represent user-tag tagging information and
item-tag tagging information. The graphical model describing the
TagRec framework is represented in Fig. 3.1.

According to the graphical model described in Fig. 3.1, we derive
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the log function of the posterior distributions of TagRec in Eq. (3.10):

ln p(U, V, T ∣R,C,D, �2T , �2V , �2U , �2T , �2D, �2R, �2C) =

− 1

2�2R

m∑
i=1

n∑
j=1

IRij (rij − g(UT
i Vj))

2

− 1

2�2C

m∑
i=1

o∑
k=1

ICik(cik − g(UT
i Tk))

2

− 1

2�2D

n∑
j=1

o∑
k=1

IDjk(djk − g(V T
j Tk))

2

− 1

2�2U

m∑
i=1

UT
i Ui −

1

2�2V

n∑
j=1

V T
j Vj −

1

2�2T

o∑
k=1

T Tk Tk

−
m∑
i=1

n∑
j=1

IRij ln�R −
m∑
i=1

o∑
k=1

ICik ln�C −
n∑
j=1

o∑
k=1

IDjk ln�D

−l
m∑
i=1

ln�U − l
n∑
j=1

ln�V − l
o∑

k=1

ln�T + C, (3.10)

where C is a constant independent of the parameters. We can see
the Eq. (3.10) is an unconstrained optimization problem, and maxi-
mizing the log-posterior distributions with fixed hyperparameters is
equivalent to minimizing the sum-of-squared-errors objective func-
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tion with quadratic regularized terms in Eq. (3.11):

E(U, V, T,R,C,D)

=
1

2

m∑
i=1

n∑
j=1

IRij (rij − g(UT
i Vj))

2

+
�C
2

m∑
i=1

o∑
k=1

ICik(cik − g(UT
i Tk))

2

+
�D
2

n∑
j=1

o∑
k=1

IDjk(djk − g(V T
j Tk))

2

+
�U
2

m∑
i=1

UT
i Ui +

�V
2

n∑
j=1

V T
j Vj +

�T
2

o∑
k=1

T Tk Tk, (3.11)

where �C = �2R/�
2
C , �D = �2R/�

2
D, �U = �2R/�

2
U , �V = �2R/�

2
V ,

and �T = �2R/�
2
T . The local minimum can be found by performing

the gradient descent on Ui, Vj and Tk, and the derived gradient de-
scent equations are described in Eq. (3.12), Eq. (3.13) and Eq. (3.14)
respectively:

∂E

∂Ui
=

n∑
j=1

IRij (g(UT
i Vj)− rij)g′(UT

i Vj)Vj + �UUi

+ �C

o∑
k=1

ICik(g(UT
i Tk)− cik)g′(UT

i Tk)Tk, (3.12)

∂E

∂Vj
=

m∑
i=1

IRij (g(UT
i Vj)− rij)g′(UT

i Vj)Ui + �V Vj

+ �D

o∑
k=1

IDjk(g(V T
j Tk)− djk)g′(V T

j Tk)Tk, (3.13)



CHAPTER 3. ITEM RECOMMENDATION WITH TAGGING ENSEMBLE 54

Figure 3.1: Graphical model for TagRec.

∂E

∂Tk
= �C

m∑
i=1

ICik(g(UT
i Tk)− cik)g′(UT

i Tk)Ui + �TTk

+ �D

n∑
j=1

IDjk(g(V T
j Tk)− djk)g′(V T

j Tk)Vj, (3.14)

where g′(⋅) is the first-order derivative of the logistic function. We
set �U = �V = �T in our experiments in order to reduce the model
complexity.

3.2.6 Complexity Analysis

The major computation cost of the gradient descent methods are
evaluating objective functionE and corresponding gradients on vari-
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ables. Due to the sparsity of matricesR,C, andD, the complexity of
evaluating the objective function in Eq. (3.11) isO(nRl+nCl+nDl),
where nR, nC and nD are the number of non-zero entries in matri-
ces R, C and D respectively, and l is the number of dimensions of
latent feature space as shown in Table 3.1. Similarly we can derive
the complexities of Eq. (3.12), Eq. (3.13) and Eq. (3.14). Hence,
the total complexity for one iteration is O(nRl+ nCl+ nDl), which
means it is linear with respect to the number of observations in the
three sparse matrices. As claimed in [200] the density of available
ratings in commercial recommender systems is often less than 1%;
therefore, TagRec is efficient and is scalable to large data sets.

3.3 Experimental Analysis

We first ask several research questions intended to give an idea of
the highlights of our experimental analysis.

RQ1 How is our approach compared with the baseline methods and
the existing state-of-the-art approaches?

RQ2 How do the model parameters �C and �D affect the prediction
accuracies of our approach?

3.3.1 Description of Data Set and Metrics

We use MovieLens 10M/100K data set in our experiments. This
data set contains 10, 000, 054 ratings and 95, 580 tags added to 10, 681
movies by 71, 567 users of the online movie recommender service
MovieLens. In order to compare the prediction quality of our method
with other methods, we use the Mean Absolute Error (MAE) and the
Root Mean Squared Error (RMSE) as the comparison metrics. MAE
is defined in Eq. (3.15), and RMSE is defined in Eq. (3.16):

MAE =

∑
i,j ∣ri,j − r̂i,j∣

N
, (3.15)
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RMSE =

√∑
i,j(ri,j − r̂i,j)2

N
. (3.16)

where ri,j denotes the rating user i gave to item j, r̂i,j denotes the
predicted rating, and N is the total number of tested ratings.

3.3.2 Performance Comparison

In order to show the prediction performance improvements of TagRec,
we compare TagRec with two baseline methods user mean (UMEAN)
and item mean (IMEAN). UMEAN is defined in Eq. (3.17) and
IMEAN is defined in Eq. (3.18):

r̂i,j =

∑
n ri,n
N

, (3.17)

where ri,n is the observed ratings of user i in the training data and N
is the number of observed ratings of user i.

r̂i,j =

∑
m rm,j
M

, (3.18)

where rm,j is the observed ratings of item j in the training data and
M is the number of observed ratings of item j. In addition, we ul-
timately compare our TagRec approach with top-performing recom-
mendation algorithms, including Probabilistic Matrix Factorization
(PMF) [193] and Singular Value Decomposition (SVD) [58].

In the comparison, we employ different amount of training data,
including 80%, 50%, 30%, 20% and 10%. 80% training data means
we randomly select 80% of ratings from the MovieLens 10M/100K
data set as training data, and leave the remaining 20% as prediction
performance testing. The procedure is carried out 5 times indepen-
dently, and we report the average values in this paper. In the com-
parison, we set �U = �V = �T = 0.004, set �C = 0.4 and set
�D = 10. The MAE results and RMSE results are reported in Ta-
ble 3.2 and Table 3.3 respectively. From the results, we can see that
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our TagRec approach consistently outperforms existing algorithms,
especially when there is a small amount of training data, which indi-
cates our method performs better under sparse data settings. In ad-
dition, it is necessary to notice that in MovieLens 10M/100K data
set, all the selected users have rated at least 20 movies, but in re-
ality, according to the famous power law distribution phenomenon,
in almost all kinds of Web activities most users have rated very few
items. Thus, we can see the improvement of TagRec is significant,
and this shows the promising future of our TagRec approach.

Table 3.2: MAE comparison with other approaches (a smaller MAE value means
a better performance).

Training Baseline Methods Dimensionality = 10 Dimensionality = 20
Data UMEAN IMEAN SVD PMF TagRec SVD PMF TagRec

80% 0.7686 0.7379 0.6169 0.6162 0.6159 0.6167 0.6156 0.6145
50% 0.7710 0.7389 0.6376 0.6354 0.6352 0.6349 0.6337 0.6307
30% 0.7742 0.7399 0.6617 0.6599 0.6528 0.6570 0.6569 0.6494
20% 0.7803 0.7416 0.6813 0.6811 0.6664 0.6776 0.6766 0.6650
10% 0.8234 0.7484 0.7315 0.7127 0.6964 0.7264 0.7089 0.6962

Table 3.3: RMSE comparison with other approaches (a smaller RMSE value
means a better performance).

Training Baseline Methods Dimensionality = 10 Dimensionality = 20
Data UMEAN IMEAN SVD PMF TagRec SVD PMF TagRec

80% 0.9779 0.9440 0.8087 0.8078 0.8077 0.8054 0.8025 0.8022
50% 0.9816 0.9463 0.8330 0.8326 0.8321 0.8289 0.8252 0.8217
30% 0.9869 0.9505 0.8636 0.8587 0.8492 0.8575 0.8553 0.8450
20% 1.0008 0.9569 0.8900 0.8824 0.8659 0.8857 0.8791 0.8639
10% 1.1587 0.9851 0.9703 0.9236 0.9038 0.9638 0.9183 0.9031

3.3.3 Impact of Parameters �C and �D

TagRec utilizes both users’ rating information and tagging informa-
tion at the same time to perform the prediction. Specifically, we in-
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Figure 3.2: Dimensionality = 20, impact of parameter �C .
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corporate user-item rating matrix, user-tag tagging matrix, and item-
tag tagging matrix together based on a unified probabilistic matrix
factorization. The parameter �C controls the impact of the user-tag
tagging matrix, and the parameter �D controls the impact of the item-
tag tagging matrix. If we set both �C and �D as 0, it means we only
consider users’ rating information; if we set both �C and �D to + inf,
it means we only utilize users’ tagging information.

We test the impact of these two parameters independently. When
we test the impact of parameter �C , we set �U = �V = �T = 0.004,
�D = 10, and Fig. 3.2(a) and Fig. 3.2(b) show the results. When we
test the impact of parameter �D, we set �U = �V = �T = 0.004,
�C = 0.4, and Fig. 3.3(a) and Fig. 3.3(b) present the results. We re-
port results when dimensionality = 20, and the results are similar
when dimensionality = 10. From the results presented in Fig. 3.2
and Fig. 3.3, we can see that both the values of �C and �D impact
the prediction accuracies significantly, and this indicates that utiliz-
ing both users’ rating information and users’ tagging information
simultaneously can improve the prediction quality. We further ob-
serve that as the value of �C or �D increases, both the MAE and
RMSE first decrease (performances increase); but after �C or �D
is greater than some threshold value, both MAE and RMSE start
to increase again (performances decrease). This observation meets
our expectation, because only utilizing users’ rating information or
only utilizing users’ tagging information cannot perform better than
utilizing rating information and tagging information together. Our
approach performs best when �C ∈ [0.1, 1] and �D ∈ [5, 10], and the
relatively wide range of choosing optimal parameter indicates that
the model is easy to train.

3.4 Summary

In this chapter, based on the intuition that both users’ rating infor-
mation and users’ tagging information can reflect users’ judgments
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about Web contents, and that tags added to items can represent con-
cepts of items, we propose the TagRec framework, which employs
users’ rating information and tagging with a unified probabilistic
matrix factorization. The experimental results show that the innova-
tive TagRec approach outperforms existing approaches.

□ End of chapter.



Chapter 4

User Recommendation via Interest
Modeling

4.1 Problem and Motivation

In this chapter, we focus on user interest modeling and user rec-
ommendation via interest modeling. Specifically, we employ social
tagging systems as a test bed. Social tagging systems have emerged
as an effective way for users to annotate and share objects on the
Web. However, with the growth of social tagging systems, users
are easily overwhelmed by the large amount of data and it is very
difficult for users to dig out information that he/she is interested in.
Though the tagging system has provided interest-based social net-
work features to enable the user to keep track of other users’ tagging
activities, there is still no automatic and effective way for the user to
discover other users with common interests.

In this chapter, we propose a User Recommendation (UserRec)
framework for user interest modeling and interest-based user recom-
mendation, aiming to boost information sharing among users with
similar interests. Our work brings three major contributions to the
research community: (1) we propose a tag-graph based community
detection method to model the users’ personal interests, which are
further represented by discrete topic distributions; (2) the similarity
values between users’ topic distributions are measured by Kullback-

61
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Table 4.1: An example of user-generated tags of a URL.
URL http://www.nba.com/

Tags of u1 basketball, nba
Tags of u2 sports, basketball, nba

Leibler divergence (KL-divergence), and the similarity values are
further used to perform interest-based user recommendation; and
(3) by analyzing users’ roles in a tagging system, we find users’
roles in a tagging system are similar to Web pages in the Internet.
Experiments on tagging dataset of Web pages (Yahoo! Delicious)
show that UserRec outperforms other state-of-the-art recommender
system approaches.

4.2 UserRec Framework

4.2.1 User Interest Modeling

A social tagging system consists of users, tags and resources (e.g.
URLs, images, or videos), and we define the set of users U =
{ui}Ii=1, the set of tags T = {tk}Kk=1, and the set of resources R =
{rj}Jj=1. Users can use free-form tags to annotate resources. An
annotation of a set of tags to a resource by a user is called a post
or a bookmark. In order to facilitate discussions in the following
sections, we define formulas related to post as follows:

R(u) = {ri∣ri is a resource annotated by u, ri ∈ R},
S(u) = {tj∣tj is a tag used by u, tj ∈ T},

T (u, r) = {tk∣tk is a tag used by user u to annotate the
resource r, tk ∈ T}.

Users in social tagging systems may have many interests, and
research efforts have shown that users’ interests are reflected in their
tagging activities. In addition, patterns of frequent co-occurrences
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Figure 4.1: Tag graph of one user.

of user tags can be used to characterize and capture users’ interests
[112]. For example, it is very likely that for two tags tk and tm,
if tk ∈ T (ui, rj) and tm ∈ T (ui, rj), tk and tm are semantically-
related, and can reflect one kind of this user ui’s interests. Table 4.1
demonstrates one example.

The method for modeling users’ interests consists of two stages.
In the first stage, we generate an undirected weighted tag-graph
for each user. The nodes in the graph are tags used by the user,
the weighted edges between two nodes represent the strength of
semantic relations between two tags, and the weights are calcu-
lated based on the user’s tagging activities. Algorithm 1 shows the
pseudo code of our method for generating a tag-graph for each user.
The intuition of Algorithm 1 is the more often two tags occur to-
gether, the more semantically related these two tags are. The gen-
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erated undirected weighted tag-graph is mapped to an undirected
unweighted multigraph based on [152]. Figure 4.1 demonstrates
one weighted tag-graph of a user generated by Algorithm 1, and to
make the graph clear, the weights are not shown here. Intuitively we
can find this user has interests on programming, art, etc. In addition,
we can find co-occurrences of tags, such as art and media art, art
and art gallery, can characterize a kind of this user’s interests.

Algorithm 1 Generate a tag-graph for user ui.
procedure GenTagGraph(user ui)
Input
R(ui), the set of resources annotated by the user ui
S(ui), the set of tags used by the user ui
∀T(ui, rj),where rj ∈ R(ui), the set of tags used by the ui to annotate re-
source rj
G(ui) = (V,E), V are nodes in G, E are weighted edges in G
V = ∅,E = ∅

1: for all rj ∈ R(ui) do
2: for all tk ∈ S(ui) do
3: for all tm ∈ S(ui) do
4: if tk ∈ T (ui, rj) and tm ∈ T (ui, rj) then
5: if w(tk, tm) not exists in E then
6: Add w(tk, tm) = 1 to E
7: else
8: w(tk, tm) = w(tk, tm) + 1
9: end if

10: Add tk and tm to V if they not exist in V
11: end if
12: end for
13: end for
14: end for

Output
Tag-graph G(ui)

In the second stage, we adopt a fast greedy algorithm for commu-
nity discovery in networks [43], which optimizes the modularity, Q,
of a network by connecting the two vertices at each step, leading to
the largest increase of modularity. For a network of n vertices, after
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n − 1 such joins we are left with a single community, and the algo-
rithm stops. The complexity of the community discovery algorithm
is O(n log2 n), and n is the number of vertices in the graph. The
concept of modularity of a network is widely recognized as a good
measure for the strength of the community structure. Modularity is
defined in Eq. (4.1):

Q =
1

2m

∑
ij

[Aij −
kikj
2m

]�(ci, cj), (4.1)

where ki is degree of node i, and is defined in Eq. (4.2),

ki =
∑
k

Aik, (4.2)

and Aij is the weight between node i and node j, �(ci, cj) is 1 if
node i and node j belong to the same community after partition;
otherwise, �(ci, cj) is 0. m = 1

2

∑
ij Aij is the total weights of

all edges in this tag-graph. The idea of modularity is that if the
fraction of within-community edges is no different from what we
would expect for the randomized network, then modularity will be
zero. Nonzero values represent deviations from randomness. After
detecting communities in previously generated unweighted multi-
graph, we can find topics of a user. A topic, which is represented by
a set of tags used by a user in our framework, can show the user’s
interests. Thus, each community indicates one topic of the user. The
set of topics of all the users is namedC here. We define all the topics
of a user u in Eq. (4.3):

UC(u) = {cum∣cum is a topic of the user u, cum ∈ C}, (4.3)

where cum is a topic of the user u, and is defined as follows:

cum = {tk∣tk is a tag belonging to the corresponding
community of topic cum through the
community detecting algorithm, tk ∈ T}. (4.4)
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Table 4.2: Sample topics of two users.
ua sound art, networks, artist, art, art gallery

kinetic art, contemporary, artisit, Art
programming tutorials, programming language
programming, computer-vision, opengl

ub citations, bibliography, Research
privacy, phishing, myspace, internetsafety
cyberbullying, InternetSafety, bullying

Through our proposed two-stage method, we can model users’
interests with several topics, which consist one or more tags. Ta-
ble 4.2 demonstrates sample topics of two users.

4.2.2 Interest-based User Recommendation

Based on the topics of each user generated by our two-stage method
for modeling users’ interests, we further propose a two-stage method
to perform interest-based user recommendation. In the first stage of
our interest-based user recommendation method, we represent the
topics of each user with a discrete random variable. A probability
value is calculated for each topic of a user according to the impact of
this topic on the user. Here we introduce how to measure the impact
of each topic to a user. In Eq. (4.3) we have defined the formula to
express all the topics of a user, and in Eq. (4.4) we have defined the
formula to express one topic of a user. N(tk, ui, c

ui
m) is the number

of times tag tk is used by user ui, where tk ∈ S(ui), and tk ∈ cum.
We define the impact of a topic cuim to a user ui in Eq. (4.5):

TN(ui, c
ui
m) =

∑
tk∈c

ui
m

N(tk, ui, c
ui
m). (4.5)

We formulate Eq. (4.5) based on the idea that, if a user uses tags of
a topic cuim more often than his or her tags of another topic cuin , it is
very likely that this user is more interested in the topic cuim than the
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topic cuin . After defining the impact of a topic to a user, we define the
total impacts of all the topics on a user in Eq. (4.7). The formula for
calculating the probability value of each topic of a user is defined
in Eq. (4.6), which shares similar idea with the maximum likeli-
hood estimation method. Through the first stage of our method for
performing interest-based user recommendation, we can get users’
topic distributions.

Pr(ui, c
ui
m) =

TN(ui, c
ui
m)

TTN(ui)
, (4.6)

where
TTN(ui) =

∑
c
ui
m∈UC(ui)

TN(ui, c
ui
m). (4.7)

In the second stage, we propose a Kullback-Leibler divergence (KL-
divergence) based method to calculate the similarity between two
users according to their topic distributions. In information theory,
the KL-divergence is a measure between two probability distribu-
tions. The formula to calculate the similarity value of a user uj for a
user ui is defined in Eq. (4.8):

KL(ui∣uj) =
∑

c
ui
m∈UC(ui)

Pr(ui, c
ui
m) log

Pr(ui, c
ui
m)

Pr(uj, c
uj
m )
. (4.8)

Algorithm 2 shows the details of how to calculate the KL-divergence
based similarity value of user uj for user ui. In line 2 of Algorithm 2,
all the tags tk belong to the same topic cuim are sorted in a descending
order according to their used frequencies N(tk, ui, c

ui
m). The reason

for the sorting is that, the more often a tag tk, tk ∈ cuim, is used by
user ui to express the topic cuim, the more representative this tag tk
is for the topic cuim. In other words, different tags may carry dif-
ferent weights to a topic just as different topics may carry different
weights to a user. Line 2 to line 7 mean if topic cuim of ui has a cor-
responding topic cujm in uj, the value is calculated and added to the
KL-divergence value. Because one topic may contain several tags,
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the corresponding topic exists if both topics have at least one tag in
common. Line 8 to line 12 are used to avoid divide-by-zero problem
if no corresponding topic exists, and it is a common way used in
calculating the KL-divergence.

Algorithm 2 KL-divergence based similarity measure for user uj to user ui.
procedure KL-sim(user ui, user uj)
Input
∀Pr(ui, c

ui
m), wℎere cuim ∈ UC(ui)

∀Pr(uj, c
uj
m), wℎere cujm ∈ UC(uj)

KL(ui∣uj) = 0

1: for all cuim ∈ UC(ui) do
2: for tk ∈ cuim do
3: if tk ∈ c

uj
m then

4: KL(ui∣uj) = KL(ui∣uj)
5: +Pr(ui, c

ui
m) log Pr(ui,c

ui
m )

Pr(uj ,c
uj
m )

, BREAK
6: end if
7: end for
8: if ∀tk ∈ cuim , not ∃c

uj
m tℎat tk ∈ c

uj
m then

9: KL(ui∣uj) = KL(ui∣uj)
10: +Pr(ui, c

ui
m) log Pr(ui,c

ui
m )

�
,

11: where � is a very small real value
12: end if
13: end for

Output
KL(ui∣uj)

4.3 Experimental Analysis

4.3.1 Dataset Description and Analysis

The dataset is crawled from Yahoo! Delicious, and in Yahoo! Deli-
cious, users use free-form tags to annotate URLs that they are inter-
ested in. In addition, a user can add other users who share similar
interests to their personal network. Users are informed the latest
interesting resources added by people from his or her network. In
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Figure 4.2: Distribution of number of users in users’ network.

addition, a user is informed the list of users who have added him
or her to their personal network, and a list of fans appears in this
user’s profile. In our crawling, we crawl users’ bookmarks, and here
a bookmark consists of a user, a URL, and one or several tags anno-
tated by this user to this URL. In addition, we crawl users’ network
information and fans information. Our crawling lasts one month dur-
ing year 2009. Table 4.3 shows the statistics of our whole dataset.

Table 4.3: Statistics of the crawled dataset.
Users Bookmarks Network* Fans**

366,827 49,692,497 425,069 395,415
* This is the total number of users in all users’

personal networks.
** This is the total number of fans of all users.

Figure 4.2 shows the distribution of the number of users in a
user’s network which follows a Power Law distribution.

Figure 4.3 shows the distribution of the number of fans of a user.
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Figure 4.3: Distribution of number of fans.

It is surprised to see that this distribution also follows a Power Law
distribution. As we know, the number of fans of a user cannot be
determined by the user himself or herself. However, it seems that
certain users are well known by other users, and it is interesting to
investigate the characteristics of the well known users.

Roughly, expertise of a user in Yahoo! Delicious can be inter-
preted from two aspects: the first is the quality of bookmarked re-
sources and the second is the number of bookmarks. We measure
the expertise of a user through the second aspect. Figure 4.4 demon-
strates the relation between a user’s number of bookmarks and his/her
number of fans, and we can find there is a positive relationship. The
reason why this happens is similar to why the Web portals become
very popular and have plenty of visits every day. Note the role of
users with extremely large number of bookmarks is very similar to
the role of Web portals on the Internet, or called hubs [96].
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Figure 4.4: Relation between number of bookmarks and number of fans.

4.3.2 Experimental Results

Two research questions are presented to give an idea of the high-
lights of our experimental analysis:

RQ1 Whether using tags is more effective than using URLs for rec-
ommender system approaches?

RQ2 How is our approach compared with the state-of-the-art rec-
ommender system approaches?

In order to investigate whether using tags is more effective than
using URLs, we employ memory-based approaches and model-based
approaches on both URLs and tags, and compare their performances.
There are two memory-based approaches we employ, one is the
Pearson Correlation Coefficient (PCC) method. The other memory-
based approach we compare is the algorithm proposed by [131].
This is an effective PCC-based similarity calculation method with
significance weighting, and we refer to it as PCCW. We set the pa-
rameter of PCCW to be 30 in our experiments. Two top-performing
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model-based recommendation algorithms are also employed, includ-
ing Probabilistic Matrix Factorization (PMF) proposed by [193], and
Singular Value Decomposition (SVD) proposed by [58]. Both PMF
and SVD employ matrix factorization approach to learn high quality
low-dimensional feature matrices. After deriving the latent feature
matrices, we still need to use memory-based approaches on derived
latent feature matrices to perform the user recommendation task, and
we employ both PCC and PCCW on latent feature matrices of SVD
and PMF. We refer to them as SVD-PCC, SVD-PCCW, PMF-PCC,
and PMF-PCCW respectively. We tune the dimension of latent ma-
trices and set the optimal dimension value 10, and use five-folder
cross-validation to learn the latent matrices for SVD and PMF.

It is shown that spreading interests within the network of Ya-
hoo! Delicious users contribute a lot to the increase of popularity
of resources [237]. Thus, by crawling users’ network, for each user
in the test data, we consider users in his/her network share similar
interests with him/her. In other words, users in a user’s network is
considered as relevant results in the user recommendation task. We
randomly sample 400 users whose number of users in their network
is between 3 and 10, and further collect all the users in these 400
users’ network resulting in 2, 376 users in total. Then we crawl all
these 2, 376 users’ bookmarks, and there are total 1, 190, 762 unique
URLs and 139, 707 unique tags.

We adopt four well known metrics that capture different aspects
of the performance for the evaluation of the task, namely Preci-
sion at rank n (P@n), Precision at rank R(P@R), Mean Average
Precision (MAP) and Bpref [32]. In addition, we propose three
novel metrics to help further evaluate the effectiveness of the pro-
posed UserRec framework, namely Mean Multi-valued Reciprocal
Rank (MMVRR), Top-K accuracy and Top-K recall. Multi-valued
Reciprocal Rank (MVRR) is revised from the measure reciprocal
rank. In our experimental scenario, the input of each measure is
a user, and there are several relevant results for each user. We de-
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Table 4.4: Comparison with approaches based on URLs (a larger value means a
better performance for each metric).

Metrics
Memory-Based Models Model-Based Models

UserRecPCC PCCW SVD+ SVD+ PMF+ PMF+
PCC PCCW PCC PCCW

P@R 0.0717 0.1490 0.0886 0.0907 0.1136 0.1322 0.3272
MAP 0.1049 0.1874 0.1218 0.1245 0.1491 0.1745 0.3752
Bpref 0.0465 0.1148 0.0568 0.0582 0.0765 0.1029 0.2913

MMVRR 0.0626 0.1154 0.0710 0.0736 0.0858 0.1088 0.2345

Table 4.5: Comparison with approaches based on tags (a larger value means a
better performance for each metric).

Metrics
Memory-Based Models Model-Based Models

UserRecPCC PCCW SVD+ SVD+ PMF+ PMF+
PCC PCCW PCC PCCW

P@R 0.1495 0.3168 0.1540 0.2042 0.1875 0.2084 0.3272
MAP 0.1816 0.3444 0.1898 0.2469 0.2084 0.2440 0.3752
Bpref 0.1132 0.2395 0.1170 0.1479 0.1376 0.1707 0.2913

MMVRR 0.1129 0.1943 0.1151 0.1397 0.1300 0.1550 0.2345

fine MVRR(u) =
N∑
i=1

1
uri
/N, where uri is the rank of a relevant

result of user u, and N is total number of relevant results of user u.
Mean Multi-valued Reciprocal Rank (MMVRR) is the mean value
of MVRR in the test set. Top-K accuracy measures percentage of
users who actually add at least one of the Top K-th recommended
user in his/her network. Top-K recall measures percentage of people
in users’ network covered by top K recommended users.

Table 4.4 demonstrates the results of metrics Precision@R, MAP,
Bpref, and MMVRR of our method and other approaches when em-
ploying URLs.

Table 4.5 shows the results of these metrics of our method and
other approaches when employing tags.
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Figure 4.5: Top-K accuracy of different approaches.

From Table 4.4 and Table 4.5, we can see that the proposed User-
Rec consistently outperforms other approaches on all these metrics.
In addition, comparing results in Table 4.5 with results in Table 4.4,
we can see that the same approaches achieve better performances
when employing tags’ information than when employing URLs’ in-
formation, and this further confirms that tags can capture users’ in-
terests.

In order to further compare the effectiveness of the proposed
method with state-of-the-art approaches, and to further investigate
whether employing tags can achieve better performances than em-
ploying URLs, we show Top-K accuracy, Top-K recall and Preci-
sion@N results of our method, and results of PCCW, SVD-PCCW,
PMF-PCCW when employing on tags and URLs respectively.

Figure 4.5 shows Top-K accuracy of different approaches.
Figure 4.6 shows Top-K recall of different approaches.
Figure 4.7 shows Precision@N of different approaches.
From the results of Fig. 4.5, Fig. 4.6 and Fig. 4.7, we can see

the proposed UserRec method still outperforms other approaches



CHAPTER 4. USER RECOMMENDATION VIA INTEREST MODELING 75

3 5 10 15 20 30 50

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
Top−K Recall of UserRec and Other Approaches

Top−K Recommended Users

P
er

ce
nt

ag
e 

of
 U

se
rs

 C
ov

er
ed

 b
y 

T
op

−
K

 

 
UserRec
PCCW@URL
SVD−PCCW@URL
PMF−PCCW@URL
PCCW@Tag
SVD−PCCW@Tag
PMF−PCCW@Tag

Figure 4.6: Top-K recall of different approaches.
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Figure 4.7: Precision@N of different approaches.
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in each metric, which is quite encouraging. In addition, we can
find that the results of PCCW@Tag, SVD-PCCW@Tag, and PMF-
PCCW@Tag are better than PCCW@URL, SVD-PCCW@URL and
PMF-PCCW@URL respectively. From these three metrics, we can
again confirm that tags are quite good resources to characterize users’
interests.

4.4 Summary

In this chapter, we propose an effective framework for users’ in-
terest modeling and interest-based user recommendation in social
tagging systems, which can help information sharing among users
with similar interests. Specifically, we analyze the network and fans
properties, and we observe an interesting finding that the role of
users have similar properties with Web pages on the Internet. Ex-
periments on a real world dataset show encouraging results of User-
Rec compared with the state-of-the-art recommendation algorithms.
In addition, experimental results also confirm that tags are good at
capturing users’ interests.

□ End of chapter.



Chapter 5

Item Suggestion with Semantic
Analysis

5.1 Problem and Motivation

In this chapter, we focus on item suggestion with semantic analy-
sis. Specifically, we focus on question suggestion in social media.
Social media systems with Q&A functionalities have accumulated
large archives of questions and answers. Two representative types
are online forums and community-based Q&A services. A travel
forum TripAdvisor has 45 million reviews1. 10 questions and an-
swers are posted per second in Yahoo! Answers2. About 218 mil-
lion questions have been solved in Baidu Knows3. In this chapter,
we address the problem of Question Suggestion, which targets at
suggesting questions that are semantically related to a queried ques-
tion. Existing bag-of-words approaches suffer from the shortcoming
that they could not bridge the lexical chasm between semantically
related questions. Therefore, we present a new framework to sug-
gest questions, and propose the Topic-enhanced Translation-based
Language Model (TopicTRLM), which fuses both the lexical and
latent semantic knowledge. This fusing enables TopicTRLM to find

1http://www.prnewswire.com/news-releases/tripadvisor-grows-and-grows-and-grows-
119678844.html

2http://yanswersblog.com/index.php/archives/2010/05/03/1-billion-answers-served/
3http://zhidao.baidu.com/

77
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semantically related questions to a given question even when there
is little word overlap. Moreover, to incorporate the answer informa-
tion into the model to make the model more complete, we also pro-
pose the Topic-enhanced Translation-based Language Model with
Answer Ensemble (TopicTRLM-A). The answer information is uti-
lized under a language modeling framework. Extensive experiments
have been conducted with real world data sets from online forums
and community-based Q&A services. Experimental results indicate
our approach is very effective and outperforms other popular meth-
ods in several metrics.

5.2 Question Suggestion Framework

In this section, we present our approach of learning to suggest ques-
tions in online forums and community-based Q&A services. Specif-
ically, we start by introducing the method of question detection in
online forums, then we explain topic-enhanced translation-based lan-
guage model (TopicTRLM) for measuring semantic relatedness of
two questions, followed by learning word translation probabilities in
online forums. To make this article self-contained, we briefly intro-
duce Latent Dirichlet Allocation (LDA). Finally, we introduce topic-
enhanced translation-based language model with answer ensemble
(TopicTRLM-A) for measuring questions’ relatedness in community-
based Q&A services.

5.2.1 Question Suggestion in Online Forums

We propose an effective question suggestion framework in online
forums. The framework in Fig. 5.1 consists of three major steps:
(1) detecting questions in forum threads; (2) learning word transla-
tion probabilities from questions in forum threads; (3) calculating
semantic relatedness between a queried question and a candidate
question using Topic-enhanced Translation-based Language Model
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Figure 5.1: System framework of question suggestion in online forum.

(TopicTRLM). In the proposed framework, we utilize interactive na-
ture of forum threads to learn word translation probabilities, and fuse
both the lexical and latent semantic knowledge to calculate the se-
mantic relatedness between two questions.

Question Detection in Online Forums

Questions are usually the focus of forum discussions and a natural
means of resolving issues. But simple rules, such as question mark
and 5W1H (who, where, when, why, what and how) words, are in-
adequate for detecting questions in online forums. In this paper, we
adopt the method proposed by Cong et al. [44] for question detec-
tion since that method can achieve both high recall and high pre-
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cision. Specifically, Labeled Sequential Patterns (LSPs) from both
questions and non-questions are extracted as features to build a clas-
sifier for question detection.

Definition 1: A labeled sequential pattern p is in the form of S →
l, where S is a sequence of items, and l is a class label. Denoting
ℐS as the item set, and ℒS as the class label set, we can represent
each tuple in a sequence database SD as a list of items in ℐS and
a class label in ℒS . A sequence s2 =< b1, . . . , bn > contains a
sequence s1 =< a1, . . . , am > if there exists integers i1, . . . , im such
that 1 ≤ i1 < . . . < im ≤ n and aj = bij, for all j = 1, . . . ,m. In
addition, the distance between the two adjacent items bij and bij+1 in
s2 need to be less than a threshold. In addition, a LSP p1 is contained
by p2 if the sequence in p1 is contained by the sequence in p2 and
they have the same class label.

Definition 2: Support of a LSP p, denoted as sup(p), is the per-
centage of tuples in a sequence database SD that contain the p.
sup(p) measures the generality of the pattern p.

Definition 3: Confidence of a LSP p, denoted as conf(p), is
calculated by sup(p)/sup(p.S). conf(p) measures predictive ability
of p.

Topic-Enhanced Translation-based Language Model

Two types of methods are typically used to represent the content
of text documents. One is the bag-of-words representation, which
means that words are assumed to occur independently. A bag-of-
words model is a fine-grained representation of a text document.
The other method to represent text documents is topic model. Topic
model assigns a set of latent topic distributions to each word by cap-
turing important relationships between words. Comparing with bag-
of-words representation, topic model is a coarse-grained representa-
tion for documents.

Suggested questions should be semantically related to the queried
question, and they should explore different aspects of a discussion
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topic with respect to the queried question. Fine-grained bag-of-
words representation of question would contribute to finding lexi-
cally similar questions, and topic model representation would con-
tribute to finding semantically related questions. To achieve the goal
of adopting both bag-of-words and topic model representations, we
propose the TopicTRLM model. It fuses the latent topic informa-
tion with lexical information to measure the semantic relatedness
between two questions systematically. Specifically, we employ the
Translation-based Language Model (TRLM) to measure the seman-
tic relatedness of bag-of-words representations of two questions and
employ Latent Dirichlet Allocation (LDA) to calculate the latent
topics’ similarities between two questions.

Equation 5.1 shows TopicTRLM approach to calculate the se-
mantic relatedness of a queried question and a candidate question:

P (q∣D) =
∏
w∈q

P (w∣D), (5.1)

P (w∣D) =  × Ptrlm(w∣D) + (1− )Plda(w∣D),

where q is the queried question, D is a candidate question, w is
a query term in q, Ptrlm(w∣D) is the TRLM score, and Plda(w∣D)
is the LDA score. Equation 5.1 employs Jelinek-Mercer smooth-
ing [250] to fuse the TRLM score with LDA score, and  is the pa-
rameter to balance the weights of bag-of-words representation and
topic-model representation. A larger  means that we would like
to find more lexically related questions for the queried question; a
smaller  would emphasize more on two questions’ latent topic dis-
tributions’ similarity. When we set  = 0, TopicTRLM only em-
ploys latent topic analysis, and when we set  = 1, TopicTRLM
only employs lexical analysis. Thus, TopicTRLM is a generaliza-
tion of both lexical analysis and latent topic analysis in the ques-
tion suggestion task. Equation 5.2 describes TRLM which employs
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Dirichlet smoothing:

Ptrlm(w∣D) =
∣D∣
∣D∣+ �

Pmx(w∣D) +
�

∣D∣+ �
Pmle(w∣C), (5.2)

Pmx(w∣D) = �Pmle(w∣D) + (1− �)
∑
t∈D

T (w∣t)Pmle(t∣D),

where ∣D∣ is the length of the candidate question, C is the ques-
tion collection extracted from the forum posts. � is the Dirichlet
smoothing parameter to balance the collection smoothing and em-
pirical data. If we increase �, then we would rely more on smooth-
ing. Dirichlet smoothing has the advantage that for longer candidate
questions. Its smoothing effect would be smaller. � is the param-
eter to balance between language model and translation model. A
larger � would have the effect to retrieve lexically similar questions.
A smaller � would have the effect to retrieve lexically related ques-
tions. T (w∣t) is the translation probability from source word t to tar-
get word w, Pmle(⋅) is the maximum likelihood estimation. An im-
portant part of TRLM is to learn the word-to-word translation prob-
abilities T (w∣t), which would be discussed later. Equation 5.3 de-
scribes employing LDA to calculate the similarity between a query
term w and a candidate D:

Plda(w∣D) =
K∑
z=1

P (w∣z)P (z∣D), (5.3)

where K is the number of latent topics, and z is a latent topic.

Learning Translation Probability in Online Forums

Learning word-to-word translation probabilities is the most essential
part in TRLM. IBM model 1 [31] is employed to learn the transla-
tion probabilities, and a monolingual parallel corpus is needed. The
construction of the parallel corpus should be tailored to the specific
task.
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To find similar questions, three kinds of approaches are employed
previously to build parallel corpus:

1. Question and question pairs are considered as a parallel corpus
if their answers are similar [87, 86].

2. Question and answer pairs are considered as a parallel cor-
pus [244].

3. Question and its manually labeled question reformulation pairs
are considered as a parallel corpus [23].

However, neither of above three methods is suitable to build the
parallel corpus for the question suggestion task in forums. The rea-
son is that the presence of spam within the discussion forum would
make all questions subjected to the same spam appear equivalent. To
build a parallel corpus for learning word-to-word translation proba-
bilities for question suggestion, we turn to investigating the proper-
ties of forum discussions. Because questions are usually the focus
of forum discussions and a natural means of resolving issues, ques-
tions posted by a thread starter during the discussion are very likely
to explore different aspects of a topic. It is very likely that these
questions are semantically related. Thus, we propose to utilize these
semantically related questions posted by the thread starter in each
thread to build the parallel corpus. The procedure of generating a
parallel corpus of related questions from forums is as follows:

1. Extract questions posted by the thread starter in a thread, and
create a question pool Q.

2. Construct question-question pairs by enumerating all possible
combinations of question pairs in the Q.

3. Repeat above two steps for each forum thread.

4. Build the parallel corpus by aggregating all question-question
pairs constructed from each forum thread.
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Figure 5.2: Graphical model of LDA. N is the number of documents; ND is the
number of words in document D; K is the number of topics.

Latent Dirichlet Allocation

Latent Dirichlet Allocation (LDA) [27], as a topic model method
that possesses fully generative semantics, has attracted a lot of inter-
ests in the machine learning field. The graphical model of LDA is
shown in Fig. 5.2:

The process of generating a corpus in the smoothed LDA is as
follows: (1) pick a multinomial distribution 'z for each topic z from
a Dirichlet distribution with parameter �; (2) pick a multinomial dis-
tribution �D from a Dirichlet distribution with parameter � for each
question D; (3) pick a topic z ∈ {1, . . . , K} from the multinomial
distribution �D for each word token w in question D; (4) pick word
w from the multinomial distribution 'z.

We calculate the semantic relatedness between a query word w
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and a candidate question D as follows:

Plda(w∣D, �, ') =
K∑
z=1

P (w∣z, ')P (z∣�,D), (5.4)

where � and ' are the posterior. We employ Gibbs sampling to
directly obtain the approximation of � and ' because the LDA model
is quite complex and cannot be solved by exact inference [66]. In a

Gibbs sample, ' is approximated with (n
(wi)
−i,j+�wi

)/
V∑
v=1

(n
(v)
−i,j+�v),

and � is approximated with (n
(Di)
−i,j + �zi)/

M∑
m=1

(n
(Di)
−i,m + �m) after a

certain number of iterations being accomplished. n(wi)
−i,j is the number

of instances of word wi assigned to topic z = j, not including the
current token. � and � are hyper-parameters that determine how
heavily this empirical distribution is smoothed. n(Di)

−i,j is the number
of words in document Di assigned to topic z = j, not including the
current token. The total number of words assigned to topic z = j is
V∑
v=1

n
(v)
−i,j. The total number of words in document D not including

the current one is
M∑
m=1

n
(Di)
−i,m. Based on these derivations, we have

following mathematical equation:

Plda(w∣D) =
K∑
z=1

nwi

−i,j + �wi

V∑
v=1

(n
(v)
−i,j + �v)

×
nDi

−i,j + �zi
M∑
m=1

(n
(Di)
−i,m + �m)

. (5.5)

5.2.2 Question Suggestion in Community-based Q&A Services

We propose a question suggestion framework in community-based
Q&A. The framework in Fig. 5.3 consists of two modules: offline
module and online module. In the offline module, we utilize ques-
tions and their best answers to learn word translation probabilities
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Figure 5.3: System framework of question suggestion in community-based Q&A.

and train topic models. In the online module, we compute seman-
tic relatedness between a queried question and a candidate question
using Topic-enhanced Translation-based Language Model with An-
swer Ensemble (TopicTRLM-A).

Topic-Enhanced Translation-based Language Model with Answer Ensemble

Community-based Q&A services, such as Yahoo! Answers, are
question-centric, in which users are socially interacting by engag-
ing in multiple activities around a specific question. Thus, we do
not need to perform question detection as we do in online forums.
When a user asks a new question, he/she also assigns it to a specific
category, within a predefined hierarchy of categories, which should
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Figure 5.4: Example of a resolved question in Yahoo! Answers with question
title, question detail and best answer.

best match the question’s general topic. The new question remains
“open” for four days with an option for extension, or for less if the
asker chose a best answer within this period. Registered users may
answer a question as long it is “open”. If after this time period the
question remains unresolved, its status changes from “open” to “in-
voting”, in which users can only vote for a best answer till a clear
winner arises. Thus, a best answer is always available for a resolved
question either chosen by the asker or voted by communities. Most
community-based Q&A services allow users to write a “question
title” to describe their questions in one sentence, and write a “ques-
tion detail” to elaborate their question in detail. An example of a
resolved question in Yahoo! Answers is shown in Fig. 5.4. In it, we
can find that a question detail is provided along with the question
title to help elaborate the background, and a best answer is chosen
by the asker for this resolved question.

Since the best answer for each resolved question in community-
based Q&A services is always readily available, we propose to in-
corporate it into our model, and propose the topic-enhanced translation-
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based language model with answer ensemble (TopicTRLM-A). The
intuition is that the best answer of a question could also explain the
semantic meaning of the question. Thus, when we measure the se-
mantic relatedness of a queried question and a candidate question,
we also consider the semantic relatedness between the queried ques-
tion and the best answer of a candidate question. The mathematical
equation of TopicTRLM-A is shown in Eq. 5.6:

P (q∣(Q,A)) =
∏
w∈q

P (w∣(Q,A)), (5.6)

P (w∣(Q,A)) = �Ptrlm(w∣(Q,A)) + (1− �)Plda(w∣Q),

where q is a queried question, (Q,A) is a candidate question with its
best answer, w is a word in the queried question. Ptrlm(w∣(Q,A))
is the lexical score, and Plda(w∣Q) is the latent semantic score. �

is a parameter to balance lexical score and latent semantic score. If
we set a large �, we would reply more on lexical score, if we set a
small �, we would reply more on latent semantic score. Equation 5.7
presents the details of lexical score calculation:

Ptrlm(w∣(Q,A)) =
∣(Q,A)∣
∣(Q,A)∣+ �

Pmx(w∣(Q,A)) (5.7)

+
�

∣(Q,A)∣+ �
Pmle(w∣C),

Pmx(w∣(Q,A)) = �Pmle(w∣Q) + �
∑
t∈Q

T (w∣t)Pmle(t∣Q) + �Pmle(w∣A),

where we employ the Dirichlet smoothing between the candidate
question and the collection. ∣(Q,A)∣ is the length of a candidate
question with its best answer. If we set a large �, we would have
a larger smoothing effect. We employ translation-based language
model on the question part, and incorporate the best answer using
language model. �, � and � are parameters to represent weights on
each part, where � + � + � = 1.
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Learning Translation Probability in Community-based Q&A Services

Learning word translation probability in community-based Q&A ser-
vices is an important part of TopicTRLM-A model. Different from
online forums, there is usually only one question in each thread in
community-based Q&A services. After observing the real world
data, we find the question detail is usually a reformulation of the
corresponding question title. Thus, we aggregate question title and
question detail as a monolingual parallel corpus, and employ IBM
model 1 to learn the word translation probabilities.

5.3 Experiments And Results

In this section we describe the experiments we conducted to test our
novel models. We conducted experiments on both TripAdvisor and
Yahoo! Answers, to demonstrate the effectiveness of the proposed
models in online forums and community-based Q&A services sep-
arately. TripAdvisor is a popular forum attracts many discussions
on travel related topics, and Yahoo! Answers is one of the most
renowned community-based Q&A services. In each part, we first
describe our experimental setup, including the dataset we used, met-
rics we employed, and methods we compared. Then, we present the
results of our experiments and analysis that shed more light on the
performance of our models.

5.3.1 Experiments in Online Forums

We consider the question suggestion task as a retrieval task in our
experiments. We aim to address three research questions on question
suggestion in online forums:

RQ1: How effective is the proposed method to learn the word-
to-word translation probabilities in online forums?

RQ2: How is TopicTRLM compared with other approaches on
labeled questions in question suggestion task in online forums?
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RQ3: How is TopicTRLM compared with other approaches on
the joint probability distributions’ similarity of topics with ground
truth?

Methods: To evaluate the performance of the proposed methods,
we compared the proposed algorithms with alternative approaches.
Specifically, we compared our method topic-enhanced translation-
based language model (TopicTRLM) with LDA [27], query likeli-
hood language model using Dirichlet smoothing (QL) [250], trans-
lation model (TR) [87, 86], and the state-of-the-art question search
method translation-based language model (TRLM) [244].

Data set: TripAdvisor is a popular online forum that attracts a
large number of discussions about hotels, traveler guides, etc. Tri-
pAdvisor forum consists of a large number of threads, which con-
tain posts from thread starters and other participants. For evalua-
tion purpose, we crawled data from the travel forum TripAdvisor.
The crawling process was conducted from the thread level. We em-
ployed the same settings with Cong et al. [44] to mine LSPs, and
the classification-based question detection method was reported to
score 97.8% in Precision, 97.0% in Recall, and 97.4% in F1-score.

After employing the question detection method in crawled data,
we randomly sampled 300 questions, we removed questions that
are not comprehensible, e.g., “What to see?” is not a comprehen-
sible question; while “How is the Orange Beach in Alabama?” is
a comprehensible question. Finally we obtained 268 questions. We
used the unigram language model to represent questions, and applied
IBM model 1 to learn unigram to unigram translation probabilities.
We deployed Porter Stemmer [171] to stem question words. We
adopted the stop word list used by SMART system [33], but 5W1H
words were removed from the stop word list. For each model, the
top 20 retrieval results were kept. We used pooling [136] to put re-
sults from different models for one query together for annotation,
and all models were used in the pooling process. If a returned re-
sult was considered as semantically related to the queried question,
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Table 5.1: Statistics of post level activities of thread starter (TS).

#Threads
#Threads that have Avg.# replied

replied posts from TS posts from TS
1,412,141 566,256 1.9

it was labeled with “relevant”; otherwise, it was labeled with “irrele-
vant”. Two assessors were involved in the initial labeling process. If
two assessors had different opinions on a decision, a third assessor
was asked to make a final decision. The kappa statistics between two
assessors was 0.74. This test set was referred to as “TST LABEL”.

We tried to create a reasonable ground truth data without involv-
ing laborious manual labeling. Thus, we assumed that questions
posted by the same user in a thread were related. We built the unla-
beled testing data set by randomly selecting threads until there were
10, 000 threads that contained at least two questions posted by thread
starters. The first question in each thread was treated as the queried
question. This test set was referred to as “TST UNLABEL”.

The remaining questions, referred to as “TRAIN SET”, were used
in three purposes: (1) building parallel corpus to learn the word-to-
word translation probabilities, (2) LDA training data, and (3) ques-
tion repository to retrieve questions to offer question suggestion ser-
vice. TRAIN SET contained 1, 976, 522 questions extracted from
971, 859 threads. We conducted a detailed analysis on the TRAIN SET
to acquire a deeper understanding of the forum activities.

This paper leveraged thread starters’ activities in forums, so we
first conducted a post level analysis on thread starters’ activities. The
statistics is shown in Table 5.1.

From Table 5.1, we can see thread starters replied on average 1.9
posts to the thread he or she initiated, and this indicates our expecta-
tion that forum discussions are quite interactive. We also plotted the
distribution of replied posts from thread starter in Fig. 5.5, and this
distribution follows a power law distribution.

We also conducted a question level analysis on thread starters’
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Figure 5.5: Post level distribution of thread starters’ activity.

Table 5.2: Statistics of question level activities of thread starter (TS).

#Threads
#Threads TSs’ posts Avg.# questions

contain questions in TSs’ posts
1,412,141 971,859 2.0

activities. Table 5.2 presents statistics of question level activities of
thread starter. We found over 68.8% thread starters asked on average
2 questions in each thread. These findings supported our motivation
that question is a focus of forum discussions, and forum data is an
ideal source to train the proposed model for question suggestion.

Figure 5.6 depicts a view of distribution of questions in thread
starter’s posts. We can see this distribution also follows a power law
distribution.

We used 5 as the threshold for sequential pattern mining in ques-
tion detection. In this paper, we mined LSPs by considering both
minimum support threshold and minimum confidence threshold. We
empirically set minimum support at 0.5% and minimum confidence
at 85% using a development corpus. Each discovered LSP formed
a binary feature as the input for a classification model. We used a
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Figure 5.6: Question level distribution of thread starters’ activity.

rule-based classification algorithm Ripper to perform the question
detection task. We used GIZA++ [154] to train the IBM model 1.
We used GibbsLDA++ [166] to conduct LDA training and inference.

Metrics: For the evaluation of the task, we adopted several well-
known metrics that evaluate different aspects of the performance of
the proposed method, including Precision at Rank R (P@R), Mean
Average Precision (MAP), Mean Reciprocal Rank (MRR) and Kullback-
Leibler divergence (KL-divergence). Reciprocal rank is an accepted
measure in question answering evaluation. It favors hits that are
ranked higher, however, gives appropriate weights to lower ranked
hits [228].

Parameter Tuning: There are several parameters need to be de-
termined in our experiments. We used 20 queries from the TST LABEL,
and employed MAP to tune the parameters. Optimal parameters are
as follows: � = 0.25, � = 0.1, K = 200, � = 2, 000, � = 0.2, and
 = 0.7.
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Table 5.3: The first row shows the source words. Top 10 words that are most
semantically related to the source word are presented according to IBM translation
model 1 and LDA. All the words are lowercased and stemmed.

Words shore park condo beach
Rank IBM 1 LDA IBM 1 LDA IBM 1 LDA IBM 1 LDA
1 shore shore park park condo condo beach beach

2 beach groceri drive hotel beach south resort slope

3 snorkel thrift car stai area north what jet

4 island supermarket how time unit shore hotel snowboard

5 kauai store area area island pacif water beaver

6 condo nappi where recommend maui windward walk huski

7 area tesco walk beach rent seaport area steamboat

8 water soriana time nation owner alabama room jetski

9 boat drugstor ride tour shore opposit snorkel powder

10 ocean mega hotel central rental manor restaur hotel

Experiment on Word Translation

To answer RQ1, we used the proposed method to build the paral-
lel corpus, and the constructed parallel corpus contains 2, 629, 533
question-question pairs. Table 5.3 shows the top 10 words that are
most semantically related to the given words employing IBM model
1 and LDA.

Various semantic relationships between words were discovered
using IBM model 1. For example, when a user is asking a question
about shore, snorkel is related because snorkeling is a popular activ-
ity in shore, and condo is also related because the user also needs to
rent a condo for living. Walton is a beach name in Florida’s Emer-
ald Coast near Pensacola and Destin. Its full name is Fort Walton
Beach. Atlanta is also related to Walton because the nearest Air-
port of Walton provides frequent flights to Atlanta. Recall that the
proposed method considers that questions in a thread could trans-
late to each other, leading to capturing the semantic relationships
of words from semantically related questions. In other words, it
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Table 5.4: Comparison on Labeled Questions (a larger metric value means a better
performance).

Metrics LDA QL TR TRLM TopicTRLM
P@R 0.2411 0.3370 0.4135 0.4555 0.5140
MAP 0.3684 0.4089 0.4629 0.5029 0.5885
MRR 0.5103 0.5277 0.5311 0.5317 0.5710

characterizes relations in related events that happen in related ques-
tions. We could find that LDA captures different relations, and the
reason is that LDA describes co-occurrence relations because it con-
siders words in a question. For example, people ask questions like
“Is there any grocery store at Orange Beach?”, and LDA is capable
of capturing this kind of word relations between grocery and beach
in a sentence. Thus, we believe both approaches capture different
semantic aspects between words.

Experiment on Labeled Question

We conducted an experiment on TST LABEL to answer RQ2. We
employed the word-to-word translation probabilities learnt from the
parallel question-question corpus in TR, TRLM, TopicTRLM. The
experimental results on metrics P@R, MAP, and MRR are shown in
Table 5.4. All the results are statistically significant according to the
sign test compared with the previous method.

Table 5.4 shows that LDA performs the worst. Because LDA is
a coarse-grained representation to measure the relatedness between
questions, it is not able to capture accurate meaning of each ques-
tion. TR has better question suggestion performance compared with
QL. This finding is consistent with the previous work [87, 86]. The
reason is that the translation model has the potential to bridge the
lexical chasm between related questions. It also confirms the effec-
tiveness of the proposed method to build parallel corpus of related
questions from forum thread. TRLM has better performance than
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TR because TR set the probability of self-translation to 1. This in-
troduces inconsistent probability estimates and makes the model un-
stable. The proposed TopicTRLM outperforms other approaches in
all metrics. This confirms the effectiveness of TopicTRLM in the
question suggestion task. The advantage of TopicTRLM compared
with other approaches is that it fuses the latent semantic meanings
of questions with lexical similarities, and this fusion promises to
benefit from both the bag-of-words representation and topic model
representation.

Experiment on Topics’ Joint Probability Distribution

To answer RQ3, we conducted experiments on TST UNLABEL to
evaluate topic level performances of the proposed method. For each
queried question q, we consider its first subsequent question q′ posted
by the thread starter in the actual thread as its relevant result. For all
the 10, 000 queried questions and their relevant results, we used the
trained LDA model to infer the most probable topic. We aggregated
the counts of topic transitions in the actual threads as ground truth
and applied maximum likelihood estimation approach to calculate
topics’ joint probability using Eq. 5.8:

p(topic(q), topic(q′)) = p(topic(q′)∣topic(q))× p(topic(q)). (5.8)

We used a 200× 200 (K = 200) matrix to represent ground truth
topics’ joint probability distributions. In addition, for each queried
question, we employed different approaches to retrieve results and
considered the first result as its suggested question. We measured the
difference between two probability distributions using the Kullback-
Leibler divergence. Experimental results in Table 5.5 confirm the
effectiveness of the proposed TopicTRLM.
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Table 5.5: Comparison on difference between ground truth and methods’ topics’
joint probability distribution (a smaller KL-divergence value means a better per-
formance).

Methods Kullback-Leibler Divergence
LDA 0.1127
QL 0.1067
TR 0.0955

TRLM 0.0911
TopicTRLM 0.0906

5.3.2 Experiments in Community-based Q&A Services

Experimental Setup

Methods: To evaluate the performance of the proposed methods,
we compared the proposed algorithms with alternative approaches.
Specifically, we compared our methods topic-enhanced translation-
based language model (TopicTRLM) and topic-enhanced translation-
based language model with answer ensemble (TopicTRLM-A) with
LDA [27], query likelihood language model using Dirichlet smooth-
ing (QL) [250] and translation-based language model (TRLM) [244].

Data set: We used Yahoo! Answers dataset from Yahoo! Web-
scope program [245]. The dataset includes 4, 483, 032 questions
and their answers. More specifically, we utilized the resolved ques-
tions under two of the top-level categories at Yahoo! Answers,
namely “travel” and “computers & internet”. We randomly sampled
100 questions from each category as test questions. The remain-
ing questions and their corresponding best answers in each category
were used as question repository, as well as training set for learning
word translation probabilities and building LDA model. We used the
unigram language model to represent questions, and applied IBM
model 1 to learn unigram to unigram translation probabilities. We
used Porter Stemmer [171] to stem question words. We adopted the
stop word list used by SMART system [33], but 5W1H words were
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removed from the stop word list. For each model, the top 20 retrieval
results were kept. We used pooling [136] to put results from differ-
ent models for one query together for annotation, and all models
were used in the pooling process. If a returned result was consid-
ered as semantically related to the queried question, it was labeled
with “relevant”; otherwise, it was labeled with “irrelevant”. Two as-
sessors were involved in the initial labeling process. If two assessors
had different opinions on a decision, a third assessor was asked to
make a final decision. The kappa statistics between two assessors
was 0.78. We used GIZA++ [154] to train the IBM model 1. We
used GibbsLDA++ [166] to conduct LDA training and inference.

Metrics: For the evaluation of the task, we adopted several well-
known metrics that evaluate different aspects of the performance of
the proposed method, including Precision at Rank R (P@R), Mean
Average Precision (MAP), Mean Reciprocal Rank (MRR) and Bpref.
Bpref is proposed by Buckley et al. [32], and is the score function of
the number of non-relevant candidates.

Parameter Tuning: There are several parameters need to be de-
termined in our experiments. We used 20 queries from each cate-
gory, and employed MAP to tune the parameters. Optimal param-
eters are as follows: � = 0.25, � = 0.1, K = 200, � = 2, 000,
� = 0.2,  = 0.7, � = 0.7, � = 0.2, � = 0.6 and � = 0.2.

Experiment on Yahoo! Answers Dataset

Table 5.6 demonstrates the results of different models on category
“computers and internet”, and Table 5.7 shows the results on cate-
gory “travel”. All the results are statistically significant according to
the sign test compared with the previous method.

From Table 5.6 and Table 5.7, we can find that TopicTRLM-
A achieves the best performance on different metrics on two cate-
gories. The reason is TopicTRLM-A combines contributions from
both questions and their answers through utilizing lexical and la-
tent semantic relatedness, thus getting the best performance. Top-
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Table 5.6: Performance of different models on category “computers & internet”
(a larger metric value means a better performance).

Methods MAP Bpref MRR P@R
LDA 0.2397 0.136 0.2767 0.1594
QL 0.346 0.2261 0.416 0.2594

TRLM 0.3532 0.2368 0.4271 0.2777
TopicTRLM 0.4235 0.2755 0.5559 0.3197

TopicTRLM-A 0.6228 0.4673 0.7745 0.5467

Table 5.7: Performance of different models on category ”travel” (a larger metric
value means a better performance).

Methods MAP Bpref MRR P@R
LDA 0.1345 0.0612 0.1616 0.0675
QL 0.316 0.1902 0.388 0.2048

TRLM 0.3222 0.2034 0.3923 0.2234
TopicTRLM 0.3615 0.244 0.4406 0.2644

TopicTRLM-A 0.467 0.3167 0.5963 0.387

icTRLM performs better than methods which utilizes lexical only
or latent topic information only by fusing both the lexical and latent
semantic knowledge. TRLM performs better than QL, which is con-
sistent with previous research [244]. LDA performs the worst since
it is too coarse grained.

We also look into concrete results for test questions. Table 5.8
and Table 5.9 show results for two test questions from the category
“computers and internet”. Table 5.10 shows results for one test ques-
tion from the category “travel”. Let’s take the question in Table 5.10
for example, the queried question is “Why can people only use the
air phones when flying on commercial airlines, i.e. no cell phones
etc.?” Thus, the underlying information need of the user is to know
why cell phone could not be used in commercial airlines. The first
result of TopicTRLM-A model is “Why are you supposed to keep
cell phone off during flight in commercial airlines?” We can find
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the first result is semantically equivalent to the test question, thus,
the best answer of the first result should answer the user’s informa-
tion need accurately. The second result of TopicTRLM-A model is
“Why don’t cell phones from the ground at or near airports cause
interference in the communications of aircraft?” This question is
quite related to the test question since it also discusses the interfer-
ence of cell phones to the communications of aircraft, and it also
belongs to the topic of “interference of aircraft”. The third result is
“Cell phones and pagers really dangerous to avionics?” This ques-
tion would open the asker’s mind that not only cell phones, but also
pagers maybe dangerous to aircraft systems, more specifically, to
avionics. We can find that TopicTRLM-A could not only find ques-
tions that are semantically equivalent to the queried question, but
also find questions that are semantically related to the queries ques-
tion. Thus, TopicTRLM-A could satisfy users’ information needs
more thoroughly. Table 9 and Table 10 show similar findings.

We also test the sensitivity of parameter � in TopicTRLM-A. A
larger �means we reply more on lexical score, and a smaller �means
we reply more on latent semantic knowledge. Figure 5.7 shows the
MAP of employing different � on category “computers and internet”.

Figure 5.8 shows the Bpref of different approaches.
Figure 5.9 shows the different models on MRR.
Figure 5.10 shows the P@R for different approaches.
TopicTRLM-A performs the best when � is between 0.5 and 0.7

on different metrics. The relatively wide optimal parameter ranges
indicates that only by fusing both lexical and latent semantic knowl-
edge together, the model could achieve the best performance. Fig-
ure 5.7, Fig. 5.8, Fig. 5.9, and Fig. 5.10 also demonstrate that TopicTRLM-
A is sensitive to the parameter �, but the parameter � is still feasible
to tune. The optimal parameter range of � is similar on the other
category “travel”.
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Table 5.8: The results for “Hi, I lost my Yahoo password? How can I get my old
password back without any changing with my email?” of category “computers &
internet”.

Methods Results

LDA

1. How can I send my MSN password to my other account
if my MSN password is lost?
2. I lost my administrator password and I only have a guest
as a user how can I get my password or another one?
3. My other Yahoo email password is stolen by someone,
how can I report it and get it back as soon as possible?

QL

1. I keep having a problem with my password. It keeps changing
my password or not letting me sign on?
2. I need a program that can help me figure out a password
without actually changing the password, or altering it?
3. My minor daughter’s Yahoo name and password were
changed by someone along with them changing email. What do I?

TRLM

1. I need a program that can help me figure out a password
without actually changing the password, or altering it?
2. My minor daughter’s Yahoo name and password were
changed by someone along with them changing email. What do I?
3. I’m on Myspace and I changed my password but I forgot
my password and my email password. What do I do?

TopicTRLM

1. I lost my administrator password and I only have a guest
as a user how can I get my password or another one?
2. I forgot my security question, how will I get my lost
Yahoo password back for my other id?
3. I have lost my Yahoo password. I don’t remember any
of the information I fed into the sign u form?

TopicTRLM-A

1. I have lost my Yahoo password. I don’t remember any
of the information I fed into the sign u form?
2. I forgot my security question, how will I get my lost
Yahoo password back for my other id?
3. If I forget my Yahoo password, is there any way to get
it back or does Yahoo have to send me a new one?
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Table 5.9: The results for “I want to just know how to use Outlook Express to
send mail, and if possible to sync with Yahoo or MSN?” of category “computers
& internet”.

Methods Results

LDA

1. How can I do to synchronize my Yahoo or MSN email
account with Microsoft Outlook to send and receive messages?
2. How can you set up to read your sent messages on MSN
Hotmail, like Yahoo?
3. What’s my Yahoo incoming mail (POP3/IMAP)?!! At
Yahoo mail & outgoing mail (SMTP) required 4 email notifier?

QL

1. Can I sync Outlook Express inbox with Yahoo inbox?
2. Is there a way to sync Yahoo calendar to Blackberry 7100t
without having Outlook?
3. How do I sync contacts from Ipaq with Outlook? Most
of them are not getting synched?

TRLM

1. Can I sync Outlook Express inbox with Yahoo inbox?
2. I have several contacts in my Outlook that are not showing
up on my Treo when I sync. How do I fix???
3. Is there a way to sync Yahoo calendar to Blackberry 7100t
without having Outlook?

TopicTRLM

1. What’s my Yahoo incoming mail (POP3/IMAP)?!! At
Yahoo mail & outgoing mail (SMTP) required 4 email notifier?
2. How do I synchronize my Yahoo mail with Outlook
Express i.e. I wish to use Outlook Express to check my Y! mail.
3. How can I do to synchronize my Yahoo or MSN
email account with Microsoft Outlook to send and receive messages?

TopicTRLM-A

1. I want to use Yahoo mail in my Outlook Express.
Please tell me POP3 and SMTP address of Yahoo?
2. Is it possible to configure my Yahoo id in Outlook Express 6?
3. Sir, please tell me I am all Yahoo mail converlet
in Outlook please tell me how I do?
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Table 5.10: The results for “Why can people only use the air phones when flying
on commercial airlines, i.e. no cell phones etc.?” of category “travel”.

Methods Results

LDA

1, Why are you supposed to keep cell phone off during
flight in commercial airlines?
2, I will be flying from CA to FL. Any tips on how I can
get over my fear of flying?
3, I need the contact number of emirates airlines here in Philippines?

QL
1, Cell phones and pagers really dangerous to avionics?
2, Do cell phones work on cruise ships? T-mobile?
3, Cell phones in Singapore, Bali or Kuala Lumpur?

TRLM

1, Why don’t cell phones from the ground at or near
airports cause interference in the communications of aircraft?
2, Should I bring my Vertu phones in my carry-on luggage
or send through? I have 3 of them?
3, Cell phones and pagers really dangerous to avionics?

TopicTRLM

1, Cell phones and pagers really dangerous to avionics?
2, Why don’t cell phones from the ground at or near
airports cause interference in the communications of aircraft?
3, Do cell phones work on cruise ships? T-mobile?

TopicTRLM-A

1, Why are you supposed to keep cell phone off during
flight in commercial airlines?
2, Why don’t cell phones from the ground at or near
airports cause interference in the communications of aircraft?
3, Cell phones and pagers really dangerous to avionics?
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Figure 5.7: The effect of parameter � on the MAP of question suggestion.

Figure 5.8: The effect of parameter � on the Bpref of question suggestion.



CHAPTER 5. ITEM SUGGESTION WITH SEMANTIC ANALYSIS 105

Figure 5.9: The effect of parameter � on the MRR of question suggestion.

Figure 5.10: The effect of parameter � on the P@R of question suggestion.
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5.4 Summary

In this chapter we address the issue of question suggestion in so-
cial media. Given a queried question, we are to suggest questions
that are semantically related to the queried question and can ex-
plore different aspects of a topic tailored to users’ information needs.
We tackle the problem on two types of the most representative so-
cial media systems: online forums and community-based Q&A ser-
vices. In online forums, we propose an effective method to build
the parallel corpus of related questions from forum threads, and
we propose TopicTRLM, which fuses lexical knowledge with la-
tent semantic knowledge to measure the relatedness between ques-
tions. In community-based Q&A services, we also propose an ef-
fective method to build the parallel corpus of related questions, and
we propose TopicTRLM-A, which incorporates answer information
into question to measure the semantic relatedness more thoroughly.
Extensive experiments indicate that our method to build parallel cor-
pus is effective and the TopicTRLM and TopicTRLM-A methods
outperform other approaches.

□ End of chapter.



Chapter 6

Item Modeling via Data-Driven
Approach

6.1 Problem and Motivation

In this chapter we focus on item modeling via data-driven approach.
Specifically, we focus on question subjectivity identification for ques-
tions in social media systems. Automatic Subjective Question An-
swering (ASQA), which aims at answering users’ subjective ques-
tions using summaries of multiple opinions, becomes increasingly
important. One challenge of ASQA is that expected answers for sub-
jective questions may not readily exist in the Web. The rising and
popularity of Community Question Answering (CQA) sites, which
provide platforms for people to post and answer questions, provides
an alternative to ASQA. One important task of ASQA is question
subjectivity identification, which identifies whether a user is asking
a subjective question. Unfortunately, there has been little labeled
training data available for this task. In this paper, we propose an
approach to collect training data automatically by utilizing social
signals in CQA sites without involving any manual labeling. Exper-
imental results show that our data-driven approach achieves 9.37%
relative improvement over the supervised approach using manually
labeled data, and achieves 5.15% relative gain over a state-of-the-art
semi-supervised approach. In addition, we propose several heuristic

107
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features for question subjectivity identification. By adding these fea-
tures, we achieve 11.23% relative improvement over word n-gram
feature under the same experimental setting.

6.2 Question Subjectivity Identification

We treat question subjectivity identification as a classification task.
Subjective questions are considered as positive instances, and objec-
tive questions are considered as negative instances. In this section,
we propose several social signals for collecting training data, and
propose several heuristic features for the QSI task.

6.2.1 Social Signal Investigation

Like (L): in CQA sites, users like an answer if they find the answer
is useful. Even the best answer of a question has been chosen, users
could like other answers as well as the best answer. The intuition of
the like signal is as follows: answers posted to a subjective question
are opinions. Due to different tastes of the large community of users,
not only the best answer, but also other answers may receive likes
from users. Thus, if the best answer receives similar number of likes
with other answers, it is very likely that the question is subjective.
If a question is objective, the majority of users would like an answer
which explains universal truth or common knowledge in the most
detailed manner. Thus, the best answer would receive extremely
high likes than other answers. Equation (6.1) presents the criteria of
selecting positive training data:

L(Qbest answer) ≤
∑
L(Qanswer)

AN(Q)
, (6.1)

where L(⋅) is the number of people like this answer, Qbest answer is
the best answer of a question Q, Qanswer is an answer of a question
Q, andAN(⋅) is the number of answers of a question. Equation (6.2)
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presents the criteria of selecting negative training data:

L(Qbest answer) ≥ �×MAX(L(Qotℎer answer)), (6.2)

where � is a parameter,Qotℎer answer is an answer except the best an-
swer of a question Q, and MAX(⋅) is the maximum function. Like
signal is commonly found in CQA sites, such as rate in Yahoo! An-
swers, support in Baidu Knows, and like in AnswerBag1.

Vote (V): users could vote for the best answer in CQA sites. An
answer that receives the most votes is chosen as the best answer.
The intuition of vote signal is as follows: the percentage of votes of
the best answer of an objective question should be high, since it is
relatively easy to identify which answer contains the most thorough
universal truth or common knowledge. However, users may vote for
different answers of a subjective question since they may support
different opinions, resulting in a relatively low percentage of votes
on the best answer. Equation (6.3) shows the criteria of selecting
positive training data:

V (Qbest answer) ≤ �, (6.3)

where V (⋅) is the percentage of votes of an answer, and � is a param-
eter. Equation (6.4) shows the criteria of selecting negative training
data:

V (Qbest answer) ≥ , (6.4)

where  is a parameter. There is vote signal in many popular CQA
sites, such as Yahoo! Answers, Baidu Knows, and Quora2.

Source (S): to increase the chance of an answer to be selected
as the best answer, users often provide sources of their answers. A
source of an answer is a reference to authoritative resources. The
intuition of source signal is that source is only available for an ob-
jective question that has a fact answer. For an subjective question,
users just post their opinions without referencing authorities. In our

1http://answerbag.com
2http://quora.com
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Table 6.1: Social signals investigated to collect training data and their descrip-
tions.

Name Description
Like Social signal that captures users’ tastes on an answer.

Vote Social signal that reflects users’ judgments on an answer.

Source Social signal that measures users’ confidence on authoritativeness of an answer.

Poll and Survey Social signal that indicates users’ intent of a question.

Answer Number Social signal that implies users’ willingness to answer a question.

approach, we collect questions with source as negative training data.
Source signal exists in many popular CQA sites such as Yahoo! An-
swers, Baidu Knows, and AnswerBag.

Poll and Survey (PS): since a large number of community users
are brought together in CQA sites, users often post poll and survey
questions. The intuition of poll and survey signal is that the user
intent of a poll and survey question is to seek opinions on a certain
topic. Thus, a poll and survey question is very likely to be a sub-
jective question. In addition, CQA sites often have mechanisms to
enable users to post poll and survey questions. For example, Ya-
hoo! Answers has a dedicated category named poll and survey. In
our approach, we collect poll and survey questions as positive train-
ing data.

Answer Number (AN): the number of posted answers to each
question in CQA sites varies a lot. The intuition of answer number
signal is as follows: users may post opinions to a subjective question
even they notice there are other answers for the question. Thus, the
number of answers of a subjective question may be large. However,
users may not post answers to an objective question that has already
received other answers since an expected answer is usually fixed.
Thus, a large answer number may indicate subjectivity of a question,
but a small answer number may be due to many reasons, such as
objectivity and small page views. Equation (6.5) presents the criteria
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Table 6.2: Social signals investigated and the type of training data that could be
collected.

Name Training Data
Like Positive and Negative.
Vote Positive and Negative.

Source Negative.
Poll and Survey Positive.
Answer Number Positive.

of collecting positive training data.

AN(Q) ≥ �, (6.5)

where AN(⋅) is the number of answers of a question, and � is a pa-
rameter. Table 6.1 summarizes all social signals that are investigated
in this study and their descriptions.

Table 6.2 summarizes social signals investigated and the type of
training data that could be collected.

6.2.2 Feature Investigation

Word (word): word feature is shown to be effective in many ques-
tion answering applications. We also study this feature in this paper.
Specifically, each word is represented with its term frequency (tf)
value.

Word n-gram (ngram): we utilize word n-gram feature. Pre-
vious supervised [110] and small scale semi-supervised [109] ap-
proaches on QSI observed that the performance gain of word n-gram
compared with word feature was not significant, but we conjecture
that it may be due to the sparsity of their small amount of labeled
training data. We investigate whether word n-gram would have sig-
nificant gain if we have a large amount of training data. Specifically,
each word n-gram is represented with its tf value.

Besides basic features, we also study several light-weight heuris-
tic features in this paper. These heuristic features could be computed
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efficiently, leading to the scalability of proposed approach.
Question length (qlength): information needs of subjective ques-

tions are complex, and users often use descriptions [234] to explain
their questions, leading to larger question length. We investigate
whether question length would help QSI. We divide question length
into 10 buckets, and the corresponding bucket number is used as a
feature.

Request word (rword): we observe that in CQA sites, users use
some particular words to explicitly indicate their request for seeking
opinions. We refer to these words as request words. Specifically,
9 words are manually selected, i.e. “should”, “might”, “anyone”,
“can”, “shall”, “may”, “would”, “could”, and “please”. The total
number of request words is used as a feature.

Subjectivity clue (sclue): we investigate whether external lexi-
cons would help QSI. Specifically, in this study, we utilize subjec-
tivity clues from the work of Wilson et al. [239], which contain a
lexicon of over 8000 subjectivity clues. Subjectivity clues are man-
ually compiled word lists that may be used to express opinions, i.e.,
they have subjective usages.

Punctuation density (pdensity): punctuation density is mea-
sured according to the density of punctuation marks in questions.
Equation (6.6) presents the formulation of calculating punctuation
density for a question:

PDensity(Q) =
# punctuation marks

# punctuation marks + # words
. (6.6)

Grammatical modifier (gmodifier): inspired by opinion min-
ing research of using grammatical modifiers on judging users’ posi-
tive and negative opinions, we investigate the effectiveness of using
grammatical modifier as a feature. Specifically, adjective and adverb
are considered as grammatical modifiers.

Entity (entity): the expected answer for an objective question
is fact or common knowledge, leading to less relationships among
entities compared with a complex subjective question. Thus, we
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conjecture that the number of entities varies between subjective and
objective questions. Specifically, we use noun as the surrogate of
entity in our study.

6.3 Experimental Evaluation

6.3.1 Experimental Setting

Comparison methods: the baseline approach of question subjectiv-
ity identification was supervised learning using labeled training data.
In addition, we compared with the state-of-the-art approach CoCQA
proposed by Li et al. in [109]. CoCQA was a co-training approach
that exploits the association between the questions and contributed
answers.

Dataset: the raw data that was used to collect training data using
social signals was from Yahoo! Answers, and there was 4, 375, 429
questions with associated answers and social signals. They were
relatively popular questions according to user behaviors, and were
actively indexed with high priority in our system. They could be
considered as reusable and valuable resources. In Yahoo! Answers
data, rate function was used as the like signal, vote function was
used as the vote signal, source field in the best answer was used as
the source signal, the category poll and survey was used as the poll
and survey signal, and number of answers was used as the answer
number signal. Social signals investigated in this study are quite
general, and other CQA sites could be leveraged to collect training
data as well. The ground truth data set we used was adapted from
Li et al. [109]. They created the data set using Amazon’s Mechani-
cal Turk service3. As suggested in [173, 246], we used a sampling
method to deal with the imbalance problem in their data set, i.e. to
keep all objective questions and randomly sample the same number
of subjective questions. We obtained 687 questions in total, and we

3http://www.mturk.com
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referred it as T . We also employed sampling method when using so-
cial signals to collect training data. The same with Li et al. [109], we
reported the average results of 5-fold cross validation on T for su-
pervised learning and CoCQA. Unlabeled data for CoCQA was from
Liu et al. [119]. The results of our approach on T were also reported
for comparison. It is worthwhile to point out that our approach did
not use any manually labeled data. To tune the parameters for dif-
ferent social signals, 20% of questions in T were randomly selected.
This data set was used as the development set, and referred to as D.

Classification method: we employed Naive Bayes with add-one
smoothing classification method [48] in our experiments. Aikawa et
al. [4] found Naive Bayes was more effective than Support Vector
Machines [73] in classifying subjective and objective questions. In
addition, the training process of Naive Bayes was able to be paral-
lelized using MapReduce framework [50].

Metric: precision on subjective questions was used as the evalu-
ation metric in our experiments. The reason was as follows: a user’s
satisfaction would be increased if he/she receives an answer that
summarizes people’s opinions for a subjective question, but his/her
satisfaction would not be decreased if he/she receives an answer the
same with existing CQA sites that are not equipped with subjective
question identification component. A user’s satisfaction would be
decreased if he/she receives a summarized answer that repeats the
fact for an objective question. Thus, precision on subjective ques-
tions was the appropriate metric.

Parameter tuning: we performed grid search using different pa-
rameter values over D. We ran grid search from 1.0 to 2.5 for � in
like signal, from 0.1 to 1.0 for � and  in vote signal alternatively,
and from 10 to 30 for � in answer number signal. The optimal setting
was as follows: � = 2.0, � = 0.2,  = 0.5 and � = 20.
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Table 6.3: Performance of supervised, CoCQA, and combinations of social sig-
nals with the word n-gram feature. Value in parenthesis means relative perfor-
mance gain compared with supervised approach.

Method Precision
Supervised 0.6596

CoCQA 0.6861 (+4.20%)
L + V + PS + AN + S 0.6626 (+0.45%)

L 0.5714 (−13.37%)
V + PS + AN + S 0.6981 (+5.84%)

PS + AN + S 0.6915 (+4.84%)
V + PS + AN 0.7214 (+9.37%)

V + AN 0.7201 (+9.17%)
AN + S 0.7038 (+6.70%)

6.3.2 Effectiveness of Social Signals

We employed different combinations of social signals to automati-
cally collect positive and negative training data, and used the trained
classifier to identify subjective questions. Table 6.3 presents the re-
sults using word n-gram feature. Specifically, we employed unigram
and bigram for word n-gram. By employing co-training over ques-
tions and associated answers, CoCQA utilizes some amount of un-
labeled data, and achieves better results than supervised approach.
However, similar with [109], we found CoCQA achieved optimal
performance after adding 3, 000 questions. It means CoCQA could
only utilize a small amount of unlabeled data considering the large
volume of CQA archives.

In Table 6.3, it is promising to observe that collecting training
data using social signals V + PS + AN achieves the best results.
It improves 9.37% and 5.15% relatively over supervised and CoCQA
respectively. The results indicate the effectiveness of collecting train-
ing data using well-designed social signals for QSI. Selecting train-
ing data using V +AN andAN+S achieve the second and third best
performance. Both combinations perform better than supervised and
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CoCQA. In addition, social signals of V,AN, S could be found in
almost all CQA sites. Due to the page limit, we report results of
several combinations of social signals. Other combinations achieve
comparable performances. Collecting training data using like signal
does not perform well. We look into the training data, and find that
some objective questions are considered as subjective because their
best answers receive fewer likes than other answers. Considering the
fact that many best answers are chosen by the asker, we conjecture
that this phenomenon may be due to the complex of best answer
selection criteria in CQA sites. Previous work also found socio-
emotional factor affected a lot in the best answer selection [94]. We
leave the detailed study of how users choose their best answers to
our future work.

Table 6.4 reports the results of different approaches using word
and word n-gram feature. In line with our intuition, all approaches
achieve better performance using word n-gram feature compared
with word feature. More interestingly, we find that combinations
of social signals, V + PS +AN , V +AN and AN + S achieve on
average 12.27% relative gain of employing word n-gram over word.
But supervised approach only achieves 3.39%, and CoCQA achieves
6.66% relative gain of using word n-gram over word. We conjecture
the reason is as follows: supervised approach only utilizes manually
labeled training data, resulting in the sparsity of employing word n-
gram. CoCQA uses several thousand unlabeled data, and tackles the
sparsity problem to some extent. Training data collected according
to social signals is quite large compared with previous approaches,
and data sparsity problem is better solved.

Table 6.5 reports the performance of three best performing com-
binations of social signals with varying amount of training data us-
ing word n-gram. With the increase of training data, performances of
three approaches all improve accordingly. This finding is encourag-
ing because in practical, we may integrate training data from several
CQA sites with the same social signal.
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Table 6.4: Performance of different approaches using word and word n-gram.
Value in parenthesis means relative performance gain of word n-gram compared
with word.

Method/Feature Word Word n-gram
Supervised 0.6380 0.6596 (+3.39%)

CoCQA 0.6432 0.6861 (+6.66%)
V + PS + AN 0.6707 0.7214 (+7.56%)

V + AN 0.6265 0.7201 (+14.94%)
AN + S 0.6157 0.7038 (+14.31%)

Table 6.5: Performance of three best performing combinations of social signals
with varying training data.

20% 40% 90% 100%

V + AN 0.6549 0.7004 0.7188 0.7201

AN + S 0.6550 0.6696 0.6842 0.7038

V + PS + AN 0.6640 0.6846 0.7037 0.7214

6.3.3 Effectiveness of Heuristic Features

Previously, we discussed results of utilizing social signals to au-
tomatically collect training data. In this section, we study the ef-
fectiveness of heuristic features. To allow others to repeat our re-
sults, experiments investigating heuristic features were conducted
on the data set T , which contains 687 questions adapted from Li et
al. [109].

Question length: Fig. 6.1 shows the proportion of subjective
questions (denoted as Prop-Sub) with respect to questions’ lengths.
We rank the questions according to their lengths in ascending or-
der, and equally partition them into 10 groups. Figures 6.3, 6.4, 6.5,
and 6.6 apply similar methods to show Prop-Sub with respect to the
corresponding features. Interestingly, we find the proportion of sub-
jective questions increases as the question length increases. To find
out the reason, we look into the data, and observe that when a user
asks an objective question, he/she just expresses his/her information
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Figure 6.1: The question length feature.

needs precisely, e.g., “Which player has won the fa cup twice with 2
different teams?” However, when a user asks a subjective question,
he/she also shares his/her personal opinion together with the ques-
tion, e.g., “Has anyone read “Empire” by Orson Scott Card? This is
scary. I especially liked the “Afterword” by him. It’s amazing how
close you can feel today to it coming true.”

Request word: Fig. 6.2 demonstrates the percentage of subjec-
tive questions (denoted as Perc-Sub) with respect to the number
of request word. Group 1 contains questions that don’t have any
request word, group 2 contains questions having 1 request word,
group 3 contains 2 request words, group 4 contains 3 request words,
and group 5 contains at least 4 request words. Perc-Sub measures
the percentage of subjective questions among all questions in each
group. Quite surprisingly, we find Perc-Sub increases as the number
of request words increases. After checking some sample questions,
we conclude the reason is that when users ask subjective questions,
they also add complicated background or detailed opinions, making
the question quite long. To attract potential answerers, users add
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Figure 6.2: The request word feature.

these request words.
Subjective clue: in Fig. 6.3, we can see a clear trend that the

more subjective clues, the larger proportion of subjective questions.
This is an interesting finding that although subjective clues used in
our experiments are from other documents, such as news, they still
help distinguish between subjective and objective questions to some
extent.

Punctuation density: in Fig. 6.4, we observe that the higher
punctuation density, the higher proportion of subjective questions.
In other words, the punctuation mark density of subjective questions
is higher than that of objective questions. After examining some ex-
amples, we find that users use short sentence segments when sharing
their experiences in subjective questions. In addition, we conjecture
that short sentence segments help better express users’ feelings and
opinions in asking subjective questions.

Grammatical modifier: in Fig. 6.5, we find the proportion of
subjective questions is positively correlated with the number of gram-
matical modifiers. The reason comes from the observation that gram-
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Figure 6.3: The subjective clue feature.
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Figure 6.4: The punctuation density feature.
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Figure 6.5: The grammatical modifier feature.

matical modifiers are commonly used to describe users’ feelings,
experiences, and opinions in subjective questions. Thus, the more
grammatical modifiers used, the larger proportion of subjective ques-
tions.

Entity: it is interesting to observe from Fig. 6.6 that the propor-
tion of subjective question increases as the number of entities in-
creases. After investigating some samples, we find that information
needs of objective questions involve fewer entities compared with
subjective questions. The reason is that subjective questions involve
more descriptions, which also contain entities.

Table 6.6 shows results of employing heuristic features and word
n-gram. We observe that adding any heuristic feature to word n-
gram would improve precision to some extent, and employing only
heuristic features performs even better than word n-gram. Com-
bining heuristic features and word n-gram achieves 11.23% relative
performance gain over employing word n-gram.

Table 6.7 shows examples of questions wrongly classified using
n-gram, but correctly classified with the incorporation of heuristic
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Figure 6.6: The entity feature.

Table 6.6: Performance of heuristic features.

Precision
ngram

ngram ngram ngram
+ qlength + rword + sclue

0.6596 0.6896 0.6834 0.6799

ngram ngram ngram heuristic ngram
+ pdensity + gmodifier + entity features + heuristic

0.7000 0.6950 0.6801 0.6995 0.7337(+11.23%)
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Table 6.7: Examples of questions wrongly classified using n-gram, but correctly
classified with the incorporation of heuristic features.

Examples
Who is Mugabe?

When and how did Tom Thompson die?
He is one of the group of seven.

Was Roy Orbison blind?
How is an echocardiogram done?
Fluon Elastomer material’s detail?

What does BCS stand for in college football?

features. These results demonstrate the effectiveness of proposed
heuristic features.

6.4 Summary

In this chapter, we present a data-driven approach for utilizing social
signals in CQA sites. We demonstrate our approach for one particu-
lar important task of automatically identifying question subjectivity,
showing that our approach is able to leverage social interactions in
CQA portals. Despite the inherent difficulties of question subjectiv-
ity identification for real user questions, we have demonstrated that
our approach can significantly improve prediction performance than
the supervised approach [110] and a state-of-the-art semi-supervised
approach [109]. We also study various heuristic features for QSI,
and experimental results confirm the effectiveness of proposed fea-
tures.

□ End of chapter.



Chapter 7

Conclusion

7.1 Summary

This thesis establishes automatic and scalable models to help social
media users find their information needs more effectively. These
models are proposed based on the two key entities in social media
systems: user and item. This thesis develops a framework to com-
bine the user information and item information with the following
two purposes: 1) modeling users’ interests with respect to their be-
havior, and recommending items or users they may be interested
in; and 2) understanding items’ characteristics, and grouping items
that are semantically related for better addressing users’ information
needs.

For the first purpose, we present two user-based models with ap-
plications. Firstly, to overcome the data sparsity problem and non-
flexibility problem confronted by traditional collaborative filtering
algorithms, we propose a factor analysis approach, referred to as
TagRec, by utilizing both users’ rating information and tagging in-
formation based on probabilistic matrix factorization. Secondly, to
provide users with an automatic and effective way to discover other
users with common interests in social tagging systems, we propose
the User Recommendation (UserRec) framework for user interest
modeling and interest-based user recommendation, aiming to boost
information sharing among users with similar interests. Specifi-

124
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cally, we propose a tag-graph based community detection method
to model the users’ personal interests, which are further represented
by discrete topic distributions. The similarity values between users’
topic distributions are measured by Kullback-Leibler divergence (KL-
divergence), and the similarity values are further used to perform
interest-based user recommendation.

For the second purpose, we present two item-oriented models
with applications. Firstly, we propose a new functionality Question
Suggestion, which targets at suggesting questions that are seman-
tically related to a queried question, in social media systems with
Q&A functionalities. Existing bag-of-words approaches suffer from
the shortcoming that they could not bridge the lexical chasm be-
tween semantically related questions. Therefore, we present a new
framework to suggest questions, and propose the Topic-enhanced
Translation-based Language Model (TopicTRLM) which fuses both
the lexical and latent semantic knowledge. Moreover, to incorpo-
rate the answer information into the model to make the model more
complete, we also propose the Topic-enhanced Translation-based
Language Model with Answer Ensemble (TopicTRLM-A). Secondly,
to improve the performance of question subjectivity identification
in community-based Q&A services with the constrain that little la-
beled training data are available, we propose an approach to collect
training data automatically by utilizing social signals in community-
based Q&A sites without involving any manual labeling. In addi-
tion, we propose several heuristic features for question subjectivity
identification.

7.2 Future Work

Although a substantial number of promising achievements on tech-
niques and its applications have been presented in this thesis, there
are still numerous open issues that need to be further explored in
future work.
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Firstly, the proposed TagRec approach uses the explicit relations
directly, such as users’ rating information and tagging information;
the approach also considers each user and each item equally, ignor-
ing the fact that there may be some hidden structures among all the
users and all the items. In the future, we will investigate whether it
is possible to first mine these explicit relations to infer some implicit
relations, and then use the inferred implicit relations and the original
explicit relations together to improve the recommendation quality.

Secondly, we would like to extend proposed UserRec approach
and develop a more robust framework that can handle the tag ambi-
guity problem. Moreover, we plan to investigate how information,
such as URLs and tags, is propagated in the social tagging systems.

Thirdly, because we want to assist users in exploring different
aspects of the topic that he/she is interested in by offering question
suggestion service, it is worthwhile to investigate how to measure
and how to diversify the suggested questions. Moreover, as question
suggestion improves systems’ understanding of users’ latent intent,
query suggestion for long queries might also benefit from question
suggestion, which is also a future direction to investigate.

Fourthly, we plan to explore more sophisticated features such
as semantic analysis using natural language processing techniques.
We will investigate characteristics of subjective questions, and study
whether we could find popular semantic patterns for subjective ques-
tions. We will also apply our data-driven framework to tasks such as
sentiment analysis in community-based Q&A services and to similar
social media platforms.

□ End of chapter.
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