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Abstract of thesis entitled:
Efficient Data Structures and Algorithms for Practical Re-

source Disaggregated Data Centers
Submitted by SHEN, Jiacheng
for the degree of Doctor of Philosophy
at The Chinese University of Hong Kong in May 2024

Data centers are heading towards disaggregation to gain better
resource efficiency. From mainframes to clusters of commod-
ity servers, from versatile homogeneous clusters to specialized
heterogeneous clusters, we have witnessed many successful dis-
aggregation practices in the history of data center evolution. All
these approaches decouple hardware into smaller management
units, improving flexibility in resource management and achiev-
ing better resource efficiency.

Unfortunately, in today’s data centers, resources are still cou-
pled in individual monolithic servers, leading to severe resource
under-utilization. Resource disaggregation is proposed to achieve
better resource efficiency by taking disaggregation one step for-
ward. It achieves near-optimal flexibility in resource manage-
ment by decoupling hardware from monolithic servers into in-
dependent network-connected resource pools. However, such an
architecture remains impractical due to its performance issues.
Programs suffer from severe performance degradation since their
data structures and algorithms are not suitable to the disaggre-
gated architecture with loosely coupled hardware.

In this thesis, we address the performance issue by design-
ing efficient data structures and algorithms native to the dis-
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aggregated architecture. We specifically focus on disaggregated
memory (DM), the central part of resource disaggregation, and
design data structures and algorithms for in-memory storage
systems over DM, i.e., memory-disaggregated storage systems.
Our work covers the data structure and algorithm design for
three main components of a memory-disaggregated storage sys-
tem, i.e., memory management, index, and fault tolerance.

First, memory management of a memory-disaggregated stor-
age system involves memory allocation and executing caching
algorithms, which are the joint effort of data structures and algo-
rithms. However, existing memory allocation and caching algo-
rithms are designed for monolithic-server-based storage systems,
which cannot adapt to DM with asymmetric compute power be-
tween the compute and memory pool. We design a two-level
memory allocator and the first client-centric caching framework
on DM to achieve efficient memory management. We integrate
the two approaches into Ditto, the first memory-disaggregated
caching system. Ditto shows up to 9× higher throughput than
the state-of-the-art caching systems under YCSB workloads.

Second, for index data structures, we focus on range indexes.
Existing range indexes on DM treat the memory pool as disks
and use B+ trees as the index data structure. They suffer from
suboptimal performance due to the inherent I/O size amplifi-
cation of B+ trees. We propose SMART, a high-performance
radix-tree-based range index on DM that has nearly no I/O
size amplifications. SMART further addresses the challenges re-
garding concurrency control with a hybrid concurrency control
scheme and reduces amplifications in I/O numbers with a read
delegation and write combining scheme. SMART outperforms
existing approaches by up to 6.1× under YCSB workloads.

Third, reliability is critical to memory-disaggregated storage
systems. Unfortunately, existing fault tolerance algorithms can-
not adapt to the complicated failure situations on DM due to
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the isolated compute and memory failures. Moreover, they suf-
fer from suboptimal performance due to their severe I/O am-
plifications and high concurrency control overhead. To achieve
reliability with high performance, we design high-performance
replication and logging algorithms native to DM. We adopt these
two algorithms in FUSEE, the first fully memory-disaggregated
storage system. Our evaluation results show that FUSEE per-
forms up to 10× better than existing approaches.

Last but not least, we present DMC the industrial practice in
Huawei Cloud that uses DM to improve the memory efficiency
of its distributed caching service. We integrate some of the
above memory management and indexing data structures and
algorithms into DMC. We close the gap between academia and
industry by introducing our design principles, design decisions,
and lessons learned from our experience.

In summary, this thesis contributes to both academia and
industry by making resource disaggregation more practical in
a bottom-up manner. To industry, we promote the deploy-
ment of DM in cloud data centers by investigating the design
of a production-level memory-disaggregated caching service. To
academia, we provide guidelines on efficient data structures and
algorithm design for resource-disaggregated data centers and
show the benefits of disaggregating an in-memory storage sys-
tem. Comprehensive experiments confirm the effectiveness and
efficiency of our proposed methods.
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論文題目 : 面向資源分離式數據中心的高效數據結構和算
法設計
作者 : 沈家誠
學校 : 香港中文大學
學系 : 計算機科學與工程學系
修讀學位 : 哲學博士
摘要 :
數據中心正步入解耦合時代以獲得更好的資源效率。從大型機
到商品服務器集群，從通用同構集群到專用異構集群，我們在
數據中心演進的歷史上見證了許多成功的解耦合實踐。所有這
些方法都將硬體解耦成更小的管理單位，提高資源管理的靈活
性，並實現更好的資源效率。
不幸的是，在當今的數據中心，資源仍然耦合在單體式服

務器中，帶來嚴重的資源浪費。順應數據中心解耦合的趨勢，
近年來提出了資源解耦合架構來進一步提升數據中心資源利
用率。它將硬體從單一的服務器解耦為獨立的網絡連接的資源
池，從而實現資源管理的最佳靈活性。然而，由於在其上運行
程序的嚴重性能問題，這種架構仍然沒有廣汎應用。這種性能
問題的核心是因爲現有的數據結構和算法不再適合於硬體鬆散
耦合的解耦合架構。
在這篇論文中，我們通過設計更適合於解耦架構的數據結

構和算法來解決性能問題。我主要關注内存分離架構，並為内
存分離架構上的存儲系統設計數據結構和算法。我們的工作涵
蓋了内存分離存儲系統的三個主要組件的數據結構與算法設
計，即，内存管理，索引，和容錯。
首先，内存分離的存儲系統的内存管理涉及 1）分配内存空

間，以及 2）執行緩存替換算法。然而現有内存分配以及緩存
替換算法面向基於單體式服務器的存儲系統設計，無法適應分
離式内存架構中計算池與内存池中不對稱的算力。我們設計了
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一個兩級内存分配器以及首個以客戶端爲中心的緩存替換框架
來實現分離式内存架構上高效的内存管理。我們將這兩個技術
應用在首個内存分離的緩存系統 Ditto 中。實驗表明 Ditto 比
現有方法在 YCSB 負載下有超過 9 倍的性能提升。
其次，對於索引數據結構，我們主要關注範圍索引。現有

分離式内存架構上的範圍索引方法將内存池看作磁盤，並沿用
了基於 B+樹的範圍索引數據結構，其性能受制於 B+樹嚴重
的 I/O 粒度放大。我們提出 SMART ，一個基於基數樹的内
存分離架構下的高性能範圍索引。我們通過使用基數樹避免了
B+ 樹的 I/O 粒度放大，并且通過混合并發控制和讀代理和寫
合并技術解決了在分離式内存上構建基數樹帶來的竝髮控製和
多次 I/O 的挑戰。實驗表明 SMART 相比現有方法帶來了至
多 6.1 倍的性能提升。
此外，可靠性也是内存分離架構上的存儲系統的重要要求。

然而，現有的故障處理算法無法適應由分離式内存中計算與内
存錯誤解耦合帶來的多種錯誤情況。而且現有容錯算法在關鍵
路徑上引入了過多的 I/O 導致系統性能下降。爲了在保證性
能的同時具有可靠性，我們提出了内存分離架構下高性能的數
據副本和日志算法。我們將這兩個算法應用到了 FUSEE 中，
并且通過實驗證明了這兩個算法的有效性。實驗表明，相較於
現有方法，FUSEE 能帶來至多 10 倍的性能提升。
最後，我們介紹了華為雲設計内存分離的緩存服務的工業

實踐（DMC ）。我們研究了現有華為雲分佈式緩存服務的内存
利用率問題，介紹了指導 DMC 設計的核心需求和思想，並討
論了我們在此過程中學到的經驗教訓。此外，在 DMC 的設計
與實現中應用到了上述内存管理和索引數據結構和算法，證明
我們設計的有效性。
綜上，本文討論了在資源解耦合數據中心上設計高效數據

結構與算法的指導思想，證明了將存儲系統内存分離之後帶來
的的好處，並通過我們的工程實踐一定程度上推進了内存分離
架構在現有數據中心的部署進度。我們通過全面的實驗確認了
我們提出的方法的有效性和效率。
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Chapter 1

Introduction

1.1 Overview

Data centers that host huge computing resources and execute
various applications are influencing billions of people’s daily
lives. Resource efficiency of data centers is critical for users to
get cheap computing resources to execute various applications.
Reviewing the history of data center evolution, our data centers
are constantly heading towards disaggregation, i.e., breaking
hardware into smaller management units, to gain better resource
efficiency. In the 1980s, data centers transformed from the
mainframe architecture, a huge machine hosting abundant CPU,
memory, and disks, to clusters of homogeneous servers [168].
Hardware resources in homogeneous clusters are then disaggre-
gated into specialized heterogeneous clusters to better host the
various heterogeneous hardware and satisfy applications with
diverse resource requirements, e.g., disaggregated storage clus-
ters [9, 48, 46] and GPU farms [49].

Unfortunately, today’s data centers still suffer from severe
resource under-utilization due to the resource coupling in their
server-centric architecture. For decades, the basic unit that al-
locates and executes programs in data centers is a monolithic
server, i.e., a single machine that consolidates various types
of hardware devices required to execute a program. Data cen-

1
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ter resource allocation and management thus become a complex
multi-dimensional bin-packing problem since programs designed
for monolithic servers typically cannot leverage resources across
server boundaries [177, 199, 163]. While distributed systems can
exploit resources on multiple servers, they are still restricted by
the physical boundaries of servers since they are composed of
multiple processes on different servers. According to our analy-
sis of resource utilization traces in Google, Alibaba, and Huawei,
the average CPU and memory utilization is only about 50% due
to the severe fragmentation during resource alloation [47, 45].

The idea of resource disaggregation is proposed to achieve
better resource efficiency by taking disaggregation one step fur-
ther [177, 171, 180, 230, 131]. It breaks the boundaries of mono-
lithic servers by managing different types of hardware into au-
tonomous network-connected resource pools, e.g., CPU pools,
GPU pools, DRAM pools, etc. Such an architecture greatly
simplifies resource management since resources can be flexibly
combined and allocated to different applications from different
resource pools, improving overall resource efficiency. Resource
elasticity can also be improved since resources can be indepen-
dently adjusted inside their resource pools without affecting the
execution of existing applications [199]. Moreover, the failure
domain becomes more fine-grained, i.e., CPU failures no longer
lead to the unavailability of the entire server together with in-
memory data, potentially improving system reliability [227].

However, adopting the resource-disaggregated architecture in
real-world data centers is challenging due to its severe perfor-
mance issues. Applications suffer from 1.6× to 10× slow down
due to the amplified communication latency between different
hardware components [73]. While the communication latency
can be reduced by advancements in the hardware layer, the la-
tency will still be larger than inside single servers due to the
larger physical distance between hardware components. Conse-
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quently, the performance issue must be addressed in the software
layer by designing better systems.

We identify that the major performance bottlenecks in the
software layer are the unsuitable data structures and algorithms.
Existing data structures and algorithms are designed for mono-
lithic servers with the assumption that hardware components
are closely coupled on the same motherboard. They suffer from
severe I/O amplifications, expensive concurrency control over-
head, and cannot fully exploit various heterogeneous hardware
characters to achieve better performance.

This thesis addresses this performance issue in a bottom-up
manner by designing high-performance data structures and al-
gorithms native to the disaggregated architecture. Under this
guideline, our work concentrates on exploring the synergy be-
tween disaggregated memory (DM) and in-memory storage sys-
tems, i.e., memory-disaggregated storage systems. First, DM
is the central part of resource disaggregation and is gaining in-
creasing attention from both academia and industry [177, 171,
199, 200]. It decouples CPU and memory from monolithic servers
into network-connected compute and memory pools. Second, in-
memory storage systems, e.g., Memcached [139] and Redis [166],
are widely adopted in today’s cloud data centers to accelerate
application performance. It is beneficial for cloud providers to
port in-memory storage systems to DM due to their severe mem-
ory under-utilization. Moreover, they contain many fundamen-
tal data structures and algorithms that can be applied in many
other systems on DM, e.g., memory management and index.

Figure 1.1 shows the high-level architecture of a memory-
disaggregated storage system and the major contributions of
this thesis. The contributions of this thesis are two-fold. First,
we design high-performance data structures and algorithms for
memory-disaggregated storage systems. We then describe and
address the real-world challenges in productionizing a memory-
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Figure 1.1: The high-level overview of a memory-disaggregated storage sys-
tem and the contributions of the thesis.

disaggregated caching service.
For the data structures and algorithms design, this thesis

designs efficient data structures and algorithms for three ma-
jor components of a memory-disaggregated storage system, i.e.,
memory management, index, and fault tolerance. In
terms of memory management, we design a two-level mem-
ory allocator to efficiently allocate memory spaces to store ob-
jects and a client-centric caching framework to execute various
caching algorithms with high performance and high hit rates.
Both approaches are integrated into Ditto, the first memory-
disaggregated caching system. In terms of index data struc-
tures, we design SMART, a high-performance range index on
DM. SMART innovatively adopts a radix tree as the range in-
dex data structure to reduce the severe I/O size amplifications
of traditional B+-tree-based approaches. Finally, in terms of
fault tolerance algorithms, we design an embedded opera-
tion log scheme and a high-performance client-centric replica-
tion protocol to deal with the failures in the compute and mem-
ory pools, respectively. These two techniques are adopted in
FUSEE, the first fully memory-disaggregated key-value store
that can achieve both high performance and high reliability.
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As for dealing with real-world challenges in production, we
first statistically analyze the memory under-utilization issues
of a production distributed caching service (DCS) cluster in
Huawei Cloud. We identify the huge benefit we can get by dis-
aggregating the DCS and introduce DMC, the industrial prac-
tice of Huawei Cloud that uses DM to improve the memory
efficiency of its DCS. We integrate our designed memory man-
agement techniques into DMC and evaluate it with thorough
experiments. Our discussions on design principles, design de-
cisions, and lessons learned to close the gap between academia
and industry in the field of memory disaggregation.

1.2 Thesis Contributions

This thesis contributes to both academia and industry to achieve
a practical resource-disaggregated data center.

First, to academia, we provide guidelines on how to design ef-
ficient data structures and algorithms for disaggregated memory
and memory-disaggregated storage systems.

• Efficient memory management data structures and
algorithms.
Memory management for a memory-disaggregated caching
system involves 1) allocating memory spaces to store ob-
jects and 2) executing caching algorithms to keep hot ob-
jects in memory. Existing memory allocation and caching
algorithms are designed for monolithic-server-based stor-
age systems. They rely on the CPUs in the memory pool
of DM to execute the memory management computation,
which incurs severe performance degradation due to the
asymmetric and weak compute power in the memory pool.
Moreover, achieving high cache hit rates on DM is difficult
due to the changing resources and data access patterns.
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We design Ditto, the first memory-disaggregated caching
system that simultaneously achieves efficient memory allo-
cation and high cache hit rates. First, a two-level memory
allocator is proposed to efficiently allocate memory from the
memory pool. The two-level memory allocator separates
the memory allocation data structures into compute-light
and compute-heavy components and schedules them to the
compute and memory pools according to their asymmetric
compute capabilities. An adaptive client-centric caching
framework is then proposed to execute various caching algo-
rithms with high efficiency and achieve high cache hit rates.
The client-centric caching framework approximates various
caching algorithms with sampling and adopts a lightweight
machine-learning algorithm to select the best caching algo-
rithm according to the current workload. Extensive evalu-
ation under YCSB and real-world Twitter workloads shows
the effectiveness and performance of Ditto.

• A high-performance range index data structure.
Range index is widely adopted by storage systems to con-
duct both point queries and range queries. Existing range
indexes on DM are constructed with B+ trees, which sac-
rifice I/O sizes to reduce I/O numbers. However, the am-
plified I/O sizes waste the limited network bandwidth in
the memory pool and become a severe performance bottle-
neck on DM when multiple compute nodes simultaneously
access the memory pool.
We propose SMART, a high-performance range index on
DM. SMART innovatively adopts a radix tree as a range
index data structure on DM, which has nearly no amplifi-
cations in I/O sizes due to the fine-grained tree nodes. We
further address two challenges regarding concurrency con-
trol and the amplified number of I/O operations when con-
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structing a high-performance radix tree on DM. SMART
introduces a hybrid concurrency scheme to achieve effi-
cient concurrency control and a read delegation and write
combining scheme to further reduce the number of con-
current I/O operations. We use extensive evaluation under
YCSB workloads to show the effectiveness and performance
of SMART.

• Efficient fault-tolerance algorithms.
Memory disaggregation introduces new challenges in terms
of fault tolerance due to the physically decoupled but log-
ically coupled failures of CPU and memory. Specifically,
data could be lost when there are failures in the memory
pool, affecting the execution of user requests in the com-
pute pool. Besides, failures in the compute pool can cor-
rupt data in the memory pool due to the partially executed
operations, compromising system correctness.
We propose FUSEE, the first fully memory-disaggregated
storage system that achieves reliability with high perfor-
mance. To avoid data loss under memory pool failures,
we design a client-centric replication algorithm to repli-
cate data in the memory pool with a bounded number of
network I/Os and efficient rule-based conflict resolution.
To deal with data corruption caused by compute pool fail-
ures, we propose an embedded operation log scheme to re-
cover the corrupted data. The embedded logging algorithm
stores log entries together with data to reduce the addi-
tional I/Os to maintain logs on operation critical paths.
Extensive evaluation under YCSB workloads shows the ef-
fectiveness and performance of FUSEE.

Second, to industry, our work promotes the deployment of
disaggregated memory in cloud data centers and shows a great
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improvement in terms of memory efficiency by disaggregating a
distributed caching service.

• Deployment experiences.
Many cloud providers offer distributed caching services (DC-
Ses) to speed up various cloud applications. We statistically
analyze the severe memory under-utilization issues of a pro-
duction DCS cluster and identify the potential benefit of
porting DCS to DM. We introduce Disaggregated Memory
Caching (DMC), a production-level memory-disaggregated
caching service in Huawei Cloud. We close the gap between
academia and industry by discussing the requirements, de-
sign principles and choices, and lessons learned from our ex-
perience. Thorough experimental results show that DMC
improves memory utilization by up to 2.6 times with less
than 9% performance loss introduced by DM.

1.3 Thesis Organization

The remainder of this thesis is organized as follows.

• Chapter 2: Background and Related Work
Chapter 2 introduces resource disaggregation, scopes the
problem we try to solve, and discusses the related works
in the literature. Specifically, we first introduce the over-
all architecture of resource and memory disaggregation in
Section 2.1. We then discuss general principles of designing
high-performance data structures and algorithms native to
the disaggregated data center in Section 2.2. We intro-
duce in-memory storage systems over disaggregated mem-
ory, i.e., memory-disaggregated storage systems, in Sec-
tion 2.3 and discuss related works in Section 2.4.
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• Chapter 3: Efficient Memory Management Data
Structures and Algorithms
In Chapter 3, we introduce our data structure and algo-
rithms design to achieve high-performance memory man-
agement for memory-disaggregated storage systems. We
introduce the challenges of managing memory and summa-
rize our contributions in Section 3.1. We elaborate on the
challenges in detail with experiments in Section 3.2. We
introduce Ditto in Section 3.3, the first caching system on
DM, and elaborate on its data structures and algorithms
for remote memory allocation and caching algorithms ex-
ecution. We evaluate Ditto with thorough experiments in
Section 3.4, discuss the related works in Section 3.5, and
summarize the chapter in Section 3.6.

• Chapter 4: A High-Performance Range Index
In Chapter 4 we present SMART, a high-performance radix-
tree-based range index on disaggregated memory. We dis-
cuss the issues with existing range indexes on DM and sum-
marize our contributions in Section 4.1, introduce existing
B+-tree-based range indexes in Section 4.2.2. We analyze
issues with existing approaches in Section 4.3 and introduce
the design of SMART in Section 4.4. Finally, we evaluate
SMART in Section 4.5, introduces the related works in Sec-
tion 4.6, and conclude the chapter in Section 4.7

• Chapter 5: Efficient Fault Tolerance Algorithms
This Chapter handles the complex failure situations on
DM with efficient replication and logging algorithms. Sec-
tion 5.1 discusses the challenges of achieving fault tolerance
with high performance on DM. Existing approaches are in-
troduced in Section 5.2. We present FUSEE in Section 5.4,
the first fully memory-disaggregated key-value store that
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achieves reliability with high efficiency, and introduces the
failure handling process in Section 5.5. We evaluate FUSEE
with comprehensive experiments in Section 5.6, discuss the
literature in Section 5.7, and summarize the chapter in Sec-
tion 5.8.

• Chapter 6: Industrial Practice: Productionizing a
Memory-Disaggregated Caching Service
Chapter 6 introduces our industrial practice of production-
izing a memory-disaggregated caching service. We first
summarize the major requirements for a production-level
memory-disaggregated caching service in Section 6.1 Then,
we introduce the existing distributed caching service in
Huawei Cloud and discuss its issues in Section 6.2. We
discuss our design principles and introduce our design in
detail in Sections 6.3, 6.4, and 6.5. Finally, we evaluate
our design in Section 6.6, introduce related works in Sec-
tion 6.8, and summarize the chapter in Section 6.9.

• Chapter 7: Conclusion and Future Work
We conclude this thesis in Chapter 7 and talk about some
interesting future directions. We envision a practical resource-
disaggregated data center where various programs can exe-
cute on the disaggregated hardware with high performance
and propose to achieve a better trade-off between perfor-
mance and compatibility to achieve this goal.

2 End of chapter.



Chapter 2

Background and Related Work

Outline

This chapter introduces the background and related
work for this thesis. We first introduce resource dis-
aggregation, memory disaggregation, their motivations
and performance issues in Section 2.1. We then high-
light three key aspects of designing high-performance
data structures and algorithms, i.e., I/O amplifications,
concurrency control, and asymmetric compute capabil-
ities, in Section 2.2. Section 2.3 introduces memory-
disaggregated storage systems and their three major
components, i.e., memory management, data indexing,
and fault tolerance. Finally, we introduce the related
work regarding resource disaggregation, memory disag-
gregation, and memory-disaggregated storage systems,
in Section 2.4.

2.1 Resource-Disaggregated Data Centers

In this section, we first motivate resource disaggregation by dis-
cussing the limitations of server-centric data centers. We then
introduce resource disaggregation and memory disaggregation,

11
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as well as their performance issues.

2.1.1 Limitations of Server-Centric Data Centers

The server-centric architecture, i.e., using monolithic servers to
deploy and manage resources, has been dominating data centers
for decades [225]. However, two trends in modern data center
hardware and software are making this architecture problematic.

First, from the hardware perspective, due to the slowdown
of Moore’s law and the diminishing of Dennard scaling, modern
data centers are embracing heterogeneous and domain-specific
compute and storage devices. Heterogeneous compute devices,
e.g., Google TPU [94], FPGA [161], AWS Nitro [10], GPU,
and programmable switches [155], provide higher computing effi-
ciency with lower energy consumption than general-purpose pro-
cessors, improving the overall cost-efficiency of the entire data
center. Meanwhile, various heterogeneous storage devices with
different speeds and capacities, e.g., SSDs [142], persistent mem-
ory [87], disks, and even glasses [13], are deployed to satisfy the
storage requirements for different applications.

Second, from the software perspective, today’s data centers
are hosting various types of applications. These applications ex-
hibit more diverse requirements concerning the types and quan-
tities of hardware resources. For instance, typical data analytics
applications, e.g., Hadoop [15] and Spark [16], require strong
CPUs, large memory, and large storage to efficiently conduct
data computations, while the emerging AI applications [111,
219, 203] mostly rely on strong GPUs to achieve high paral-
lelism in model training and inference.

Satisfying these two trends in server-centric data centers suf-
fers from the following three critical issues, i.e., poor resource
efficiency, poor hardware elasticity, and coarse-grained failures.
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Figure 2.1: The CPU and memory utilization of Google, Alibaba, and Huawei
Cloud data centers.

1) Poor resource efficiency. Server-centric data centers
consolidate various heterogeneous hardware in individual mono-
lithic servers. They manage hardware resources by creating mul-
tiple virtual machines (VM) on the deployed physical servers.
Considering 1) monolithic servers as physical boundaries for re-
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source management and 2) the diverse resource requirements for
various cloud applications, data center resource allocation and
management becomes a complex multi-dimensional bin pack-
ing problem [225]. We analyze the average CPU and memory
utilization of three well-known cloud providers, i.e., Google, Al-
ibaba, and Huawei Cloud. For Google and Alibaba, we ana-
lyze 29-day and 10-hour CPU and memory utilization traces,
respectively. For Huawei Cloud, we analyze a 7-day memory
utilization trace. As shown in Figure 2.1, the average CPU and
memory utilization accounts for only 50%. Half of the resources
are wasted due to severe resource fragmentation and strand-
ing [123]. Specifically, resource fragmentation refers to small
pieces of resources that are insufficient to satisfy any applica-
tion requirements. The stranded resources are those on physical
servers that cannot be leveraged to create VMs due to the lack
of another resource on the same physical server [123].

2) Poor hardware elasticity. Hardware elasticity refers
to the convenience of reconfiguring hardware inside data centers.
The emerging heterogeneous hardware devices and the varying
resource requirements for modern data center applications make
hardware elasticity more critical than ever. Adding new de-
vices to support new applications and adjusting the resource
proportions inside existing monolithic servers to better satisfy
application requirements is demanding for cloud providers. Un-
fortunately, in today’s server-centric data centers, reconfiguring
hardware after they have been installed in monolithic servers
is difficult and inconvenient [177, 65, 161]. Data center own-
ers have to plan out server reconfigurations in advance so that
applications executing inside these servers are not affected.

3) Coarse failure domain. Achieving high reliability is
a basic requirement for both data center hardware and soft-
ware [187, 77, 217]. However, the failure unit in existing server-
centric data centers is usually coarse-grained [177, 199], i.e., the
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Figure 2.2: The architecture of a resource-disaggregated data center.

entire server becomes unusable or unavailable when a hardware
component of the server fails, leading to the crashes of applica-
tions. Unfortunately, according to the previous analysis [173],
motherboard, CPU, memory, and power supply failures account
for more than 50% of hardware failures in server-centric data
centers. System reliability in today’s server-centric data centers
is compromised due to the coupled hardware failures.

2.1.2 Resource Disaggregation

Resource disaggregation is advocated as a promising architec-
ture for next-generation data centers. It can satisfy the hard-
ware and software trends and address all the previous issues
with the server-centric architecture [177, 199, 171]. As shown
in Figure 2.2, in a resource-disaggregated data center, hardware
resources are decoupled from individual monolithic servers and
maintained as independent autonomous resource pools. These
resource pools are interconnected with high-performance data
center networking techniques so that different hardware compo-
nents can communicate and cooperate with each other.
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The resource disaggregated architecture addresses all the pre-
vious issues introduced by monolithic servers by providing more
flexibility in resource management. First, data center resource
allocation is greatly simplified since hardware resources are no
longer coupled in a single server. Resource efficiency can be
improved since data center owners can freely allocate and com-
bine resources in different resource pools for various applica-
tions. Second, the hardware elasticity can also be improved
since the decoupling of hardware components makes it possi-
ble to scale different types of hardware resources independently
without affecting the execution of existing applications. New
types of hardware devices can be conveniently deployed by cre-
ating a new resource pool and connecting to the data center
network. Finally, disaggregating hardware resources creates a
more fine-grained failure domain since the failures of different
hardware components are isolated by the network.

Such an architecture is enabled by the advances in networking
devices in the following three aspects:

High-speed network. Over the past decade, data center
networks become more and more scalable. The speed of net-
working devices has grown over an order of magnitude. Existing
high-performance networking techniques, e.g., InfiniBand [86]
and remote direct memory access (RDMA) [79], have already
reached 400 Gbps and ultra-low latency, e.g., sub-800 nanosec-
ond latency [151]. Such high bandwidth is already comparable
to the main memory bus in monolithic servers [177]. With the
main memory bus facing a bandwidth wall [170], line rate net-
work bandwidth in the future is even predicted to exceed local
DRAM bandwidth [191].

Network-integrated devices. There is a trend in the hard-
ware design to move network interfaces closer to hardware com-
ponents, e.g., Intel OmniPath [52], RDMA [79], and NVMe over
Frabrics [183]. More and more hardware devices will be able to
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Figure 2.3: The overall architecture of memory disaggregation.

access networks directly without the help of additional general-
purpose processors, e.g., CPUs. This makes the idea of network-
attached hardware possible in resource disaggregation.

Stronger hardware processing capabilities. Modern
hardware devices are having more processing capabilities [86,
189, 52, 150], which enables software logic to be offloaded to
hardware, e.g., offloaded network stacks [86], offloaded network
functions [178], and even offloaded storage systems [122]. The
powerful on-device processing capabilities shift the computing
paradigms in modern data centers from CPU-centric to XPU-
centric [88], making it possible to create autonomous resource
pools in the resource-disaggregated architecture.

2.1.3 Memory Disaggregation

Disaggregated memory (DM) [127, 199, 171, 230, 180, 131, 179]
is the most widely-discussed topic in the resource disaggrega-
tion research. As shown in Figure 2.3, DM decouples the CPU
and DRAM of monolithic servers into independent compute and
memory pools. The compute pool contains multiple compute
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nodes (CN) with abundant CPUs. Each CN is also equipped
with a small amount of DRAM to serve as the runtime cache.
The memory pool consists of memory nodes (MN), each host-
ing a large amount of DRAM. A small number of weak CPU
cores are installed in each MN to serve lightweight management
tasks, i.e., network connection and memory management. The
compute pool and the memory pool are connected with high-
performance CPU-bypass networks with high bandwidth and
microsecond-scale latency, e.g., InfiniBand [86] and CXL [185].

The memory pool provides the compute pool with both data
management and data access interfaces. The data management
interfaces, i.e., ALLOC and FREE, allow CNs to allocate and free
memory spaces, which are implemented with the weak CPU
cores in the memory pool. The implementation of data access
interfaces, i.e., READ, WRITE, ATOMIC_CAS (compare and swap),
and ATOMIC_FAA (fetch and add), relies on the interconnect tech-
niques. The CPU-bypass feature of the interconnect enables the
memory pool to implement the data access interface with high
throughput and low latency, without being bottlenecked by the
weak CPUs on MNs. Without loss of generality, in this the-
sis, we assume that the compute pool and memory pool are
connected with RDMA networking. However, the techniques
in this thesis are also compatible with other types of intercon-
nects as long as they provide the aforementioned data access
and management interfaces.

The disaggregated memory architecture inherits all the bene-
fits of the resource-disaggregated architecture, i.e., higher mem-
ory efficiency, better CPU and memory elasticity, and fine-
grained failure domain. Achieving memory disaggregation is
also an urgent task due to the expensive memory prices and the
low memory utilization in today’s data centers.
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2.1.4 The Performance Issue

Unfortunately, we are not seeing the large-scale deployment of
the resource-disaggregated architecture in real-world data cen-
ters due to the severe performance issues. The performance
overhead is rooted in both hardware and software. First, in
the hardware layer, although advanced networking technolo-
gies greatly improve communication bandwidth, the communi-
cation latency is still an order of magnitude higher than that
inside a single server. On DM, this amplified latency greatly in-
creases the overhead of accessing remote memory, causing poor
performance. Even worse, the communication latency for the
resource-disaggregated architecture will stay lower than that on
monolithic servers due to the amplified physical distance be-
tween hardware components. Consequently, the performance
issue has to be addressed in the software layer.

From the software perspective, there are two ways to ex-
ecute applications over a resource-disaggregated data center,
i.e., top-down approaches [177, 127, 171, 199] and bottom-up
approaches [230, 228, 201]. Top-down approaches achieve disag-
gregation in an intermediate layer, e.g., OS [177] and language
runtimes [171, 199]. Programs can be executed over these in-
termediate abstractions without any modifications. However,
such approaches suffer from up to 10 times performance degra-
dation since the high-level abstractions in the intermediate layer
greatly amplifies the communication overhead between the hard-
ware components.

This thesis follows a bottom-up approach that designs appli-
cations and systems native to the resource-disaggregated archi-
tecture, e.g., storage systems [223, 230], vector databases [89],
databases [35]. For the bottom-up approach, the key perfor-
mance bottleneck lies in the data structure and algorithms. It
is reported that improper data structures and algorithm design
severely degrade system performance, inducing more than 15
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times slow down [230, 228, 201, 131]. We discuss the guidelines
for designing data structures and algorithms in the following
section (Section 2.2).

2.2 Data Structures and Algorithms for Re-
source Disaggregation

Designing efficient data structures and algorithms for the resource-
disaggregated architecture requires us to understand the char-
acters the new architecture. In this section, we first introduce
the guidelines for efficient data structure and algorithm design
by analyzing and comparing the resource-disaggregated archi-
tecture with some well-known systems. We then discuss the
limitations of existing data structures and algorithms.

2.2.1 Guidelines for Data Structures and Algorithms
for Resource Disaggregation

We highlight three critical aspects when designing efficient data
structures and algorithms for resource-disaggregated data cen-
ters. Specifically, high-performance data structures and algo-
rithms for resource-disaggregated data centers have to simul-
taneously achieve 1) high-performance concurrency control, 2)
efficient I/O, and 3) fully exploited asymmetric compute capa-
bilities of heterogeneous hardware. We summarize these princi-
ples by comparing the resource-disaggregated architecture with
several well-known architectures.

To begin with, the key idea of resource disaggregation is to
break the boundaries of resource management. In this perspec-
tive, the entire data center is managed as a huge monolithic
server. As shown in Figure 2.4, similar to the canonical Von
Neumann architecture, the heterogeneous computing devices are
just like the compute unit and the various storage media are just
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Figure 2.4: Resource disaggregation as
a Von Neumann machine.
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Figure 2.5: Resource disaggregation as
a large-scale parallel machine.

like the memory and storage unit. Starting from this, we gain a
deeper understanding by separately analyzing the compute unit
pool, memory and storage unit pool, and the physical construc-
tion of the disaggregated data center.

The compute unit pool. From the perspective of the com-
pute unit pool, a resource-disaggregated data center holds a
huge number of heterogeneous computing devices. As shown
in Figure 2.5, all these computing devices uniformly access the
memory and storage unit pool with high-performance networks.
Such an architecture is similar to multi-processor parallel
machines [82], where data accesses are highly concurrent and
possibly conflicting. Consequently, data structures and algo-
rithms for resource disaggregation have to efficiently resolve con-
flicts to achieve high-performance concurrency control.

The memory and storage unit pool. From the perspec-
tive of the memory and storage unit pool, there are various dif-
ferent storage media, as shown in Figure 2.6. Different storage
media have different characters in terms of speed and capacity,
making the entire architecture resemble the memory hierar-
chy in tiered memory systems [103, 214]. Similar to the
tiered memory systems, data structures and algorithms for re-
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source disaggregation are also I/O bounded since all data access
has to go through the network with higher latency and lower
bandwidth. Consequently, data structures and algorithms for
resource disaggregation also have to achieve I/O efficiency by
reducing the numbers and sizes of I/O operations.

The physical construction. Finally, from the perspec-
tive of the physical construction of a resource-disaggregated
data center, the basic unit is still servers, as shown in Fig-
ure 2.7. Fundamentally, we are dealing with distributed sys-
tems [15, 16, 139] and thus facing the same challenges, i.e., high
coordination overhead between nodes. However, the resource-
disaggregated architecture cannot be directly viewed as a dis-
tributed system since servers in a resource-disaggregated data
center are specialized and heterogeneous. Different servers host
different devices and resources to achieve better resource flexi-
bility. Consequently, data structures and algorithms for resource
disaggregation also have to exploit and optimize the computation
over various heterogeneous devices to gain better performance.
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Table 2.1: Characters of data structures and algorithms for existing systems.

Systems Concurrency I/O Asymmetry

Parallel Machines
Tiered Memory Systems

Distributed Systems

2.2.2 Limitations with Existing Data Structures and
Algorithms

Unfortunately, existing data structures and algorithms suffer
from suboptimal performance over the resource-disaggregated
architecture since cannot simultaneously achieve all these re-
quirements, as illustrated in Table 2.1.

First, in large-scale parallel machines, many concurrent data
structures and algorithms are designed to achieve high concur-
rency, e.g., concurrent hash tables [84, 110, 61] and concurrent
linked lists [140]. They design lock-based and lock-free algo-
rithms to efficiently resolve conflict in data accesses and achieve
high-performance concurrency control. However, they assume a
uniform memory access model where all data are already loaded
in the memory. When executing over the resource disaggregated
architecture they suffer from severe I/O amplifications due to
their multiple numbers of remote memory accesses. Meanwhile,
they are designed for single machines without considering the
asymmetry between servers.

Second, there are many I/O efficient data structures and al-
gorithms for tiered memory systems, e.g., B+ trees [146, 201].
They leverage the locality in the data structure and algorithm
computation to reduce the numbers and sizes of I/O operations.
However, these data structures are not optimized to achieve high
concurrency due to their coarse-grained locks [146, 201]. Mean-
while, they also do not consider leveraging the asymmetric het-
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erogeneous devices in various servers.
Finally, there are also many high-performance data structures

and algorithms designed for distributed systems, e.g., garbage
collection [3], replication [194, 154], etc. They reduce the num-
ber of I/O operations by reducing the number of cross-node
communications and achieve high concurrency by sharding data
to multiple servers and dealing with these data individually [16,
166]. However, existing distributed computing data structures
and algorithms assume a symmetric architecture where all nodes
have comparable compute and storage capabilities. Executing
these data structures and algorithms over resource-disaggregated
data centers also cannot fully exploit the capabilities of hetero-
geneous devices to achieve high performance.

2.3 Memory-Disaggregated Storage Systems

Memory-disaggregated storage systems, i.e., in-memory storage
systems over disaggregated memory, is gaining attention in both
academia and industry due to their better resource efficiency
and elasticity. This section first introduces in-memory storage
systems and then introduces the challenges of constructing such
a system over disaggregated memory.

2.3.1 In-Memory Storage Systems

In-memory storage systems, e.g., Memcached and Redis, are
widely adopted in modern cloud data centers to serve as an in-
termediate caching layer. They provide upper-level applications
with easy-to-use GET and SET interfaces to access data with high
throughput and low latency.

Figure 2.8 shows the architecture of a typical in-memory stor-
age system. There are multiple client threads in upper-level ap-
plications and multiple server nodes. Data are typically parti-
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Figure 2.8: The general architecture of an in-memory storage system on
monolithic servers.

tioned among all server nodes. Each server manages local mem-
ory with a memory allocator to store objects with variable sizes
and a cache engine to only keep hot objects in the limited mem-
ory space. All objects are organized with an index to efficiently
locate data when serving requests. Besides, objects are repli-
cated among various servers with a data replication protocol to
achieve high availability on node failures.

When executing GET and SET requests, clients send RPC re-
quests to the node that contains the primary replica of the re-
quired data. When serving GET requests, the server searches its
local index and returns the required data. When serving SET
requests, the server first allocates new memory space to hold
the newly written objects or evict an object when the memory
is full. The index is then modified to reflect this object modifi-
cation. The written data is synchronized to all nodes containing
its backup replica according to the replication protocol. On node
failures, requests are routed to nodes that contain the backup
replica of the requested data.

Unfortunately, existing in-memory storage systems inherit
the issues with the server-centric architecture.
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Figure 2.9: The performance of Redis when adjusting resources.

1) Resource inefficiency. Resources of existing in-memory
storage systems on monolithic servers, e.g., Redis [60], Mem-
cached [139], ElastiCache [60], MemoryStore [75], are allocated
with fix-sized virtual machines (VMs) with both CPU and mem-
ory, e.g., 1 CPU with 2 GB DRAM, to facilitate resource man-
agement over monolithic servers. During dynamic resource scal-
ing, resources are wasted when coupled CPU and memory are
allocated, but only CPU or memory needs to be dynamically
increased. Moreover, applications’ resources requirements must
be rounded up to fit in these fix-sized VMs, causing low resource
utilization in the entire datacenter [19].

2) Poor resource elasticity. Existing in-memory storage sys-
tems shard data to multiple monolithic servers to leverage more
CPU and memory resources and achieve higher throughput [126,
60, 75, 166]. Cached data have to be resharded and migrated
when new VMs are added to the caching cluster. The migration
cost [63] is unavoidable when either CPU or memory needs to
be adjusted due to the coupled allocation of CPU and mem-
ory on monolithic servers. The performance gain when increas-
ing resources and the resource reclamation after shrinking re-
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sources is delayed for minutes due to the time-consuming data
migration [112]. Moreover, the throughput drops and latency
increases due to the consumption of additional CPU cycles and
network bandwidths spent on moving data [109, 164].

Figure 2.9 shows the migration cost on Redis [166], the back-
end of many cloud caching services [60, 75], during resource ad-
justments under the read-only YCSB-C workload [50] with 10
million 256B key-value pairs. We first use 32 Redis nodes, each
with 1 CPU core and 1 GB DRAM, then add 32 more nodes
after 3 minutes of execution, and shrink back to 32 nodes after
3 minutes of stable execution with 64 nodes. We launch all 64
Redis nodes initially to calculate the pure cost of data migra-
tion and use 512 client threads to get the maximum throughput.
When scaling to 64 nodes, Redis takes 5.3 minutes to migrate
data. The throughput drops up to 7%, and the 99th percentile
latency increases up to 21% in the process. When shrinking back
to 32 nodes, the resource reclamation is delayed for 5.6 minutes
due to data migration. Such migration cost is unavoidable even
if using advanced migration techniques [109, 63] since CPU and
memory are allocated in a coupled manner in VMs and objects
are sharded to individual VMs.

3) Coupled failures. Finally, the reliability of existing in-
memory caching systems is restricted by the coupled failure in
server-centric data centers. Specifically, in a monolithic server,
when a CPU fails data in the memory on the same server be-
comes unavailable. The situation is similar when it comes to
memory failures. The reliability would become better if CPU
and memory failures can be handled separately.

Due to all these issues, it is gaining increasing attention in
both academia and industry to port in-memory storage sys-
tems over disaggregated memory, i.e., constructing memory-
disaggregated storage systems [119, 179, 180].
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Figure 2.10: The architecture of a memory-disaggregated storage system.

2.3.2 Challenges over Disaggregated Memory

Figure 2.10 shows the architecture of a memory-disaggregated
storage system. There is a compute pool and a memory pool.
CNs in the compute pool contain abundant CPUs executing
multiple threads to execute user requests. A small local mem-
ory is installed to serve as the runtime cache for these client
threads. There are multiple MNs in the memory pool, each
equipped with large memory space and a weak CPU core to ex-
ecute management tasks. Both objects and the index are scat-
tered and replicated among all MNs.

Three challenges have to be addressed to make memory-
disaggregated storage systems practical.

1) Remote memory management. Memory manage-
ment involves efficiently allocating memory spaces and execut-
ing caching algorithms. Both involve the maintenance of expen-
sive memory management data structures and algorithms, e.g.,
free lists for memory allocation, and heaps or lists for caching
algorithms [153, 193, 92]. Unfortunately, existing memory man-
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agement data structures and algorithms are designed with the
assumption that both the memory and the data structures are
maintained locally with low concurrency. They suffer from se-
vere concurrency control overhead and amplifications in I/O
numbers when being executed over disaggregated memory.

2) Efficient data indexing. The performance of the index
data structure is critical to the efficiency of the request serving
efficiency of the entire memory-disaggregated storage system.
Unfortunately, existing approaches on DM overlook the mem-
ory character of the disaggregated memory pool. They treat
remote memory as local high-performance disks due to the sim-
ilar latency and bandwidth and increase I/O sizes to reduce the
number of I/O operations [201, 229]. Consequently, they suffer
from suboptimal performance since they induce severe waste in
network bandwidths when executing over disaggregated memory
with highly concurrent requests and limited network bandwidth.

3) Efficiently handling complex failures. Adopting
memory disaggregation is a double-edged sword. On the one
hand, it isolates the failures of compute and memory resources,
potentially improving reliability. On the other hand, it intro-
duces more complicated failure situations, e.g., CNs and MNs
can fail separately [14]. Efficiently handling all these failures
is critical to achieve high reliability and availability. Unfor-
tunately, existing data replication and logging algorithms suf-
fer from severe I/O amplifications, resulting in severe overhead
when executing on disaggregated memory.

In this thesis, we address all these challenges by designing
data structures and algorithms native to DM that can simulta-
neously achieve high-performance concurrency control, efficient
I/O, and optimized for asymmetric hardware.
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2.4 Related Works

This section introduces the related work in terms of resource dis-
aggregation, memory disaggregation, and memory-disaggregated
storage systems.

2.4.1 Resource Disaggregation

The idea of resource disaggregation has been discussed for decades.
Recent works focus on two main fields, i.e., improving existing
systems for storage disaggregation and exploring the disaggre-
gation of a broader spectrum of devices.

The idea of storage disaggregation is first explored in the field
of resource disaggregation due to the requirement to improve
storage efficiency and the increase in network bandwidth [11].
In modern cloud data centers, block storage is commonly vir-
tualized and disaggregated to meet various application require-
ments [9, 48, 46]. Works in this field typically focus on achieving
good performance according to the characteristics of the stor-
age device, i.e., HDDs and SSDs. In terms of disaggregating
traditional HDDs, Parallax [205], Blizzard [141], and Petal [117]
provides a virtual block interface for operating systems and ap-
plications. They all focus on achieving higher performance and
In terms of disaggregating traditional HDDs, systems like Par-
allax [205], Blizzard [141], and Petal [117] focus on the better
implementation of distributed virtual block store with high per-
formance and other features like replication and failure recov-
ery. Snowflake constructs an elastic query engine with disaggre-
gated object store in cloud data centers [197]. For SSDs, sys-
tems like Gimbal [142], disaggregated flash [106], CORFU [24],
and FAWN [12], explores systems design to achieve high perfor-
mance combining the block-access characters of novel SSDs. All
these works are orthogonal to this thesis since this thesis focuses
on the design of data structures and algorithms for in-memory



CHAPTER 2. BACKGROUND AND RELATED WORK 31

storage systems over disaggregated memory. Meanwhile, dis-
aggregated memory is byte-addressable, which is fundamentally
different compared with disks or SSDs.

Another thread of work focuses on the management of var-
ious heterogeneous disaggregated hardware. Among them, Le-
goOS [177] is the first work towards the management of hard-
ware resources for disaggregated data centers. It proposes the
idea of splitkernel, a new OS architecture to manage various
hardware and connect them to the RDMA network. Super-
NIC [178] is another approach that disaggregates network re-
sources and computation with advanced FPGA-based Smart-
NICs. There are also works that manages disaggregated hard-
ware resources in serverless platforms to make serverless plat-
forms more resource efficient [51, 157]. These works majorly
focuses on making hardware resource disaggregation possible,
which is complementary to this thesis where we address the
performance issues.

2.4.2 Memory Disaggregation

Memory disaggregation is the core of existing resource disaggre-
gation research. Existing work on disaggregated memory can be
classified into top-down and bottom-up approaches.

Top-down approaches achieve memory disaggregation with
existing system intermediate abstraction layers, e.g., operating
systems [128, 76, 149, 8, 163, 124], language runtimes [171, 199,
80, 200, 227, 162], and co-designed systems software [127, 189,
185, 118, 202, 81, 178]. Operating-systems-based approaches
view disaggregated memory pool as a fast swap device [149, 8].
They enable a process in a monolithic server to leverage memory
resources in other servers by swapping in and out 4 KB memory
pages. However, they suffer from poor performance since they
amplify fine-grained remote memory accesses into 4 KB memory
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pages. Runtime-based approaches [171, 199, 80] address this
issue by enabling object-level swap in and out. However, the
high-level abstraction hides the real memory organization detail
from user programs, resulting in poor performance.

Bottom-up approaches port individual applications to the
disaggregated memory architecture from scratch. Applications
like key-value stores [192, 119, 180], transactional storage sys-
tems [55, 223, 56], compilers [102], and vector databases [89] are
ported to the disaggregated memory to enjoy the larger memory
spaces and the better resource efficiency.

All these approaches are orthogonal to this thesis. This thesis
focuses on the data structures and algorithm design for systems
over disaggregated memory. The technique is applicable to both
system software and upper-level applications. For instance, the
proposed memory management data structures can also be ap-
plied to disaggregated operating systems and language runtimes
to achieve better performance. Also, the proposed index data
structure can be applied to many bottom-up systems over dis-
aggregated memory.

2.4.3 Memory-Disaggregated Storage Systems

Existing works on memory-disaggregated storage systems can
be classified into two categories. The first explores different sys-
tems architectures to better exploit the benefits of disaggregated
memory. Clover [192] and Dinomo [119] are the state-of-the-art
memory-disaggregated storage systems. Clover [192] adopted an
architecture that decouples the data and control plane so that
the data access can be more efficient. Dinomo [119] partitions
the ownership of data to compute nodes to achieve better elastic-
ity and scalability. Different from their architecture, approaches
in this thesis are designed for a memory-disaggregated storage
system that adopts a shared everything architecture, which is
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complementary to these works.
The second thread of work explores efficient data structures

and algorithms design [230, 201, 229]. Race hashing [230] is
the state-of-the-art hash table over disaggregated memory. It
achieves high performance by batching RDMA requests and
achieves a high load factor by sharding data to multiple buck-
ets with multiple hash functions. Sherman [201] and FG [229]
are B+ trees for disaggregated memory. The former reduces
lock contention with a hierarchical lock design and the latter
achieves better performance with fine-grained tree node parti-
tions. Different from existing works on designing and improving
dedicated data structures, this thesis identifies and summarizes
the general principles for high-performance data structure de-
sign. Besides, we design new data structures and algorithms
for memory management and fault tolerance, and we further
improve the performance of existing range indexes on DM.

2 End of chapter.
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Efficient Memory Management
Data Structures and
Algorithms

Outline

Memory management is critical to a high-performance
memory-disaggregated storage system. Unfortunately,
existing data structures and algorithms for memory
management are unsuitable for disaggregated memory
(DM) due to their severe amplifications in I/O numbers
and the high concurrency control overhead. This chap-
ter describes the design and implementation of Ditto,
the first memory-disaggregated caching system that can
efficiently manage memory in the memory pool. Specif-
ically, Ditto proposes a two-level memory allocation
scheme to achieve high-performance memory allocation
and a client-centric caching framework to efficiently
execute various caching algorithms. Moreover, a dis-
tributed adaptive caching scheme is proposed to achieve
high cache hit rates by adapting to changing workloads
and resources on DM.

34
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3.1 Introduction

Efficient memory management is critical to achieving high per-
formance for memory-disaggregated storage systems [192, 55].
First, existing memory-disaggregated storage systems adopt an
out-of-place update manner [230, 119]. Memory needs to be al-
located from the memory pool before objects can be inserted and
updated, making memory allocation on the critical path that can
affect performance [192, 230]. Besides, memory-disaggregated
storage systems need to identify and keep hot objects in the ex-
pensive disaggregated memory pool with limited capacities [166,
139, 27, 169]. This requires executing caching algorithms with
high performance and achieving high cache hit rates.

However, existing data structures and algorithms for mem-
ory management are constructed for monolithic-server-based in-
memory storage systems. They suffer from severe I/O amplifi-
cations, high concurrency control overheads, and cannot achieve
high cache hit rates on DM with loosely coupled and dynami-
cally changing compute and memory resources.

Specifically, three challenges have to be addressed to achieve
practical memory management on DM.

1) Centralized memory allocation. For in-memory storage
systems over monolithic servers, memory is allocated and man-
aged directly with the CPU on the same monolithic server. They
use various data structures, e.g., linked lists [107], trees [221],
etc., to organize and quickly locate free memory blocks. Unfor-
tunately, these data structures and algorithms are unsuitable
for disaggregated memory due to their severe I/O amplifica-
tions and high concurrency control overhead. First, memory
nodes (MNs) in the memory pool cannot handle the compute-
heavy fine-grained memory allocation for variable-sized objects
due to their weak compute power [192, 81]. Besides, allocating
memory directly from the compute nodes (CNs) in the compute
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pool suffers from multiple numbers of I/Os and high concur-
rency control overhead due to the large number of concurrent
CNs and the multiple numbers of memory accesses to maintain
memory allocation data structures [118].

2) Bypassing remote CPUs hinders the execution of caching
algorithms. In-memory storage systems use various caching al-
gorithms under different workloads [166, 27, 139]. Caching al-
gorithms monitor the hotness of cached objects and select evic-
tion victims by maintaining the hotness information in various
caching data structures, e.g., queues [93], heaps [169], etc. Since
data access changes object hotness, existing caching algorithms
rely on the CPUs of caching servers, where all data accesses
are executed, to monitor object hotness and maintain caching
data structures [139]. However, on DM, clients in the compute
pool bypass CPUs in the memory pool when accessing objects.
Evaluating object hotness becomes difficult due to the lack of
a centralized hotness monitor on data paths. Evicting objects
also becomes inefficient since caching data structures have to be
maintained with multiple network I/Os from the compute pool,
where the data accesses are executed. Moreover, supporting var-
ious caching algorithms for different workloads [166, 27] is even
more difficult on DM since different caching algorithms evict ob-
jects with specified rules and tailored data structures [93, 193].

3) Changing resources affects hit rates of caching algorithms.
Cache hit rates closely relate to the data access patterns [195]
and the cache size [169]. On DM, both attributes change when
dynamically adjusting compute or memory resources. Specifi-
cally, data access patterns change with the number of concurrent
clients (i.e., compute resources), and the cache size changes with
the allocated memory spaces (i.e., memory resources). As a re-
sult, the best caching algorithm that maximizes hit rate changes
dynamically with resource settings. In-memory storage systems
with fixed caching algorithms cannot adapt to these dynamic
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features of DM and can lead to inferior hit rates.
We address these challenges with Ditto1, an elastic and adap-

tive memory-disaggregated caching system. First, to achieve
efficient remote memory management, Ditto employs a two-
level memory management scheme that splits the memory man-
agement data structures into compute-light and compute-heavy
components. The compute-light coarse-grained memory blocks
are managed by MNs with weak compute power, and the compute-
heavy fine-grained objects are handled by clients on CNs with
strong compute capabilities. Second, we propose a client-centric
caching framework to efficiently execute various caching algo-
rithms on DM. The framework employs distributed hotness mon-
itoring and sample-based eviction to achieve high performance.
The distributed hotness monitoring uses one-sided RDMA verbs
to record the access information from distributed clients in the
compute pool, uses eviction priority to formally describe object
hotness, and assesses objects’ eviction priorities by applying pri-
ority calculation rules on the recorded access information. The
sample-based eviction scheme selects eviction victims by sam-
pling multiple objects and selecting the one with the lowest pri-
ority on the client side without maintaining remote data struc-
tures [166]. Since the key difference among different caching
algorithms are their definitions of eviction priorities, various
caching algorithms can be integrated by defining tailored prior-
ity calculation rules with little coding effort. Finally, we propose
a distributed adaptive caching scheme to achieve high cache hit
rates under dynamically changing resources. Ditto simultane-
ously executes multiple caching algorithms and uses regret min-
imization [69, 71, 220], an online machine learning algorithm, to
perceive their performance and select the best one according to
the current resource setting.

We implement Ditto and evaluate its performance with both
1DMC is a Pokémon that can arbitrarily change its appearance.
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synthesized and real-world workloads [108, 184, 215]. Ditto is
more elastic than Redis regarding resource efficiency and the
speed of resource adjustments. On YCSB and real-world work-
loads, Ditto outperforms CliqueMap [182], the state-of-the-art
key-value cache, by up to 9× and 3.6×, respectively. Moreover,
Ditto can flexibly extend 12 widely-used caching algorithms with
12.5 lines of code (LOC) on average. The implementation of
Ditto is open-source available at: https://github.com/dme
msys/Ditto.git.

The contributions of this work include the following:

• We design a two-level memory management scheme that
leverages both MNs and CNs to efficiently allocate and
manage the disaggregated memory pool.

• We propose a client-centric caching framework where vari-
ous caching algorithms can be integrated flexibly and exe-
cuted efficiently on DM.

• We propose distributed adaptive caching to provide high
hit rates by selecting the best caching algorithm according
to the dynamic resource change and various data access
patterns on DM.

• We implement Ditto and evaluate it with various work-
loads. Ditto outperforms the state-of-the-art approaches
by up to 9× under YCSB synthetic workloads and up to
3.6× under real-world workloads.

3.2 Challenges

This section elaborates on the challenges in terms of memory
management and executing caching algorithms.
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3.2.1 Remote Memory Allocation

The key challenge of allocating memory from the disaggregated
memory pool is where to execute the memory allocation com-
putation, i.e., maintaining memory allocation data structures.
There are two possible memory management approaches on DM,
i.e., compute-centric ones and memory-centric ones [118].

The compute-centric approaches store the memory manage-
ment metadata on MNs and allow clients to allocate memory
by directly modifying the metadata with remote memory ac-
cesses. Unfortunately, such an approach suffers from severe
I/O amplifications and concurrency control overhead. Specif-
ically, maintaining memory allocation data structure typically
requires multiple remote memory accesses, e.g., popping free
blocks from linked lists. Moreover, clients’ access have to be syn-
chronized since the memory management metadata are shared
by all clients.

The memory-centric approaches manage all memory alloca-
tion data structures with the compute power on MNs. Such ap-
proaches are also infeasible since the weak memory-side compute
power can be easily overwhelmed by the frequent fine-grained
object allocation requests from clients. Although there are sev-
eral approaches that conduct memory management on DM, they
all target page-level memory allocation and rely on special hard-
ware, e.g., programmable switches [118] and SmartNICs [81],
which are orthogonal to our problem.

3.2.2 Executing Caching Algorithms on DM

Existing caching algorithms are designed for server-centric in-
memory storage systems where all data are accessed and evicted
by the server-side CPUs in a centralized manner. Such a setting,
however, no longer holds on DM since 1) memory-disaggregated
storage systems are client-centric, where clients directly access
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(a) Single-client performance. (b) Multi-client throughput.

Figure 3.1: The cost of maintaining caching data structures on DM.

and evict the cached data in a CPU-bypass manner, and 2) the
compute power in the memory pool of DM is too weak to execute
caching algorithms on the data path. Two problems need to be
addressed to execute caching algorithms on DM.

The first problem is how to evaluate the hotness of cached
objects in the client-centric setting. Existing caching algorithms
assess objects’ hotness by monitoring and counting all data ac-
cesses [193, 18, 34]. The monitoring can be trivially achieved
on server-centric in-memory storage systems since the CPUs of
monolithic caching servers access all data. However, on DM, ac-
cesses to cached objects cannot be monitored either in the mem-
ory pool or on clients because 1) RDMA bypasses the CPUs in
the memory pool, and 2) individual clients in the compute pool
are not aware of global data accesses.

The second problem is how to efficiently select eviction vic-
tims on the client side. Caching algorithms maintain various
caching data structures, e.g., lists [193], heaps [18, 34], and
stacks [92], to reflect the hotness of cached objects and select
eviction victims based on these data structures. The data struc-
tures are maintained by the CPUs of in-memory storage servers
on each data access since access changes object hotness. How-
ever, the maintenance of caching data structures has to be ex-
ecuted by clients in the compute pool since clients directly ac-
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cess objects with one-sided RDMA verbs. Maintaining these
data structures thus becomes inefficient due to the multiple
I/Os on the critical path. Besides, locks are required to ensure
the correctness of caching data structures under concurrent ac-
cesses [139]. System throughput will be severely bottlenecked by
the microsecond-scale lock latency and the network contention
caused by iteratively retying on lock failures [201].

To illustrate the problem of maintaining caching data struc-
tures, we compare the performance of a linked-list-based LRU
key-value cache (KVC), a key-value cache with sharded LRU
lists (KVC-S), and a key-value store (KVS) on DM [180] under
the read-only YCSB-C benchmark [50]. All approaches use a
lock-free hash table to index cached objects. KVC maintains
a lock-protected linked list to execute LRU. KVC-S shards the
LRU list into 32 sub-lists to avoid lock contention and sleeps 5
us on lock failures to reduce the wasted RDMA requests on lock
failures. Figure 3.1a shows the throughput and latency of the
three approaches with a single client, ruling out lock contention.
The throughput of KVC and KVC-S is only 23% of that of KVS,
and the tail latency is more than 4.5× higher due to the addi-
tional RDMA operations on the critical path of data accesses.
Figure 3.1b shows their throughput with growing numbers of
client threads. The throughputs of KVC and KVC-S drop with
more than 32 client threads because the RNIC of the MN is
overwhelmed by the useless RDMA_CASes on lock-fail retries. The
throughput of KVC-S drops more mildly due to the 5 us backoff
on lock failures.

3.2.3 Dynamic Resource Changes Affect Hit Rate

Hit rates of caching algorithms closely relate to the data ac-
cess patterns and the cache size [169]. However, both aspects
are affected when dynamically adjusting compute and memory
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Figure 3.2: Hit rates under differ-
ent numbers of clients under dif-
ferent applications.

Figure 3.3: Hit rates of LRU and
LFU on the same workload with
different cache sizes.

(a) The CDF of relative hit rate changes
on 74 workloads.

(b) Hit rates under different number of con-
current clients.

Figure 3.4: The effect of concurrent clients on hit rates.

resources, making the best caching algorithm that maximizes
the hit rate changes accordingly. Since DM enables resources
to be adjusted fleetly and frequently, the effect of changing re-
source settings is amplified. In-memory storage systems with
fixed caching algorithms cannot adapt to these dynamic features
of DM and can lead to inferior hit rates.

1) Changing compute resources affects hit rates.
For memory-disaggregated storage systems, applications execute
multiple client threads on CPU cores in the compute pool to ac-
cess cached data in the memory pool. The access pattern on
cached objects is the mixture of access patterns of all applica-
tions. The change in compute resources, i.e., the number of
client threads of an application, alters the overall mixture of
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access patterns and affects the hit rate of individual caching
algorithms in two ways.

First, the percentage of the data accesses of an application
in the mixture changes with the number of client threads. The
overall access pattern on the cached objects thus changes since
applications have dissimilar access patterns [44]. Figure 3.2
shows the simulation result on a single machine with two ap-
plications under varying numbers of client threads. One appli-
cation executes an LRU-friendly workload and the other exe-
cutes an LFU-friendly one from the FIU block trace [108]. The
hit rates of LRU and LFU are affected by the change of the
compute resources in applications, where LFU exhibits a better
hit rate when the LFU-friendly application has more compute
resources and vice versa.

Second, the number of concurrent clients in an application
changes the original access pattern of a workload due to concur-
rent executions. We simulate on 74 real-world workloads from
Twitter [215] and FIU [108] with numbers of clients ranging from
1 to 512. Figure 3.4a shows the cumulative distribution function
(CDF) of the relative hit rate change in these workloads. The
relative hit rate change is calculated as hmax−hmin

hmax
, where hmax

and hmin are the highest and lowest hit rates of a workload un-
der different numbers of clients. As we increase the number of
client threads, 80% of workloads have 60% hit rate change in
LRU and 21% in LFU. Meanwhile, the best caching algorithms
on 36% of workload change with the varying number of concur-
rent clients. Figure 3.4b shows an example FIU trace where the
hit rate of LFU performs better with a small number of concur-
rent clients but becomes inferior to LRU when the number of
clients increases.

2) Changing memory resources affects hit rates.
Changing memory resources leads to changing cache sizes of
caching systems on DM. For individual workloads, the best
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Figure 3.5: The overview of Ditto.

caching algorithm that maximizes the hit rate changes with
cache sizes [169], e.g., one workload can be LRU-friendly with a
small cache size but becomes LFU-friendly under bigger cache
sizes. Our simulation finds that the best algorithm changes in
22 of the 74 real-world workloads when the cache size changes.
Figure 3.3 shows an example FIU trace where LRU performs
better with small caches and LFU performs better with larger
cache sizes.

Consequently, it is necessary for caching systems on DM to
dynamically select the best caching algorithm according to the
changing resource settings. However, achieving adaptivity is
difficult on DM due to its decentralized and distributed nature,
as we will introduce in § 3.3.4.

3.3 The Ditto Design

3.3.1 Overview

Figure 3.5 shows the overall architecture of Ditto. Ditto adopts
a hash table to organize objects stored in the memory pool. The
hash table stores pointers to the addresses of the cached objects.
Following existing architectures of storage systems on DM [182,
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180], applications execute on CNs and each application owns a
local Ditto client as a subprocess. Each Ditto client has multiple
threads on dedicated cores and applications communicate with
Ditto clients with local shared memory to execute Get and Set
operations. Under this architecture, applications can freely scale
compute resources by adding or removing the number of threads
and CPU cores assigned to Ditto. The adjustment on compute
resources is independent against cached data because there is no
need to increase or decrease the cache size in the memory pool
when adding or reducing CPU cores.

Ditto clients execute Get and Set operations with one-sided
RDMA verbs similar to RACE hashing [230], the state-of-the-art
hashing index on DM. For Gets, a client searches the address of
the cached object in the hash table and fetches the object from
the address with two RDMA_READs. For Sets, a client searches the
slot of the cached object in the hash table with an RDMA_READ,
writes the new object to a free location with an RDMA_WRITE, and
atomically modifies the pointer in the slot with an RDMA_CAS.

Ditto adopts a two-level memory allocator (§ 3.3.2), a client-
centric caching framework (§ 3.3.3) and a distributed adaptive
caching scheme (§ 3.3.4) to achieve efficient memory manage-
ment on DM. The two-level memory allocator allocates memory
blocks with high performance to efficiently execute the out-of-
place insert and update operations. The client-centric caching
framework efficiently executes multiple caching algorithms on
DM by selecting multiple eviction candidates of various caching
algorithms. The distributed adaptive caching scheme uses ma-
chine learning to learn the characteristics of the current data
access pattern and evicts the candidate selected by the caching
algorithm that performs the best.
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Table 3.1: The recorded access information.

Name Description Global? Stateful?

size Object size ! %

insert_ts Insert timestamp ! %

last_ts Last access timestamp ! %

freq The number of accesses ! !

latency Access latency % %

cost Cost to fetch the object
from the storage server % %

Memory Region 0 Memory Region 1

Block 0 Block 1

Memory Region n

Block Allocation Table Block n

16-MB Memory Blocks

Free Bit Map Object 0 Object n

MN-side
Client-side
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Figure 3.6: The two-level memory management scheme.

3.3.2 Two-Level Memory Allocation

As discussed in Section 3.2, the key challenge of DM manage-
ment is that conducting the management tasks solely on clients
or on MNs cannot satisfy the performance requirement of fre-
quent memory allocation for KV requests. Ditto addresses this
issue via a two-level memory management scheme. We split the
server-centric memory management computations into compute-
light coarse-grained allocation and compute-heavy fine-grained
allocation and execute on MNs and clients accordingly.

To manage the huge memory space in the disaggregated mem-
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ory pool, Ditto partitions the 48-bit memory space on multiple
MNs. Similar to FaRM [55], Ditto shards the memory space on
MNs into 2 GB memory regions and maps each region to an MN
with consistent hashing [100].

Figure 3.6 shows the two-level memory allocation of Ditto.
The first level is the coarse-grained MN-side memory block allo-
cation with low computation requirements. Each MN partitions
its local memory regions into coarse-grained memory blocks,
e.g., 16 MB, and maintains a block allocation table ahead of each
region. The block allocation table records a client ID (CID) that
allocates each block in a region. Clients allocate memory blocks
by sending ALLOC requests to MNs. On receiving an ALLOC re-
quest, an MN allocates a memory block from one of its memory
regions, records the client ID in the block allocation table, and
replies with the address of the memory block. The second level
is the fine-grained client-side object allocation. Specifically, each
client manages the blocks allocated from MNs exclusively with a
slab allocator [28]. The client-side slab allocators split memory
blocks into objects of distinct size classes. An object is always
allocated from the smallest size class that fits it.

The allocated objects can be freed by any client. To efficiently
reclaim freed memory objects on client sides, Ditto stores a free
bit map ahead of each memory block, as shown in Figure 3.6,
where each bit indicates the allocation state of one object in the
memory block. The free bit map is initialized to be all zeros
when a block is allocated. To free an object, a client sets the
corresponding bit to ‘1’ in the free bit map with an RDMA_FAA
operation. By reading the free bit map, clients can easily know
the freed objects in their memory blocks and reclaim them lo-
cally. Ditto frees and reclaims memory objects periodically us-
ing background threads in a batched manner to avoid the addi-
tional RDMA operations on the critical paths of KV accesses.
The correctness of concurrently accessing stored objects and re-
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claiming memory spaces is guaranteed by checking the key and
the CRC of each object whenever they are accessed [230].

3.3.3 Client-Centric Caching Framework

The client-centric caching framework addresses the challenges
of evaluating object hotness and selecting eviction candidates
when executing caching algorithms on DM.

First, to assess the hotness of cached objects, Ditto records
objects’ access information and decides objects’ hotness by defin-
ing and applying priority functions to the recorded access in-
formation. Specifically, Ditto associates each object with a
small metadata recording its global access information, e.g., ac-
cess timestamps, frequency, etc. The metadata is updated col-
laboratively by clients with one-sided RDMA verbs after each
Get and Set. On the client side, Ditto offers two interfaces
to integrate caching algorithms, i.e., priority functions (double
priority()) and metadata update rules (void update()). Both
functions take the recorded metadata as input. The priority
function maps the metadata of an object to a real value indicat-
ing its hotness. Since the key difference between caching algo-
rithms is their definition of object hotness, various caching algo-
rithms can be integrated by defining different priority functions
with the priority interface. To support as many algorithms
to be simply integrated with the priority interface as possible,
we summarize the access information commonly used by exist-
ing caching algorithms [159] in Table 3.1 and record them in
Ditto by default.

For advanced caching algorithms that require more access in-
formation, we allow algorithms to extend and define their own
rules to update the metadata with the update interface. List-
ing 3.1 shows an example implementation of LRU-K [153]. LRU-
K evicts objects with the smallest timestamp at its last Kth ac-
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cess. We split the last_ts field into K timestamps with lower
precision and construct a ring buffer with the freq counter. If
the object is accessed more than K times, then its priority is
its last Kth access timestamp, which is indexed by (freq −K +
1) mod K. Otherwise, we return the insert_ts of the object
to achieve FIFO eviction in the access buffer [93]. We resort
to storing the modified timestamp of LRU-K with cached ob-
jects if we need to simultaneously execute LRU-K with caching
algorithms that rely on last_ts, e.g., LRU.

Second, to efficiently select eviction candidates of various
caching algorithms on DM, Ditto adopts sampling with client-
side priority evaluation. The overhead of maintaining expensive
caching data structures is then avoided. Specifically, on each
eviction, Ditto randomly samples K objects in the cache and
applies the defined priority functions to the access information
of the sampled objects. The eviction victim is approximated as
the object with the lowest priority among K sampled objects.

However, such a framework suffers from severe amplifications
in the number of I/O operations due to the multiple number of
RDMA operations spent on recording access information and
sampling objects. Ditto proposes a sample-friendly hash table
and a frequency-counter cache to reduce the overhead of sam-
pling objects and recording access information on DM.

Sample-friendly hash table

The sample-friendly hash table reduces the overhead of record-
ing access information and sample objects on DM. Specifically,
sampling objects on DM suffers from high access latency because
multiple RDMA_READs are required to fetch the metadata of ob-
jects scattered in the memory pool. Moreover, updating access
information affects the overall throughput because these addi-
tional RDMA operations consume the bounded message rate of
RNICs in the memory pool.
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Listing 3.1: The pseudocode of LRU-K.
def update ( Metadata m) :

m. f r e q += 1
idx = m. f r e q % K
m. l a s t _ t s [ idx ] = current_timestamp ( )

def p r i o r i t y ( Metadata m) :
i f m. f r e q < K:

return m. i n s e r t _ t s
idx = (m. f r e q − K + 1) % K
return m. l a s t _ t s [ idx ]

The sample-friendly hash table co-designs the sampling pro-
cess with the hash index to address these two problems. First,
instead of storing all metadata together with objects, Ditto
stores the most widely used metadata (i.e., the default ones) to-
gether with the slots in the hash index but retains the metadata
extensions required by advanced caching algorithms in objects.
With the co-designed hash table, sampling can be conducted
with only one RDMA_READ by directly fetching continuous slots
with a random offset in the hash table. Second, Ditto reduces
the number of I/Os on updating object metadata by organizing
access information according to their update frequency. The
well-organized access information enables multiple access infor-
mation to be updated with a single RDMA_WRITE.

Hash table structure. Figure 3.7 shows the structure of
the sample-friendly hash table. The hash table has multiple
buckets with multiple slots. Each slot consists of two parts, i.e.,
an atomic field and a metadata field. The atomic field is similar
to the slot of Race Hashing [230], which is 8-byte in length and
modified atomically with RDMA_CASes when objects are inserted,
updated, or deleted. The atomic field contains a 6-byte pointer
referring to the address of the object, a 1-byte fp (fingerprint)
accelerating object searching, and a 1-byte size recording the
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size of the stored object. Similar to RACE hashing [230], we use
a 1-byte size field and measure the sizes of objects in the gran-
ularity of 64B memory blocks. For large objects, Ditto stores
the remaining data in a second memory block that links to the
first one. The metadata field records the access information re-
quired by most caching algorithms, as summarized in Table 3.1.
An additional hash field is recorded for the distributed adaptive
caching scheme, which will be discussed in § 3.3.4.

Access information organization. Ditto organizes the
stored access information in two ways to reduce the number of
RDMA operations on metadata updates. First, Ditto reduces
the number of access information that has to be included in the
metadata by distinguishing local and global information. Global
information has to be maintained collaboratively by all clients
and thus must be included in the metadata. Local information
can be decided locally by distributed clients and hence does not
need to be included. The latency and cost are local information
because we assume that the latency and cost are approximately
the same among clients and can be estimated based on the size
of objects and the latency and cost of accessing other objects.
Second, global information is further classified into stateless and
stateful information. Stateless information is updated by over-
writing its old value, while stateful information is updated based
on its old value. For instance, the insert_ts and last_ts are
stateless because the old timestamps are no longer useful. The
freq is stateful because it is always updated to increase by 1.
Ditto groups the stateless information together in the metadata
so that they can be updated with a single RDMA_WRITE. The
stateful information is updated with RDMA_FAAs.

Frequency-counter cache

A client-side frequency-counter (FC) cache is proposed to fur-
ther reduce the overhead of updating metadata. With the sample-
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Figure 3.7: The sample-friendly hash table structure.

friendly hash table, updating metadata still requires two RDMA
operations, i.e., an RDMA_WRITE to update the stateless informa-
tion and an RDMA_FAA to update the stateful freq. These RDMA
operations consume the message rate of the RNIC and thus limit
the overall throughput of Ditto. Besides, executing RDMA_FAA
on DM is expensive due to the contention in the internal locks
of RNICs [96]. The FC cache aims to reduce the number of
RDMA_FAA on metadata updates.

The FC cache stems from the idea of write-combining on
modern processors [53]. In modern processors, several write
instructions in a short time window are likely to target the same
memory region, e.g., a 64-byte cache line. The write combining
scheme adopts a buffer to absorb writes to the same region in a
short time window and convert them into a single memory write
operation to save memory bandwidths.

Similar to write-combining, Ditto employs an FC cache as the
write-combining buffer. The FC cache contains entries recording
the object ID, the address of the slot in the hash table and the
delta value of the counter. We track the insert time of each cache
entry to ensure that the frequency counters in the memory pool
do not lag too much. Each time an object is accessed, its update
to the frequency counter is buffered in the FC cache. The update
to the remote frequency counter is deferred until a cache entry
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Figure 3.8: Adaptive caching on monolithic servers.

is evicted.
There are two situations when an entry will be evicted from

the FC cache. First, if the space of the FC cache is full, an
entry with the earliest insert timestamp will be evicted. Sec-
ond, if the buffered delta value of an object is greater than a
threshold t, the entry will be evicted. On entry eviction, the
buffered counter value is added to the slot metadata with a sin-
gle RDMA_FAA according to the recorded slot address, reducing
the number of RDMA_FAA to up to 1/t.

3.3.4 Distributed Adaptive Caching

Adaptive caching on monolithic servers is proposed to adapt
to changing data access patterns in real-world workloads. Ditto
proposes a distributed adaptive caching scheme to adapt to both
changing workloads and dynamic resource settings on DM. The
key problem is how to achieve adaptive caching in a distributed
and client-centric manner on DM.

Recent approaches on monolithic servers formulate adaptive
cache as a multi-armed bandit (MAB) problem [169, 195, 17,
138]. As shown in Figure 3.8, caching servers simultaneously ex-
ecute multiple caching algorithms, named experts in MAB [17].
Each expert is associated with a weight, reflecting its perfor-
mance in the current workload. The execution of the adap-
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tive caching consists of an eviction and an adaptive process.
During the eviction process, each expert proposes an eviction
candidate according to their own caching data structures ( 1⃝).
Eviction victims are then decided opportunistically according to
the weights of the experts ( 2⃝), i.e., candidates of experts with
higher weights are more likely to be evicted. The metadata of
the evicted object, i.e., the object ID and the experts choosing it
as a candidate, are inserted into a fix-sized FIFO queue named
eviction history ( 3⃝). During the adaptive process, existing ap-
proaches use regret minimization [69, 71, 220] to adjust expert
weights. Specifically, when a missed object ID is found in the
eviction history ( 4⃝), the weights of experts deciding to evict the
object are decreased ( 5⃝). Intuitively, finding a missed object
ID in the eviction history is a regret because a more judicious
eviction decision could have rectified the cache miss [195].

Two challenges have to be addressed to achieve adaptive
caching on DM. First, maintaining the global FIFO eviction
history is expensive due to the high I/O amplifications when
accessing remote data structures on DM, as mentioned in § 3.2.
Second, managing expert weights on distributed clients is costly
since clients need to be synchronized to get the updated weights.

The distributed adaptive caching scheme addresses these DM-
specific challenges. First, Ditto evaluates multiple priority func-
tions with the client-centric caching framework to simultane-
ously execute multiple caching algorithms on DM. Second, to
avoid maintaining an additional FIFO queue on DM, Ditto em-
beds eviction history entries into the hash table with a lightweight
eviction history (§ 3.3.4). Finally, to efficiently update and uti-
lize expert weights on the client side, Ditto proposes a lazy
weight update scheme to avoid the expensive synchronization
among clients (§ 3.3.4).
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Lightweight eviction history

The eviction history on monolithic servers needs to maintain an
additional FIFO queue and an additional hash index to organize
and index history entries [169, 195]. The lightweight eviction
history adopts two design choices to reduce I/O amplifications
of maintaining these additional data structures on DM. First,
it uses an embedded history design that reuses the slots of the
sample-friendly hash table to store and index history entries. No
additional space needs to be allocated and no additional hash
index needs to be constructed for history entries. Second, the
lightweight eviction history proposes a logical FIFO queue with
a lazy eviction scheme to efficiently achieve FIFO replacement
on history entries. No additional FIFO queue needs to be main-
tained to evict history entries.

Embedded history entries. Figure 3.9 shows the structure
of an embedded history entry of the lightweight history. His-
tory entries are stored in the slots of the sample-friendly hash
table with three differences. First, the size stores a special value
(0xFF) to tag the slot as a history entry. We use 0xFF in-
stead of 0 since we use 0 to indicate empty slots. Second, the
pointer field stores a 6-byte history ID instead of the address of
the object. Finally, the history entry uses the insert_ts of the
slot to store a bitmap indicating which experts have decided to
evict the object (expert_bmap). Besides, each entry stores the
hash value of the evicted object ID in the hash field to check if
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Figure 3.10: The logical FIFO queue structure.

a missed object is contained in the eviction history. The hash
value is written to the metadata when the object is inserted
into the cache and will not be modified until its history entry is
evicted from the FIFO eviction history.

The logical FIFO queue. The logical FIFO queue simu-
lates FIFO eviction without actually maintaining a FIFO queue
on DM. It is constructed with a global history counter and the
history IDs in history entries. The global history counter is a 6-
byte circular counter that generates history IDs for new history
entries. It is stored in an address in the memory pool known
to all clients. The history IDs of history entries are acquired by
atomically reading the global history counter and increasing it
by one (i.e., atomic fetch-and-add). As shown in Figure 3.10,
the global history counter and history IDs of history entries can
be viewed as locations in a logical circular buffer with 248 en-
tries. Combined with the size of the FIFO eviction history, the
logical FIFO queue is then constructed, where the global his-
tory counter is the tail of the FIFO queue and the history IDs
represent the location of history entries in the queue.

Figure 3.11 shows the operations of the lightweight history:
History insertion. A client inserts a history entry when it

decides to evict a victim object from the cache. The client first
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Figure 3.11: Inserting and evicting a history entry.

acquires a history ID by performing an RDMA_FAA on the global
history counter, which atomically returns the current value of
the counter and increases it by one. Then the client issues an
RDMA_CAS to atomically modify the size and the pointer in the
slot of the victim object to be 0xFF and the acquired history ID,
respectively. The expert bitmap is then asynchronously written
to the insert_ts field of the slot metadata with an RDMA_WRITE.

Lazy history eviction. Ditto adopts a lazy eviction scheme to
achieve FIFO eviction on history entries, i.e., expired history
entries are kept in the history for a while before their evictions.
To prevent clients from accessing expired history entries, Ditto
proposes a client-side expiration checking mechanism. Suppose
the global history counter is v1, the history ID is v2, and the
size of the FIFO history is l. If v1 > v2, the history entry is in-
valid when v1 − v2 > l. Otherwise, the history entry is invalid if
v1+248−v2 > l, considering the wrap-up of the 48-bit global his-
tory counter. The actual evictions happen when inserting new
objects into the cache. As shown in Figure 3.11, when inserting
new objects, the expired slots are considered empty slots and
are overwritten to be ordinary slots, which transparently evicts
the history entry.

Regret collection. A regret is defined as a client finding an
object to be missed in the cache but contained in the eviction
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history. The embedded history entry makes collecting regrets
the same process as searching objects in the cache. When a client
searches for an object, it calculates the hash value of the object
ID, locates a bucket based on the hash value, and iteratively
matches the slots in the bucket to see if the pointed object has
the same object ID as the target. During the process, clients
also match the hash value of the encountered history entries in
the bucket. Regrets can then be collected if the object has not
been found but a history entry has a matching hash value.

Lazy expert weight update

Ditto formulates the problem of cache replacement as MAB and
uses regret minimization to dynamically adjust the weights of
experts. When a regret is found, i.e., a missed object hits in the
eviction history, the weights of the experts that evicted the ob-
ject should be penalized. Suppose expert Ei made a bad eviction
decision and the decision is the t-th entry in the eviction history.
The weight of the expert is then updated to be wEi

= wEi
· eλ∗dt,

where λ is the learning rate and dt is the penalty. The penalty
eλ∗d

t is related to the position of the entry in the FIFO history
because an older regret should be penalized less, where d is a
fixed discount rate2. The challenge of updating weights on DM
is that regrets are no longer collected and expert weights are
no longer used in a centralized manner by monolithic caching
servers. Updating and using expert weights from distributed
clients incurs nonnegligible overhead due to the high synchro-
nization overhead on DM [192].

The idea of the lazy weight update scheme is to let clients
batch the regrets locally and offload the weight update lazily to
the weak CPUs of MNs. In this way, the frequency of updat-
ing weights is reduced and the overhead of synchronization is

2Similar to [195], the discount rate is 0.0051/N , where N is the cache size.
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Figure 3.12: The lazy weight update scheme.

avoided. Meanwhile, the weak controller of MNs will not be-
come a bottleneck due to the infrequent update.

Figure 3.12 shows the process of the lazy expert weight up-
date scheme. Each client maintains expert weights locally to
make eviction decisions. When a client finds a missed object hit
in the eviction history, it applies the penalty to the local expert
weights according to the history bitmap in the history entry.
The penalties are recorded in a penalty buffer. When the num-
ber of buffered penalties exceeds a threshold, the client sends
all the penalties to the controller of the memory node holding
the expert weights with an RDMA-based RPC request. On re-
ceiving clients’ penalties, the controller of the MN first applies
the penalties to the global expert weights and then replies the
updated global weights to clients.

To reduce the bandwidth consumption of transferring the
penalties over the network, Ditto compresses the penalties using
the attribute of exponential functions. Specifically, the sum of
the penalties is stored in the penalty buffer and transferred to
the MN instead of a list of individual penalties.

With the lazy weight update scheme, clients’ eviction deci-
sions are made on local weights, which are not always synchro-
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nized with global weights. However, such asynchrony does not
affect the adaptivity of Ditto, as shown in our experiments.

3.3.5 Discussions

Metadata extensions. As mentioned in § 3.3.3, Ditto stores
extended metadata together with cached objects for advanced
caching algorithms. In this situation, the extended metadata is
stored as a metadata header ahead of each object. The update
and priority functions take all metadata, i.e., the default ones
in the hash table and the extended ones in the metadata header,
as input and call user-defined metadata update and priority cal-
culation rules to deal with the extended metadata. After ex-
ecuting Get and Set operations, an additional RDMA_WRITE is
required to update the metadata stored with objects. Finally,
on cache eviction, additional RDMA_READs are required to fetch
the metadata header to calculate eviction priorities.
Security and fairness issues. Since Ditto clients and ap-
plications cooperate closely on the same CNs, it is possible that
some malicious users can manipulate Ditto clients to make them
disproportionately advantaged against other users’ applications.
We can enforce security techniques, e.g., control flow integrity
(CFI) [1], on standalone Ditto clients to prevent Ditto clients
from being manipulated. We can also integrate the expected
delaying technique [160] in Ditto clients to ensure that applica-
tions fairly share the cache.

3.4 Evaluation

The evaluation of Ditto answers the following questions:
• Q1: How elastic is Ditto compared with caching systems

on monolithic servers?

• Q2: How efficient is Ditto in managing memory on DM?
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Table 3.2: Real-world workloads used in the evaluation.

Workload Workload Type # Requests
IBM Object Store 10 - 40 million
CloudPhysics Block IO 50 million
Twitter-Transient Transient key-value cache 10 million
Twitter-Storage Storage key-value cache 10 million
Twitter-Compute Compute key-value cache 10 million
webmail Block IO 7.8 million

• Q3: How adaptive is Ditto to real-world workloads and the
changing resources on DM?

• Q4: How flexible is Ditto in integrating various caching
algorithms on DM?

• Q5: How does each design point contribute to Ditto?

3.4.1 Experimental Setup

Testbed. Without explicitly mentioning, we evaluate Ditto
with 9 physical machines (8 CNs and 1 MN) on the Clem-
son cluster of CloudLab [57]. Each machine has two 36-core
Intel Xeon CPUs, 256 GB DRAM, and a 100Gbps Mellanox
ConnectX-6 NIC. All machines are connected to a 100Gbps Eth-
ernet switch. In all our experiments, we use a single physical
machine and use one CPU core to simulate the memory pool of
DM with weak compute power [192, 180]. Ditto is compatible
with memory pools with multiple MNs as long as the memory
pool offers the required interfaces presented in §2.2. Besides, we
use up to 32 cores on CNs, with each executing a client thread
because they are on the same NUMA node with the RNIC.
Workloads. We evaluate Ditto with both YCSB synthetic
workloads [50] and real-world key-value traces [184, 215, 108].
For YCSB synthetic workloads, we use 4 core workloads: A (50%
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GET, 50% UPDATE), B (95% GET, 5% UPDATE), C (100%
GET), and D (95% GET, 5% INSERT). For all four workloads,
we pre-generate 10 million keys with 256-byte key-value pairs,
load these generated keys by sharding them to all clients, and ex-
ecute the corresponding workloads. The requests are generated
with Zipfan distribution with θ = 0.99. For real-world key-value
traces, we use workloads from IBM [64], CloudPhysics [198],
Twitter [215], and FIU [108], as shown in Table 3.2. The IBM
trace is collected from IBM Cloud Object Storage [64]. We ig-
nore traces with less than 10 million requests since they have too
few unique objects and use all 23 traces in our experiments. The
CloudPhysics dataset includes block I/O traces on VMs with
different CPU/DRAM configurations [198]. We use the first 10
traces with more than 50 million requests to evaluate Ditto.
For the Twitter traces, we randomly select three traces, i.e.,
Twitter-Compute, Twitter-Storage, and Twitter-Transient, from
a compute cluster, a storage cluster, and a transient caching
cluster, respectively. The webmail trace is a 14-day storage I/O
trace collected from web-based email servers. We use webmail as
a representative FIU trace similar to existing approaches [169].
In our experiments, we randomly select traces to accelerate our
evaluation to show the performance of Ditto in different use
cases, i.e., block IO, KV cache on different clusters, and object-
store. We truncate traces to allow concurrent trace loading from
32 independent clients on a single CN.
Implementations. We implement Ditto with 20k LOCs. We
use LRU and LFU, the two most widely used caching algorithms,
as two experts in the distributed adaptive caching scheme. These
two caching algorithms are chosen as adaptive experts since ex-
isting adaptive caching schemes have found that using a recency-
based and a frequency-based caching algorithm can adapt to
most workloads [169, 195]. For memory management, we use a
two-level memory management scheme [180] so that clients can
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dynamically allocate memory spaces in the MN. We pre-register
all memory on the MN to its RNIC to eliminate the overhead of
memory registration on the critical path of memory allocation.
Parameters. The parameters of Ditto include the number of
samples, the size of lightweight eviction history, the threshold
and size of the FC Cache, and the learning rate and the num-
ber of batched weight updates of distributed adaptive caching.
Specifically, the number of samples affects the precision of ap-
proximating caching algorithms with sampling. We sample 5
objects on cache eviction according to the default value of Re-
dis [166]. The size of the lightweight eviction history exhibits
a tradeoff between the speed of adaptation and the metadata
overhead. Setting the history size larger makes adaptation faster
since more penalties can be collected during execution. In re-
turn, a larger history size requires more space to store history
entries. We set the history size as the cache size (calculated in
the number of objects) according to LeCaR [195]. The thresh-
old of FC Cache can affect the precision of LFU. We set the FC
cache threshold to 10 and set the FC cache size to 10MB accord-
ing to our grid search. The superior hit rates in our experiments
show that using 10 as the FC threshold does not affect hit rates
much. Finally, we configure the learning rate of Ditto to be
0.1 and update global weights every 100 local weight updates
according to our grid search.
Baselines. We compare Ditto with Redis [166], CliqueMap [182],
and Shard-LRU. First, we use Redis, one of the most widely
adopted in-memory caching systems that support dynamic re-
source scaling [166, 60], to show the elasticity of Ditto. Second,
we use CliqueMap, the state-of-the-art RDMA-based KV cache
from Google, to show the efficiency and adaptivity of Ditto.
CliqueMap initiates RDMA_READs on the client side to directly
Get cached objects, and relies on server-side CPUs to execute
Set operations. Since Gets involves only one-sided RDMA_READs,
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no access information can be recorded. Clients of CliqueMap
record access information locally and send the information to
servers periodically to enable servers to execute caching algo-
rithms. We implemented an LRU (CM-LRU) and LFU (CM-
LFU) version of CliqueMap according to its paper due to no
open-source implementations. We disable the replication and
fault-tolerance of CliqueMap to focus on comparing the exe-
cution of caching algorithms. Finally, we use Shard-LRU, a
straightforward implementation of a caching system on DM, to
show the effectiveness of the client-centric caching framework of
Ditto. Clients of Shard-LRU maintain lock-protected LRU lists
in the memory pool with one-sided RDMA verbs. We shard ob-
jects into 32 LRU lists according to their hash values and force
clients to sleep 5 us on lock failures to mitigate lock and net-
work contention. By default, we use one CPU core on MNs to
simulate the poor compute power in the memory pool. Each
CPU core on CNs exclusively runs a client thread.

3.4.2 Q1: Elasticity

To show the elasticity of Ditto, we run the same experiment
as in § 2.3 and force Ditto to use the same amount of CPU or
memory resources as Redis on the YCSB-C workload.

Compared with Redis, the elasticity of Ditto is improved in
both resource utilization and speed of resource adjustments.
First, due to the decoupled CPU and memory on DM, Ditto
can adjust CPU cores and memory spaces separately in a fine-
grained manner. Resources can be allocated precisely according
to the dynamic demands of applications. Second, Ditto does
not require data migration when adjusting resources, making
the performance gain and resource reclamation more agile than
Redis. The throughput of Ditto improves immediately from 5
Mops to 8.5 Mops with 32 more CPU cores added and resumes
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Figure 3.13: The throughput of Ditto when dynamically adjusting compute
and memory resources.

immediately back to 5 Mops as we shrink the number of CPU
cores back to 32. The throughput doesn’t scale linearly as we
add CPU cores due to the extra overhead of coroutine schedul-
ing on CNs. The median latency stabilizes at 12 us and the 99th
percentile latency fluctuates slightly around 14 to 21 us. As for
adjusting memory spaces, the throughput stabilizes on 5 Mops
and the tail latency stays on 14 us. Besides, the throughput of
Ditto is more than 2 times higher than that of Redis during the
experiment. This is because Ditto allows CPU cores to equally
access all data, avoiding a single core becoming the performance
bottleneck. However, Redis shards data to VMs, which makes
the CPU core of some VMs bottleneck the throughput of the
entire caching cluster on the skewed YCSB workloads.

Besides, Ditto does not require more client-side computation
than Redis. In the experiment, clients of Ditto consume 32 CPU
cores on the CN. In contrast, clients of Redis consume on average
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(a) YCSB A (b) YCSB B

(c) YCSB C (d) YCSB D

Figure 3.14: The throughput and tail latency of caching systems on DM.

(a) YCSB A (write-intensive) (b) YCSB C (read-only)

Figure 3.15: The throughput of CliqueMap, Redis, and Ditto with more CPU
cores on MN.
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36.3 CPU cores out of 128 assigned cores on two CNs. This is
because the Redis client library spends CPU cycles to encapsu-
late and decapsulate data according to the Redis communication
protocol and network protocols. Moreover, Ditto saves compute
power regarding the overall CPU utilization since Redis servers
consume an additional 32 cores on the MN.

3.4.3 Q2: Efficiency

To show that Ditto can efficiently manage memory on DM, we
evaluate the throughput and tail latency of Shard-LRU, CliqueMap,
and Ditto in the case of no cache misses on YCSB benchmarks.
We vary the number of clients from 1 to 256, with each CN
holding up to 32 clients.

As shown in Figure 3.14, Shard-LRU is bottlenecked by its
remote lock contention even if the sharded LRU list and the 5 us
back-off scheme mitigate the lock and network contention. The
throughput of CliqueMap is limited by the weak compute power
of MNs. For write-intensive workloads (YCSB A), the CPU of
the MN is overwhelmed by frequent Sets. For read-intensive
workloads (YCSB B, C, and D), the CPU of the MN is busy with
merging the object access information received from clients. The
overall performance is affected by the periodic synchronization of
access information and the amplified network bandwidth when
sending the access information from clients to the MN.

For all workloads, Ditto is bottlenecked by the message rate
of the RNIC on the MN. It achieves 10.5, 13.1, 13.2, and 13.0
Mops respectively on YCSB A, B, C, and D workloads, which
is up to 9× higher than Shard-LRU and CliqueMap. Com-
pared with Shard-LRU, Ditto records the access information
and selects eviction victims in a lock-free manner, eliminating
the expensive lock overhead on DM. Compared with CliqueMap,
Ditto accesses data and maintains access information with one-
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sided RDMA verbs, preventing the weak compute power on the
MN from becoming the throughput bottleneck on both write-
intensive and read-intensive workloads. However, Ditto per-
forms worse than CliqueMap under the write-intensive YCSB-A
workload with a single client, i.e., the first point in Figure 3.14a.
This is because the Sets of CliqueMap use only a single RTT,
while Ditto needs three RTTs to search the remote hash table,
read the object, and modify the pointer in the hash table.

Figure 3.15 shows the performance of CliqueMap, Redis, and
Ditto under YCSB-A and YCSB-C workloads with increasing
numbers of MN-side CPU cores under 256 clients. We shard the
LRU list (and the LFU heap) of CliqueMap into 128 shards to
avoid server-side lock contention. The throughput of Ditto stays
the same since Ditto does not rely on compute power on MNs to
execute data accesses. With the same compute resource in the
compute pool, CliqueMap consumes more than 20 additional
cores to get comparable performance with Ditto on YCSB-C.
Ditto achieves 3.3× higher throughput than CliqueMap on the
write-intensive YCSB-A workload since CliqueMap relies only
on the server-side compute power to execute Set operations and
maintain caching data structures. The throughputs of Redis
on both workloads are bottlenecked by the CPU core of the
hottest data shard due to the skewed YCSB workloads. Redis
performs slightly better than CliqueMap on YCSB-A workload
with more CPU cores since its sample-based eviction eliminates
the overhead of maintaining caching data structures locally.

3.4.4 Q3: Adaptivity
Adapt to real-world workloads

To show the adaptivity of Ditto on real-world workloads with
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(a) Webmail (b) Twitter-Transient

(c) Twitter-Storage (d) Twitter-Compute

(e) IBM

Figure 3.16: Penalized throughputs under different real-world workloads.
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(a) Webmail (b) Twitter-Transient

(c) Twitter-Storage (d) Twitter-Compute

(e) IBM

Figure 3.17: Hit rates under different real-world workloads.
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different affinities of caching algorithms, we evaluate the through-
put and the hit rate of real-world workloads with different cache
sizes. For all traces, we use 256-byte object sizes and set cache
sizes relative to the size of each workload’s footprint, i.e., all
unique data items accessed, similar to [169]. For each workload,
we use 64 clients to first execute 10 seconds to warm up the
cache and then let all clients iteratively run the workload for 20
seconds to calculate the hit rate and the throughput. We use
a penalized throughput to simulate real-world situations where
caching systems cooperate with a distributed storage system.
For each Get miss, we force clients to sleep for 500 us before
inserting the missed object into the cache with Set. The penalty
simulates the overhead of fetching data from distributed storage
services and 500 us is selected according to the latency of the
state-of-the-art distributed storage systems [210, 132, 156].

We compare Ditto with four baseline approaches. We use
CM-LRU and CM-LFU to show the performance of precise LRU
and LFU implementation with CliqueMap on DM. We introduce
Ditto-LRU and Ditto-LFU to show the performance of Ditto
with only a single caching algorithm.

Since Ditto is an adaptive caching framework that can exe-
cute various caching algorithms and dynamically adapt to the
best one based on workloads and resource settings, the perfor-
mance of Ditto largely depends on the candidate caching algo-
rithms configured by users. We configure Ditto to execute LRU
and LFU as examples to show its adaptivity. Under workloads
that are friendly to either LRU or LFU, the performance of Ditto
should be bounded by Ditto-LRU and Ditto-LFU and approach
to the better one since it adaptively selects the better one among
the two algorithms.

Figures 3.16 and 3.17 show the penalized throughput and
the hit rates under five real-world key-value traces. In all five
workloads, the hit rate and penalized throughput of Ditto can
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Figure 3.18: The relative hit rate of
Ditto, Ditto-LRU, and Ditto-LFU on
33 workloads.

Figure 3.19: The penalized through-
put and hit rate under a changing
workload.

effectively approach the better one of Ditto-LRU and Ditto-
LFU. Meanwhile, Ditto outperforms CliqueMap in all workloads
due to higher hit rates and the higher throughput upper-bound.
Particularly, the throughput of CliqueMap is bounded by the
compute power on the MN under the Twitter workloads, where
the hit rates are high. One exception is the throughput of CM-
LRU in Figure 3.16a, which has comparable throughput with
Ditto. This is because all approaches are bounded by the hit
rate on the webmail workload and CM-LRU has a slightly lower
hit rate compared with Ditto. For most of the workloads, the
throughput of Ditto is lower than that of Ditto-LRU when their
hit rates are the same due to the additional overhead of adaptive
caching, i.e., accessing and increasing the global history counter.
However, the overhead is less than 5%, which is acceptable com-
pared with the up to 63% performance gain of using an inferior
caching algorithm, since users do not know in advance which
caching algorithm performs better.

Figure 3.18 shows the box plot of relative hit rates of Ditto,
max(Ditto-LRU, Ditto-LFU), and min(Ditto-LRU, Ditto-LFU)
normalized over random eviction on 33 IBM and CloudPhysics
workloads. The hit rate of Ditto significantly exceeds min(Ditto-
LRU, Ditto-LRU) and approaches the box of max(Ditto-LRU,
Ditto-LFU), showing the adaptivity of Ditto.
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Figure 3.20: The relative hit
rates under different proportions
of clients assigned to LRU and
LFU applications.

Figure 3.21: The relative hit rates
of Ditto and CliqueMap when dy-
namically adding the number of
concurrent clients.

Under changing workloads that iteratively switch between
LRU- and LFU-friendly, Ditto should outperform both Ditto-
LRU and Ditto-LFU. We show the performance of the four ap-
proaches on a synthetic changing workload used in [195]. The
workload is synthesized to have four phases that periodically
switch back and forth from being favorable to LRU to being
favorable to LFU. As shown in Figure 3.19, Ditto outperforms
all baselines on both penalized throughput and hit rate because
only Ditto can adapt to workload changes.

Adapt to dynamic resource adjustments

To show the adaptivity of Ditto on DM, we evaluate its hit rates
with dynamically changing compute and memory resources on
the same workload as Figures 3.2, 3.3, and 3.4b, i.e., webmail.
Adapt to changing compute resources. Figure 3.20 shows
the relative hit rates normalized to Ditto-LRU under different
proportions of clients allocated to two applications with LRU
and LFU access patterns. The hit rate of Ditto-LFU is higher
when the LRU portion is less than 0.4, while Ditto-LRU per-
forms better when the LRU portion grows higher. The hit rate
of Ditto is higher than that of Ditto-LRU with a low LRU por-
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Figure 3.22: The hit rate under dy-
namic cache sizes.

Figure 3.23: The throughput and
hit rates of 12 algorithms.

tion and becomes close to Ditto-LRU with a high LRU portion,
indicating the adaptivity of Ditto. Besides, Ditto can adapt to
the change of access pattern when multiple clients concurrently
execute the same workload. Figure 3.21 shows the relative hit
rates of Ditto and CliqueMap normalized to Ditto-LRU under
dynamically increasing numbers of concurrent clients3. The hit
rate of Ditto stays above the hit rates of both Ditto-LRU and
Ditto-LFU because there are access pattern changes in the web-
mail workload, and only Ditto can adapt to these changes.
Adapt to changing memory sizes. Figure 3.22 shows the
hit rate of Ditto when we dynamically increase the memory
space. The hit rate of Ditto approaches Ditto-LRU for most
cases, outperforming Ditto-LFU. When the cache size is 20%
and 30% footprint size, the hit rate of Ditto-LFU exceeds Ditto-
LRU. Ditto performs better than both approaches because it
can adaptively adjust its algorithm according to the affinity of
caching algorithms on different cache sizes.

3The absolute hit rates in Figures 3.18, 3.20, and 3.21 can be found in our open-source
repository.
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Figure 3.24: Contributions of differ-
ent techniques on the webmail work-
load.

Figure 3.25: The YCSB-C perfor-
mance of Ditto with different FC
Cache sizes.

Table 3.3: LOCs of different caching algorithms on Ditto.

Algs. LRU LFU MRU GDS LIRS FIFO
LOC 9 9 9 14 12 9

Algs. SIZE GDSF LRFU LRUK LFUDA HYPERBOLIC
LOC 9 14 17 23 14 11

3.4.5 Q4: Flexibility

To show that Ditto can flexibly integrate various caching al-
gorithms, we integrate 12 commonly used caching algorithms
into Ditto and evaluate their throughput, hit rate, and cod-
ing effort. Since evaluating the feasibility of executing different
caching algorithms is independent of workloads, we only show
the throughput and hit rates on the webmail workload in Fig-
ure 3.23. Among all the algorithms, SIZE exhibits the best
throughput and hit rate, while MRU exhibits the worst. All
these algorithms can be easily implemented in Ditto with less
than 23 lines of code, as shown in Table 3.3.

3.4.6 Q5: Contribution of Each Technique

We show the contribution of techniques proposed in the chapter
by gradually disabling each technique of Ditto. Due to the space
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limit, we show the performance of different techniques without
miss penalties on the webmail workload in Figure 3.24. Ditto
performs similarly on other workloads and more results can be
found in our open-source repository. The sample-friendly hash
table (SFHT) improves the overall throughput by 42% since it
reduces the number of RDMA operations on data paths when
updating the access information and sampling objects. The
lightweight history scheme (LWH) improves the throughput by
13% due to the reduced number of RTTs when maintaining evic-
tion history. Finally, the lazy weight update scheme (LWU) and
the frequency-counter cache (FC) contribute to 4% of the over-
all throughput because the reduced number of RDMA requests
saves the message rate of the RNICs on MNs.

Figure 3.25 shows the performance of Ditto under the YCSB-
C benchmark with 256 clients and different FC cache sizes. We
limit FC cache size in MB since the size of each cache entry
varies with the size of its recorded object ID. We only show the
result under YCSB-C due to the space limit. Ditto performs
similarly on other workloads and more results can be found in
our open-source repository. The throughput increases from 10
Mops to 13.2 Mops with increased sizes of the FC cache since
more RDMA_FAAs can be cached locally to save the message rate
of RNICs. The tail latency drops from 28 us to 21 us due to
the reduced number of RDMA operations and less contended
network. Also, the performance gain of the FC cache becomes
insignificant when the size of the FC cache exceeds 5 MB, indi-
cating that the FC cache can improve overall performance with
small additional memory consumption on clients.

Figure 3.26 shows the performance of Ditto under YCSB-A
write-intensive and YCSB-C read-only workloads with differ-
ent memory allocation techniques. We execute this experiment
with the following experiment setting due to the lack of the same
nodes on CloudLab. We use 16 CNs and 2 MNs, each equipped
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Figure 3.26: The throughput of Ditto with different memory allocation meth-
ods.

with an 8-core Intel Xeon E5-2450 processor, 16 GB DRAM,
and a 56 Gbps Nvidia ConnectX-3 IB RNIC. The throughput of
Ditto is lower than the previous setting since the RNIC has lower
bandwidth. To show the effectiveness of the two-level memory
allocation scheme, we compare Ditto with an MN-centric mem-
ory allocation scheme, as shown in Figure 3.26. The YCSB-A
throughput drops 90.9% due to the limited compute power on
MNs, while the YCSB-C throughput remains the same since no
memory allocation is involved in the read-only setting.

3.5 Related Work

In-Memory Caching Systems. Many approaches aim at im-
proving the performance of Memcached [139] and Redis [166],
the two most popular in-memory caching systems. Some [42, 43,
172] optimize the hit rate under objects of varying sizes. Oth-
ers [165, 148, 216, 66, 126] improve memory efficiency and over-
all throughput. The work closest to Ditto is CliqueMap [182],
an RDMA-based caching system. It uses one-sided RDMA_READ
for Get operations and RPC for Set operations, improving the
throughput due to the higher bandwidth and CPU-bypass na-
ture of one-sided RDMA_READ. However, all these approaches are
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designed and optimized for monolithic servers, which inevitably
inherit the elasticity issues of monolithic servers. Ditto exhibits
better elasticity by leveraging the hardware benefits of DM.

RDMA-Based KV stores. There are two types of RDMA-
based KV stores, i.e., server-centric and hybrid ones. The for-
mer uses RDMA to construct fast RPC primitives and rely on
server CPUs to access data [97, 95, 55, 126]. The latter uses
one-sided RDMA verbs to execute Get operations and relies on
server CPUs to execute Set operations [207, 206, 143]. Com-
pared with these approaches, Ditto achieves efficient in-memory
caching without relying on server-side CPUs. Besides, the de-
sign of Ditto is not limited to RDMA. Other interconnects are
also compatible.

Caching Algorithms. Caching algorithms distinguish the
hotness of objects using recency [193, 222], frequency [59] and
other access information [27], or combining various informa-
tion together [25, 27, 34, 18] to get higher hit rates. Recently,
there are many machine-learning-based adaptive caching algo-
rithms [138, 17, 169, 195]. Among them, CACHEUS [169] is the
most related. It uses regret minimization to adaptively select a
better caching algorithm. However, all these caching algorithms
are designed for server-centric caching systems to optimize spe-
cific workloads. Ditto, on the one hand, is designed for caching
systems on DM where clients directly access data without in-
volving CPUs in the memory pool. On the other hand, Ditto
is an adaptive caching framework where multiple caching algo-
rithms can be integrated and adaptively selected according to
workload and resource change.

Disaggregated Memory Management. MIND [118] and
Clio [202] are the two state-of-the-art memory management ap-
proaches on DM. But they both rely on special hardware to
manage memory spaces. The two-level memory management of
Ditto resembles the hierarchical memory management of The



CHAPTER 3. EFFICIENT MEMORY MANAGEMENT 79

Machine [113, 67]. The difference is that Ditto focuses on fine-
grained fine-grained object allocation with commodity RNICs,
while The Machine relies on special SoCs and directly manages
physical memory devices.

3.6 Summary

This chapter introduces efficient memory management data struc-
tures and algorithms for memory-disaggregated storage systems.
We propose a two-level memory allocator to efficiently allocate
memory space, and a client-centric caching framework to effi-
ciently execute various caching algorithms. Both approaches
are the joint effort of data structure and algorithm design. We
reduce the I/O amplifications, optimize concurrency control,
and adapt to the asymmetric compute capabilities to achieve
high performance. We integrate our proposed memory manage-
ment data structures and algorithms in Ditto, the first memory-
disaggregated caching system. Experimental results show that
Ditto outperforms the state-of-the-art caching system on mono-
lithic servers by up to 9× on YCSB synthetic workloads and
3.6× on real-world key-value traces.

2 End of chapter.



Chapter 4

A High-Performance Range
Index Data Structure

Outline

Range indexes are fundamental building blocks for
memory-disaggregated storage systems. A range index
can query both single keys and all keys within a given
range. Unfortunately, existing range indexes on disag-
gregated memory (DM) treat remote memory as high-
performance disks and use B+ trees as their underly-
ing data structures. Consequently, they suffer from se-
vere amplifications in I/O sizes since B+ trees sacri-
fice I/O sizes to reduce the number of I/O operations.
The performance for the B+-tree-based range indexes
on DM is suboptimal since accessing the coarse-grained
B+ tree nodes wastes the bounded bandwidth of the
memory pool. This chapter introduces SMART, a high-
performance range index data structure tailored for DM
that achieves minimal I/O size amplifications. More-
over, SMART also achieves high-performance concur-
rency control and adapts to DM with asymmetric com-
pute power.

80
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4.1 Introduction

Range indexes are fundamental building blocks for memory-
disaggregated storage systems to conduct range queries [201,
229]. Existing approaches treat the disaggregated memory pool
as disks and use B+ trees as range indexes [201, 229] to reduce
the number of I/O operations to access remote memory. How-
ever, B+ trees sacrifice I/O sizes to reduce the I/O numbers,
resulting in suboptimal performance due to the severe amplifi-
cations in I/O sizes.

Specifically, B+ tree nodes are coarse-grained. When reading
or writing an key-value object, one should traverse B+ trees with
coarse-grained tree nodes. Multiple irreverent keys, pointers,
and objects are fetched from the memory pool to the compute
pool through network I/O, inevitably amplifying the network
bandwidth consumption. As the network bandwidth is gener-
ally the bottleneck of disaggregated memory (DM) [96], the am-
plified bandwidth consumption leads to low overall throughput
and high access latency. Our experimental study shows that the
I/O size amplification can dramatically degrade the throughput
of Sherman [201], the state-of-the-art B+ tree index on DM. The
throughput is 10.8× lower than the theoretical bound of RNICs
under the YCSB workloads [50].

This chapter attacks the severe I/O size amplifications in
existing range index data structures on DM. We propose that
radix trees are more suitable to serve as range indexes than B+
trees on DM due to their better I/O efficiency. Compared with
B+ trees, radix trees have smaller I/O size amplifications since
they do not store the entire keys in internal nodes. Moreover,
radix trees can further reduce I/O size by adaptively adjust-
ing the sizes of their internal nodes, i.e., adaptive radix trees
(ARTs) [120]. However, constructing radix trees on DM intro-
duces new challenges in terms of concurrency control and addi-
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tional amplifications in I/O numbers.
(1) Expensive and complicated concurrency control.

Existing ARTs rely on locks to ensure correctness under concur-
rent accesses [121]. However, on DM, locks are more expensive
than in local memory due to an order of magnitude higher re-
mote memory access latency. In addition, compute-side caches
are required on DM to reduce operation latency. Traditional
lock-free read-copy-update (RCU) schemes for radix trees intro-
duce frequent changes in the addresses of cached nodes, leading
to severe cache thrashing.

(2) Redundant I/Os deteriorate the throughput. Us-
ing radix trees generates multiple small-sized remote memory
read and write I/Os when traversing and modifying the tree
data structure. Many of these I/Os are redundant when mul-
tiple clients on the same compute node concurrently traverse
the tree. Since RNICs in the disaggregated memory pool have
bounded IOPS (I/O per second) [186], these redundant I/Os can
waste the limited IOPS and result in suboptimal performance.

To address the above challenges, we propose SMART, a
diSaggregated-meMory-friendly Adaptive Radix Tree. First,
for better concurrency control, we present a hybrid ART concur-
rency control scheme with a lock-free internal node design and a
lock-based leaf node design to achieve high performance without
cache thrashing. To mitigate the amplifications in I/O numbers,
we propose a read delegation and write combining (RDWC) tech-
nique to reduce computing-side redundant I/Os.

We implement SMART from scratch and evaluate it using
the YCSB benchmark [50]. Compared with Sherman [201],
the state-of-the-art B+-tree-based range index on DM, SMART
achieves up to 6.1× higher throughput and 1.4× lower latency
for typical write-intensive workloads and 2.8× higher through-
put with similar latency for read-only workloads. The code of
SMART is available at https://github.com/dmemsys/SMART.
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In summary, this chapter makes the following contributions:

• We propose that radix trees are better range index data
structures on DM, based on our theoretical analysis and
experimental results.

• We present the first memory-disaggregated radix tree, SMART,
with a hybrid ART concurrency control scheme and a read-
delegation and write-combining technique.

• We implement SMART and evaluate it using YCSB work-
loads [50]. The evaluation results demonstrate the efficacy
and efficiency of SMART.

4.2 Background

4.2.1 B+ Trees on Disaggregated Memory

Existing range indexes on DM are variants of the B+ tree, in-
cluding FG [229] and Sherman [201]. FG is the first RDMA-
based index supporting DM. It uses a B-link tree structure and
completely leverages one-sided verbs to perform index opera-
tions, with RDMA-based spin locks for concurrency control.
Since FG directly ports the spin-lock-based concurrency con-
trol and B-link tree node designs on monolithic servers to DM,
its performance suffers from severe network contention on lock
retries and I/O amplifications for write operations.

Sherman [201] is the state-of-the-art B+ tree on DM that ad-
dresses the network contention and write amplification issues of
FG. First, it addresses the network contention on lock-fail retires
with a hierarchical on-chip lock (HOCL) scheme. The network
requests on lock-fail retries are reduced with a local lock table
shared among clients on the same CN. Second, it mitigates the
write amplification by allowing fine-grained modification to B+
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Figure 4.1: The optimization process from the basic radix tree to ART. For
clarity, hexadecimal partial keys are shown. NODE_256 is simply an array of
256 pointers, which is not shown due to the space limitation.

tree nodes with a two-level version mechanism. Therefore, Sher-
man achieves much better performance than FG. Unfortunately,
the throughput of Sherman is still limited by its lock-based con-
currency control and I/O size amplifications for read operations,
which we will analyze in Section 4.3.

4.2.2 Radix Tree

The radix tree is a widely adopted tree index structure. It stores
the segmented key in the search path over the tree rather than
storing the whole key in the internal node. Specifically, each in-
ternal node in the radix tree consists of an array of child pointers.
Each pointer is associated with a segment of bits of the whole
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key, called partial key, as shown in Figure 4.1.
Path compression. Path compression is an optimization

method for the radix tree to reduce tree height by removing in-
ternal nodes that only contain one single child node, and can be
implemented in three ways [120]: 1) The optimistic method
directly drops the partial keys in removed nodes and stores a
depth value to ensure the subsequent traversal process instead.
2) The pessimistic method stores all the partial keys of re-
moved nodes in the header of the subsequent node. 3) The
hybrid method integrates the two methods above by storing
partial keys into the fixed-sized header of the subsequent node,
together with a depth value to ensure the subsequent traversal
if some partial keys overflow from the header.

Adaptive radix tree (ART). ART [120] is the state-of-the-
art variant of the 8-bit-span radix tree, designed to optimize the
memory utilization of traditional radix trees. Traditionally, an
internal node of a radix tree has all 256 pointers representing all
possible partial keys. Many pointers are empty due to the sparse
key distribution [120], wasting memory space in these internal
nodes. ART addresses the issue by proposing four variant inter-
nal node sizes with different numbers of pointers, i.e., 4, 16, 48,
and 256. It dynamically chooses the best-fit internal node struc-
ture to reduce memory consumption. As for concurrency con-
trol, ART is synchronized using a lock-based algorithm, i.e., the
read-optimized write exclusion (ROWEX) protocol [121], which
suffers from severe lock contentions when executing on DM.

4.3 Analysis of Tree Indexes Built on DM

In this section, we first theoretically and experimentally compare
B+ trees with a vanilla ART (§ 4.3.1). We then present the
challenges of designing ART on DM (§ 4.3.2).

All the experiments in this section are conducted with 8 CNs
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Table 4.1: Read and write amplification factors of different trees.

ART B+ Tree Sherman

Read M1+E
E

= 1.10 M2+S·E
E

= 32.7 M2+S·(M3+E)
E

= 33.0

Write M1+E
E

= 1.10 M2+S·E
E

= 32.7 M3+E
E

= 1.01

and 1 MN, each equipped with a 100Gbps Mellanox ConnectX-
6 RNIC. Each CN launches 32 clients with one shared 600MB
cache. We use YCSB workloads [50] with 60 million entries,
32-byte string keys, and 64-byte values, which is typical in real-
world workloads [215, 21].

4.3.1 Motivations: B+ Tree vs. ART on DM

The main problem of B+ trees on DM is their severe amplifi-
cations in I/O sizes. In internal nodes, the B+ tree stores the
whole keys. In leaf nodes, the B+ tree stores multiple keys to-
gether. Without optimizations, the B+ tree needs to read and
write the entire nodes during each index operation. In the fol-
lowing, we first theoretically compare the I/O size amplifications
of ART with the B+ tree and the write-optimized B+ tree (i.e.,
Sherman [201]). We then experimentally show the performance
impacts due to the I/O size amplifications for read operations.

Theoretical Analysis

The I/O size amplification factors of different tree structures
are shown in Table 4.1, respectively. We assume the internal
nodes are cached and no node split occurs for brevity. M1 and
M2 denote the metadata size of the leaf node of the radix tree
and B+ tree, respectively. M3 denotes the size of the additional
metadata (i.e., entry-level versions) that Sherman applied to
each key-value object. S denotes the span size of the B+ tree
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node. E denotes the key-value item size.
The amplification factor is defined as the ratio of bandwidth

consumption from the server and bandwidth returned to the ap-
plication. Without optimizations, when a client reads or writes
a single object in a range index, the whole leaf node should be
read or written. We use the same size of the key-value objects,
i.e., 96 bytes, for all trees as an example.

The leaf node of the ART contains one object with its meta-
data. In our implementation, 10 bytes of metadata is enough
for each item in ART. The I/O size amplification factors are
M1+E

E = 10B+96B
96B = 1.10.

The leaf node of the B+ tree contains S objects together with
their metadata. The metadata at least includes two fence keys
(2 ·32B), a valid bit, a lock bit, a 1-byte level field, and two 7-bit
versions [201], i.e., 67 bytes in total. We use the default span
size in Sherman, which is 32. The read and write amplification
factors are M2+S·E

E = 67B+32·96B
96B = 32.7.

For Sherman, each key-value object in the leaf node is sur-
rounded by a pair of 4-bit entry-level versions. Thus the read
amplification factor is M2+S·(M3+E)

E = 67B+32·(1B+96B)
96B = 33.0.

When writing an object without node splitting, the client only
requires to write back the modified item with its associated
entry-level versions. Thus the write amplification factor is M3+E

E =
1B+96B

96B = 1.01.

Experimental Results

To show the impact of I/O size amplifications, we compare the
performances of Sherman and ART under the YCSB-C read-
only workloads. The impact of is similar for write operations.
We observe that the amplification leads to low throughput and
high latency of B+ trees on DM.

Observation 1: The throughput of the B+ tree is
bounded by network bandwidth. The memory-side network
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(a) (b)
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Figure 4.2: The read performances of Sherman and ART under the YCSB
C workload (100% read). (a) The throughput bottleneck with no cache. (b)
The impact of key size and span size with no cache. (c) The peak through-
put with various sizes of caches. (d) The latency deterioration with excess
requests.

bandwidth is generally the performance bottleneck for B+ trees
on DM [96]. The I/O size amplifications of B+ trees cause
more bandwidth consumption for each request, exacerbating the
network bottleneck and resulting in low throughput.

As shown in Figure 4.2a, with an increasing number of clients,
the limited bandwidth prevents the throughput of Sherman and
ART from continually rising. With the same RNIC bandwidth,
Sherman has a lower peak throughput than ART due to the se-
vere I/O size amplifications. As shown in Figure 4.2b, the larger
the key size or the span size (i.e., the number of keys stored in
a leaf node), the larger the amplification, which decreases the
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peak throughput of Sherman.
A compute-side cache is usually used for caching the inter-

nal nodes of the B+ tree on DM. As shown in Figure 4.2c,
with the increasing size of the cache, the throughput of Sher-
man keeps bounded by the bandwidth bottleneck and finally
saturates at 4.17 Mops/s. The bandwidth consumption from
the server equals the maximum network bandwidth of 100 Gbps
(12.5 GBps), and the bandwidth returned to the application is
4.17 Mops/s ·96B = 0.39 GBps. Thus the measured read am-
plification factor of Sherman is 12.5 GBps / 0.39 GBps = 32.1,
which is close to our theoretical analysis in § 4.3.1.

In contrast, without the read amplification from leaf nodes,
the throughput of ART reaches about 45 Mops/s, which is the
IOPS upper bound of the RNIC we use. This indicates that
ART can make full use of the RNIC capacity and achieve the
best resource efficiency as DM desires.

Observation 2: The latency of the B+ tree is wors-
ened by early network congestion. Network congestion
occurs when compute-side requests saturate the bandwidth or
IOPS upper bound of RNICs. As the number of clients keeps
growing, excess client requests need to queue up across the net-
work, which results in latency deterioration. The I/O size am-
plifications make B+ trees consume the bandwidth rapidly, ex-
pediting the process of network congestion.

As shown in Figure 4.2d, with the increase of throughput,
the latency of Sherman and ART is stable in the beginning and
then experiences a sudden surge due to the network congestion.
Moreover, with the same memory-side RNIC bandwidth, Sher-
man has a much smaller inflection point (i.e., the throughput
threshold that triggers network congestion) than ART. As a re-
sult, Sherman shows an extremely high latency with relatively
few clients. By contrast, ART has a high tolerance to this la-
tency deterioration thanks to its small amplifications.
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Figure 4.3: (a) The write performance of ART under the YCSB insert work-
load (100% insert) with no cache. (b) The performance degradation caused
by cache thrashing under the YCSB A workload (50% read + 50% update)
with sufficient caches. (c-d) The inter-client redundant I/Os on DM in terms
of reads and writes.

4.3.2 Challenges: ART on DM

Although ART is more beneficial in terms of I/O size amplifica-
tions than B+ trees on DM, we still need to address two critical
challenges in terms of concurrency control and I/O number am-
plifications to make it a practical range index.

Challenge 1: Lock-based concurrency control of ART
causes poor write performance. Existing ART adopts lock-
based algorithms to perform synchronization [121]. However,
lock operations are expensive on DM and lead to poor write
performance, as shown in Figure 4.3a. Specifically, unlike local
memory, each lock operation on DM requires additional network
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transmission (e.g., RDMA_CAS). Furthermore, existing locks busy
waits at the entry point when there are conflicts, causing fre-
quent RDMA operations on retrying to get the lock. This also
limits the overall throughput due to the limited IOPS of RNICs.

One feasible solution is to design lock-free algorithms. How-
ever, lock-free design is also not a good choice for ART. Specif-
ically, an out-of-place update scheme is required for lock-free
algorithms to update items larger than 8 bytes. It atomically
compares and swaps the corresponding 8-byte addresses instead
of modifying the items in place, as the latter cannot be re-
alized atomically. However, in high-concurrency scenarios, a
mass of out-of-place updates lead to frequent changes in the ad-
dresses of items. This leads to severe cache coherence issues
since the old addresses of the items have been cached in other
CNs. Even worse, in skewed workloads, the addresses of hot
items are changed repeatedly, resulting in cache trashing.

To verify this, we evaluate the two update schemes in ART
with the YCSB A write-intensive workload, as shown in Fig-
ure 4.3b1. The out-of-place scheme exhibits an average of 19.1%
invalid cached addresses of leaf nodes, which results in a 44.5%
throughput drop compared with the in-place scheme.

Challenge 2: Inter-client redundant I/Os on DM
waste the limited IOPS of RNICs. ART can achieve bet-
ter throughput compared with B+ trees due to its small-sized
read and write operations. However, we find that there are re-
dundant I/Os that waste the limited IOPS of RNICs in the DM
architecture, hindering ART from achieving a high throughput.
Specifically, taking read operations as an example, when several
clients on the same CN read the same key-value item concur-
rently, they send identical RDMA_READs across the network. This
is a duplication of effort since all these requests do the same

1To eliminate the impact of concurrency conflicts, we scatter the update part of work-
loads among clients without intersection.
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transmission work.
To measure the extent of underlying inter-client redundant

reads, we launch various numbers of clients on the same CN.
Each client continuously issues 1 KB RDMA_READs, with their
destination addresses following a Zipfian distribution of skew-
ness 0.99 (i.e., the same as YCSB’s). As shown in Figure 4.3c,
during each read time window, the average number of redundant
RDMA_READs increases with the number of clients and achieves
up to 0.48 with 64 clients, implying 48% read performance im-
provement potential.

As for inter-client redundant writes, we issue RDMA_WRITEs
continuously with lock-based concurrency control via RDMA_CASes
from each client. As shown in Figure 4.3d, during each write
time window (including lock acquirement and release), the av-
erage number of redundant RDMA_WRITEs grows and reaches up
to 3.3, indicating around 330% write performance improvement
space with 64 clients. Interestingly, the number of redundant
writes is more than reads since redundant writes inevitably ex-
acerbate the concurrency conflicts, leading to a longer write time
window and thus more redundant writes in return. The near-
exponential growth of redundant RDMA_CASes rapidly saturates
the IOPS upper bound of RNICs, leading to poor performance.

4.4 SMART Design

We propose SMART, a high-performance ART for DM. Fig-
ure 4.4 shows the overview of SMART. To improve the efficiency
of concurrency control (Challenge 1), we present a hybrid ART
concurrency control scheme. The scheme contains a lock-free in-
ternal node design and a lock-based leaf node design to achieve
high write performance without cache thrashing (§ 4.4.1). To
save the limited IOPS of RNICs (Challenge 2), we propose a
read-delegation and write-combining (RDWC) technique to elim-
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Figure 4.4: The overview of SMART.

inate inter-client redundant I/Os (§ 4.4.2). We further design
an ART cache to reduce operation latency and achieve better
performance (§ 4.4.3). Lastly, we summarize the operations that
SMART supports (§ 4.4.4).

4.4.1 Hybrid ART Concurrency Control

In this section, we first describe the data structures and con-
current operations of the hybrid concurrency control scheme in
SMART. We then introduce RDMA-related optimizations.

Tree Node Data Structures

Lock-free internal node. As the addresses of internal nodes
change more infrequently, internal nodes do not cause cache
thrashing like leaf nodes. Hence, it is feasible for lock-free inter-
nal nodes to achieve high performance. We modify the internal
nodes of ART as follows.

(1) Homogeneous adaptive internal node. As illus-
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Figure 4.5: The structure of the internal node and the leaf node in SMART.
The reverse pointer and the in-header Typenode field are used for cache vali-
dation.

trated in Figure 4.1, a naive ART stores partial keys and child
pointers separately. Such a heterogeneous design makes it hard
to design a lock-free algorithm since the separated partial key
and child pointer should be modified atomically. Besides, it
incurs additional read amplification due to the inflexible fixed-
sized internal nodes.

We come up with a homogeneous internal node design that
embeds the partial keys into slots. First, this enables a child
pointer to be modified together with its corresponding partial
key atomically, laying the foundation for lock-free algorithms.
Second, the read amplification can be reduced since internal
nodes can have an arbitrary number of slots.

As shown in Figure 4.5a, an internal node of SMART consists
of an 8-byte reverse pointer, several 8-byte slots, and an 8-byte
header. The reverse pointer is used for cache validation, which
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will be presented in § 4.4.3. As for each slot, apart from the
embedded 8-bit partial key and the 48-bit child pointer, we add
a 1-bit Leaf field to indicate whether the pointer is pointing
to a leaf node. When Leaf is set, a Lenleaf field is provided,
which is used to support variable-sized keys (§ 4.4.5). When
Leaf is unset, there is a 5-bit Typenode field to indicate the
type of the following internal node. Note that SMART mainly
uses the Typenode to reduce the network bandwidth consumption
rather than memory consumption. When fetching an internal
node, SMART can RDMA_READ only the required number of slots
according to the Typenode field, reducing the read amplification
and thus saving the network bandwidth.

(2) Pessimistic 8-byte header of the internal node.
We choose the pessimistic method for path compression since
both the optimistic and hybrid methods need two tree traversals
to insert a nonexistent key. One entire tree traversal is required
to search for the nonexistent key since not all compressed partial
keys are stored in the header. The other traversal executes the
actual insertion. In contrast, the pessimistic method can insert
the nonexistent key through one traversal.

Besides, following previous designs [121, 134], we fixed the
header size to 8 bytes, which can be changed atomically. If
some partial keys overflow from the header, we store them in
an empty following node. Although this may increase the tree
height, we can mitigate this with the help of cache (§ 4.4.3).

As shown in Figure 4.5a, a header consists of an 8-bit Depth

field, a 5-bit Typenode field, a 3-bit Sizearray field, and a 6-byte
array of partial keys. The Depth field indicates the start position
for matching the target key. The Typenode field is used for cache
validation, which will be illustrated in § 4.4.3. The Sizearray
field records the length of the partial key array, where at most
six partial keys can be stored.

Lock-based leaf node. In-place update schemes are pre-
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ferred as it does not cause cache thrashing. To adopt the in-place
update, lock-based concurrency control for the leaf node is re-
quired. This is acceptable since locks are fine-grained, as each
leaf node in the radix tree only contains one key-value item. We
design the leaf node structure as follows for concurrency control.

(1) Checksum-based update-in-place leaf node. The
in-place update scheme overwrites the leaf node at the same ad-
dress, causing conflicts among readers and writers. To avoid
conflicts, we adopt an optimistic lock in each leaf node with a
checksum-based consistency check mechanism [143, 201], where
the fixed-sized key-value object in the leaf node is protected by
a checksum. For write-write conflicts, an exclusive lock is used
to synchronize the writers. As for read-write conflicts, when
a writer modifies the leaf node, the checksum is re-calculated
based on the new content of the leaf node and written with the
new content. The readers verify the checksum after reading the
leaf node and retry their operations when they find the check-
sums do not match.

(2) Rear embedded lock. To further reduce the over-
head of locks, we combine the lock release with the writing back
of the updated leaf node by embedding the lock into each leaf
node. Therefore, the two remote memory I/Os can be reduced
to one single RDMA_WRITE. Particularly, to avoid premature lock
release, we ensure that the lock release is always triggered af-
ter the completion of writing back. We achieve this by placing
the lock at the rear of a leaf node, which leverages the in-order
delivery property of RNICs [55].

As shown in Figure 4.5b, a leaf node of SMART consists of
an 8-byte reverse pointer, a V alid bit, an 8-byte checksum, a
1-byte rear lock, and a fixed-sized key-value item. The reverse
pointer is used for cache validation, which will be illustrated in
§ 4.4.3. The V alid bit is used to indicate the deleted state.
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Figure 4.6: A step-by-step example of inserting several new keys into SMART
with 8-bit partial keys. For clarity, hexadecimal partial keys are shown and
reverse pointers are omitted. Each thick dotted box indicates an atomic CAS.
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Concurrent Operations

Based on the above structural modifications, we demonstrate
essential write-related sub-operations with a step-by-step exam-
ple, as shown in Figure 4.6. Except for the in-place leaf update,
all the sub-operations are lock-free. The complete operation
process will be described in § 4.4.4.

Normal insert. During an insert, the target partial key
may not be in the internal node yet. As shown in Figure 4.6b,
after the WRITE of the new leaf node (k4), the client CASes the
first empty slot in the node, together with the new partial key.
If the CAS fails, the client checks whether the return value (i.e.,
a new value of the slot written by a concurrent client) contains
the target partial key. If yes, the client continues to traverse the
tree following the return pointer. Otherwise, the client tries the
insert again with the next empty slot.

Leaf split. If an existing leaf node is found during an insert,
a leaf split is needed as shown in Figure 4.6c. Specifically, the
client first calculates the rest of the longest common key prefix
of the two leaf nodes (k5 and k1). Then it allocates sufficient
sequentially connected internal nodes to store the common key
prefix in their headers. The last internal node will contain two
child pointers pointing to the old and new leaf nodes. All inter-
nal nodes and the new leaf node can be written in parallel, after
which the client CASes the parent slot to point to the first new
internal node. If the CAS fails, the client continues to traverse
following the return pointer.

Header split. If a mismatching for in-header partial keys
is found, a header split is required as shown in Figure 4.6d.
Specifically, the client allocates a new NODE_4 pointing to the
split internal node and new leaf node (k6), with its header storing
the matched part of partial keys. The new internal and leaf node
can be written in parallel. Then the client CASes the parent slot
to make it point to the new internal node ( 1⃝). If CAS succeeds,
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the redundant in-header old partial keys are removed via an
additional CAS ( 2⃝). Otherwise, the client continues to traverse
following the return pointer.

Note that the correctness of concurrent searches can be guar-
anteed by the in-header Depth value, which indicates the start
position for matching the current key. A concurrent search
READs the parent node and then the child node. Therefore, there
are two situations of read-write conflicts. First, the READ of the
parent node occurs after the CAS of the parent slot ( 1⃝), while
the READ of the child node occurs before the CAS of the split
header ( 2⃝). In this situation, redundant in-header partial keys
are read, which does not affect the correctness. Second, the for-
mer READ occurs before the former CAS ( 1⃝), while the latter
READ occurs after the latter CAS ( 2⃝). In this case, the reader
re-reads the parent slot if finding partial keys missing according
to the Depth value.

Node type switch. To avoid copy-on-write (COW) over-
head and additional cache coherence introduced by out-of-place
updates (Challenge 1), we conduct an in-place node type switch.
This is feasible thanks to the homogeneous adaptive internal
node design (§ 4.4.1). To be specific, we pre-allocate the con-
tiguous space of NODE_256 on MNs for each internal node. This
consumes a little additional memory but enables lock-free oper-
ations during the node type switch. When neither a matching
partial key nor an empty slot is found in the current internal
node, the client can try to CAS the following empty slots one by
one, whose addresses are behind the node ( 1⃝) as shown in Fig-
ure 4.6e. After a successful CAS, the current best-fit node type
can be determined by the index of the newly inserted slot. The
client then tries to update the two old Typenode values (on the
header and the parent slot) with the new one via two concurrent
CASes ( 2⃝), making the newly inserted leaf visible by subsequent
search. If both CASes succeed or fail with return values contain-



CHAPTER 4. RANGE INDEX DATA STRUCTURE 100

ing Typenode values larger than or equal to the expected one,
the node type switch is finished. Otherwise, the client retries
the CASes.

In-place leaf update. To update a leaf node, the client first
acquires the rear embedded lock in the leaf node. It then WRITEs
back the updated leaf node with the re-calculated checksum and
the unset lock, after which the in-place leaf update is finished
with the lock properly released.

RDMA-related Optimizations

To further optimize performance on DM, SMART adopts the
following RDMA-related optimizations [96].

Inline write. For small-sized WRITE (e.g., writing internal
nodes smaller than NODE_16 or leaf nodes), the INLINE flag is
set, enabling the RNIC to encapsulate payload into the work
queue entry (WQE) and thus reducing PCIe overhead.

Unsignaled verbs. As for writing commands allowing asyn-
chronous execution (e.g., CAS of the header during header split),
SMART unsets the SIGNALED flag to reduce the overhead of
polling RDMA completion queues.

Doorbell batching. If a client issues multiple WQEs to the
same queue pair (e.g., to the same MN), a doorbell batching is
conducted to reduce PCIe overhead.

4.4.2 Read Delegation and Write Combining

We propose a read-delegation and write-combining (RDWC)
technique on DM to eliminate inter-client redundant I/Os in
terms of reads and writes, respectively.

Hash-based local locks. The inter-client redundant I/Os
on each CN occur among the concurrent read and write oper-
ations on the same key or address. Therefore, computing-side
local locks are needed to collect the concurrent operations.
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Figure 4.7: The processes of the read delegation and the write combining on
SMART respectively.

We maintain the local locks in each CN as a table, similar to
the local lock table of HOCL in Sherman [201]. However, unlike
Sherman, which maintains each local lock for a coarse-grained
global lock, SMART maintains each local lock for a key (i.e.,
fine-grained leaf node). It is challenging to store all such locks
in each limited computing-side memory. To address this, we use
hash-based local locks, where a lock corresponds to a set of keys
with the same hash value.

We dynamically maintain a unique key in each local lock
to solve the hash-conflict problem of our hash-based scheme.
Specifically, the first client who acquires a local lock successfully
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will record its target key as the unique key of this local lock. The
subsequent clients who fail to acquire this local lock will conduct
a hash-conflict check by comparing their target key with the
unique key. If the target key is exactly the same as the unique
key, the client can be involved in the read delegation or write
combining. Otherwise, a hash conflict is found, and the client
should execute a normal remote read or write on its own for
correctness. The unique key is freed when the first client releases
the local lock.

Read delegation. To reduce inter-client redundant I/Os for
reads, a delegation client can be elected on each CN to execute
the same read, and then share its READ result with other waiting
clients. The first client who acquires the local lock successfully
is the delegation client and the subsequent clients who fail to ac-
quire the lock are the waiting clients. The relationship between
the delegation client and the waiting clients is similar to that
between the first cache miss and the subsequent delayed cache
hits in the cache system [22].

We implement this as shown in Figure 4.7a. After acquiring
the corresponding local lock successfully, the delegation client
records its target key as the unique key and then conducts the
remote tree search (i.e., including cache search, tree traversal,
and leaf node read), which is the time window of read delegation
( 1⃝). During the time window, the subsequent clients failing
to acquire the local lock first execute the hash-conflict check
by comparing their target key with the unique key. If a hash
conflict is found, the client executes a normal tree search by
itself ( 2⃝). Otherwise, it pushes itself into a read-waiting queue
and waits for the search result from the first client ( 3⃝). Finally,
the delegation client shares its search result with the waiting
clients and releases the local lock.

Write combining. Write combining (WC) is a normal tech-
nology in modern processors [53]. When a processor intends to
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issue multiple writes to the same memory region in a small time
window, it combines the writes into a single burst write so as
to save the system bus bandwidth. This idea, also known as
write coalescing, is applied to many storage systems [91, 116].
Inspired by this, we find it feasible to conduct a WC on each
CN. When clients intend to make several concurrent key-value
writes to the same memory-side key or address, they can com-
bine the writes into a single consensus write so as to save the
network bandwidth and the limited IOPS of RNICs.

We implement WC on DM as shown in Figure 4.7b. A client
that succeeds in acquiring the corresponding local lock first
records its target key as the unique key and writes its new value
into the write combining buffer (WCB), and then conducts the
remote tree insert or update ( 1⃝). Differently, the time window
of write combining is the former partial period of tree insert or
update (i.e., cache search, tree traversal, and lock acquirement
on leaf node). After that, the client reads the combined con-
sensus result from WCB and then makes a RDMA_WRITE to write
back the result and release the remote lock. Finally, the client
releases the local lock. During the write-combining time win-
dow, the subsequent clients first perform the same hash-conflict
check. If a hash conflict is found, the client performs a normal
tree insert or update on its own ( 2⃝). Otherwise, it first writes
its expected value into the WCB (with local lock-based concur-
rency control), making the value visible to the first client. Then
the client pushes itself into a write-waiting queue to wait for the
completion of the remote write ( 3⃝).

Put together. Naively putting read-delegation and write-
combining together may introduce incorrect read results when a
client reads a key-value object after writing it. Specifically, the
latter read may be delegated by a client whose read happens
before the write operation. In this case, the old value (i.e.,
the value of the item before the client’s write) is returned to
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the read operation that happens after the write, breaking the
causality of the read and write. We use the same time window
for read-delegation and write-combining to address this issue.
In this way, the write and read operations with causal relations
are included in two non-overlapped time windows, and thus, the
above issue can be avoided. To achieve this, we let readers and
writers operating on the same key fairly acquire the same local
lock, where the winner decides the time window. Each local
lock is associated with two waiting queues, i.e., a read queue
and a write queue, so as to conduct read delegation and write
combining exclusively and concurrently. In our implementation,
4M 32-bit local locks are sufficient on each CN, consuming only
nearly 3% of cache size.2

4.4.3 ART Cache

ART-indexed cache. To reduce remote access during tree
traversal, a memory-efficient ART-indexed cache is designed on
each CN to store partial internal nodes of SMART. To be spe-
cific, utilizing the feature that each radix tree node (excluding

2Note that with N clients in each CN, there are at most N dynamically-allocated WCBs
and unique keys at the same time, whose memory consumption (i.e., size of N key-value
items) is negligible.
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header) can be uniquely identified by a key prefix, we adopt a
local ART on each CN to index the cached internal nodes. As
shown in Figure 4.8, each leaf node (i.e., cache entry) of the
local ART contains the snapshot of a traversal context (i.e., the
content of an internal node being read from MNs, the Depth

value, and the address of the node).
There are two situations the cache may be invalidated. First,

a node in the disaggregated memory pool may no longer be the
child of the cached parent node, which happens on leaf split
and header split. We use the reverse pointer in each internal
and leaf node to check if the current node is still the child of
the cached parent node. Second, the node type of each internal
node can change when continuously inserting the node. We also
need to get the correct node type since otherwise we may fail to
find newly inserted objects. We use the Typenode field in each
node to detect node type changes.

4.4.4 Operations

All operations first search in the cache for the deepest slot that
is matched by the prefix of the target key. If none of the cached
slots hits, start the traversal from the tree root slot.

Search. The client first reads the node according to the slot,
after which a reverse check is conducted to check if the cache
entry expires. If yes, invalidate the cache entry and retry this
search. As for a leaf node being read, the target item is found
if its key is the same as the target key. Otherwise, it does not
exist. As for an internal node, if all the in-header partial keys
are matched, and the next target partial key can be found in a
slot, read the next node along the child pointer in the slot and
repeat the process. Otherwise, the target item does not exist.

Insert/Update. The client first reads the node and con-
ducts a reverse check like the search. After that, as for a
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leaf node, if its key is the same as the target key, execute an
in-place leaf update. Otherwise, a leaf split is needed. As
for an internal node, if a mismatching for the in-header par-
tial keys is found, conduct a header split. Otherwise, turn to
search among the slots. If the current target partial key can
be found in a slot, read the next node along the corresponding
child pointer in the slot and start the process again. Otherwise,
conduct a normal insert with the next empty pointer slot. If
no empty slot can be found, a node type switch is needed.

Delete. Delete operations have a similar process as insert
operations. A normal delete clears the slot pointing to the target
leaf node via RDMA_CAS and unsets the V alid bit of the deleted
leaf node. Opposite operations of leaf split and header split
are conducted for path compression.

Scan. At each level of traversal, the client conducts paral-
lel RDMA_READs to fetch all nodes inside the target key range.
For each RDMA_READ, the client processes the node being read in
the same way as the search operation, with an additional com-
parison between partial keys and target key range to exclude
unwanted concurrent search paths. Like many other existing
tree indexes [229, 201] on DM, SMART does not guarantee the
scan is atomic with concurrent insert or update operations.

4.4.5 Discussion

Support for variable-sized keys and values. SMART cur-
rently supports fixed-sized keys and values. For variable-sized
keys and values, the optimizations of update-in-place leaf node
and rear embedded lock in SMART are no longer applicable. In-
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stead, SMART can use the RCU scheme to out-of-place update
the leaf node to support variable-sized keys and values. The
search, insert, and delete operations on variable-sized key-value
items are the same as those on fixed-sized ones.

As for the leaf node structure, SMART can follow the design
in RACE [230]. As shown in Figure 4.9, the leaf node includes
a Lenkey field and a Lenval field, which indicate the sizes of
Key and V alue. SMART can use the 7-bit Lenleaf field in the
parent slot and a pre-configured length_unit value to indicate
the length of the leaf node. The maximum length of a leaf
node is 27 · length_unit. When a key-value item exceeds the
maximum length, SMART can store the remaining content in a
second key-value block linked to the leaf node.

Generality of techniques in SMART. Some techniques
in SMART can also be applied to other kinds of indexes. Par-
ticularly: 1) The RDWC technique can benefit any tree indexes
since it is transparent to the lower-level index structures. When
applied to other index structures, it brings about the same per-
formance improvement as applied to ART. 2) The ART cache
can benefit any radix-tree-based indexes. It is designed to re-
duce operation latency and handle the cache validation problems
caused by ART’s features. 3) The rear embedded lock can be
adopted in any lock-based structures on DM to save one RTT.

The first lock-free ART design. A pure lock-free ART
can be formed with the lock-free node design in Figure 4.5a and
a lock-free leaf node design with a traditional RCU scheme. To
the best of our knowledge, this is the first lock-free ART design.
In our implementation, SMART can degenerate into the pure
lock-free ART by disabling the optimizations of update-in-place
leaf node and rear embedded lock.
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4.5 Evaluation

4.5.1 Experimental Setup

Testbed. We run all experiments on 16 nodes (16 CNs and
2 MNs)3 on the Clemson cluster of CloudLab [57]. Each node
has two 36-core Intel Xeon CPUs, 256GB of DRAM, and one
100Gbps Mellanox ConnectX-6 RNIC. Each RNIC is connected
to a 100Gbps Ethernet switch. Each MN owns 64GB DRAM
and 1 CPU core for network connection and memory allocation.
Each CN owns 4GB DRAM and 64 CPU cores, where each core
serves as a client. The MNs register memory with huge pages
to reduce page translation cache misses of RNICs [55].

Workloads. Without explicit mention, we use the index
microbench [204] to generate YCSB [50] workloads like previous
work [105, 26, 137]. We evaluate SMART with 6 YCSB core
workloads: A (50% read, 50% update), B (95% read, 5% up-
date), C (100% read), D (latest-read, 95% read, 5% insert), E
(95% scan accessing up to 100 items, 5% insert) and an addi-
tional LOAD (100% insert) workloads, using the default Zipfian
distribution for all workloads except for YCSB LOAD and D.
For most workloads, we test 2 key types, i.e., integer (8-byte)
and string (32-byte). For string workloads, we use 125 million
publicly available email addresses [70] and conduct a common
pre-processing (i.e., swap username and domain fields of email
addresses) like previous work [204, 136, 120]. We use 8-byte val-
ues consistent with prior work [201, 206, 136, 144, 98, 26]. For
each workload, we populate 60 million keys before conducting
60 million operations, except for the LOAD test.

Comparisons. We compare SMART with two state-of-the-
art tree indexes, i.e., Sherman [201] and ART [120]. We use
the default configuration of Sherman (e.g., a span size of 32
for long key) with all optimizations enabled (e.g., on-chip mem-

3Like Sherman [201], we make two nodes act as both CN and MN.
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Figure 4.10: The performance comparison of tree indexes on DM under YCSB
workloads of integer keys.

ory). Since ART is not designed for DM, we port it to DM by
re-implementing it from scratch (as mentioned in § 4.3), includ-
ing its synchronization design (i.e., ROWEX [121]). For better
baseline performance, we apply the HOCL of Sherman to ART
and any other baselines of SMART. Coroutines are used in each
client to hide RDMA polling overhead.

4.5.2 Performance Comparison

Figures 4.10 and 4.11 present the throughput-latency curves of
the three indexes with integer and string keys respectively, us-
ing various numbers of clients (16 at least and 896 at most,
evenly distributed across 16 CNs). Without loss of generality,
we discuss the performance of integer keys in the following.

Search-only workload (YCSB C). For the YCSB C work-
load, SMART outperforms Sherman by 2.8× due to no leaf read
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Figure 4.11: The performance comparison of tree indexes on DM under YCSB
workloads of string keys.

amplification, as mentioned in § 4.3. Moreover, it outperforms
ART by 1.2× due to the read delegation mechanism for reduc-
ing redundant I/Os. It is worth noting that SMART achieves
up to 96M requests per second, which breaks through the total
IOPS upper bound of memory-side RNICs (about 90 Mops in
total with the two MNs). This is because the read delegation
can perform concurrent duplicated reads with only one dele-
gated read. Besides, the similar P99 latency of SMART and
ART shows that the read delegation causes near-zero overhead.

Insert workload (YCSB LOAD, D). For the YCSB
LOAD workload, SMART outperforms Sherman and ART by
1.6×, 1.5× in throughput and achieves 1.4×, 1.5× lower P99
latency respectively. This can be attributed to the design of
the lock-free internal nodes. Specifically, both Sherman and
ART have low throughput and high latency due to the node-
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Figure 4.12: The scalabil-
ity of tree indexes under the
YCSB A workload of integer
keys.

Figure 4.13: The performance of scan
under the YCSB E workload of integer
keys with different value sizes.

grained locks, which introduce additional RTTs with frequent
lock-fail retries, thus wasting the limited IOPS of RNICs in
write-intensive scenarios (i.e., 50% insert). Interestingly, with
string workloads, the latency of ART becomes much worse since
the smaller set of string partial keys (e.g., alphanumeric charac-
ters) aggravates concurrency conflicts.

For the YCSB D workload, SMART achieves 2.4× and 1.4×
higher throughput and 1.1× and 1.8× lower P99 latency, com-
pared with Sherman and ART respectively. With fewer write
conflicts (i.e., only 5% insert), read and write amplifications be-
come the main reason for the poor performance of Sherman.
ART still has a high tail latency since concurrent writes cause
cache misses, leading to remote tree traversals and thus contin-
uous lock operations on the remote tree.

Update workload (YCSB A, B). Compared with Sher-
man and ART, SMART gains 6.1× and 3.4× improvement in
throughput and 1.4× and 1.3× reduction in latency for YCSB
A, and achieves 2.4× and 1.8× higher throughput and 1.1× and
1.7× lower P99 latency for YCSB B, respectively.

Unlike the insert workload, YCSB A and B follow a Zipfian
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distribution of skewness 0.99, indicating a high amount of up-
date concurrency conflicts. Consequently, Sherman performs
poorly with YCSB A due to its coarse-grained, lock-based con-
currency control. ART performs better than Sherman since up-
date operations do not modify the partial key fields and thus
do not need to acquire locks. However, the out-of-place up-
date scheme used by ART causes cache thrashing, resulting in
huge cache-miss overhead and thus much higher latency than
SMART. Note that the cache thrashing also impacts search per-
formance, leaving a poor performance of ART on YCSB B (with
only 5% update). As shown in Figure 4.12, ART experiences
performance collapse with increasing clients due to severe cache
thrashing. In contrast, SMART shows excellent scalability due
to the cache-friendly in-place leaf node design and fine-grained
concurrency control.

Scan workload (YCSB E). We evaluate the performance
of scan operations with 128 clients using varying value sizes as
shown in Figure 4.13. For a small value size (e.g., 8 bytes),
SMART shows poorer performance than Sherman since the small-
sized leaf nodes saturate the memory-side IOPS upper bound,
which is an inherent shortcoming of radix trees. However, for a
value size larger than 64 bytes, which is common in real-world
workload [215, 21], the scan performance of Sherman becomes
worse than SMART since the large-sized leaf nodes rapidly sat-
urate the bandwidth bottleneck.

4.5.3 Factor Analysis for SMART Design

Figure 4.14 presents the factor analysis on SMART. We start
with the naive ART and apply each proposed technique one by
one. We use 16 CNs (each launches 24 clients) and integer keys
for experiments in this section.

+ Lock-free internal node. The lock-free internal nodes
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mainly contribute to the insert workload. With YCSB LOAD,
it brings 1.5× improvement in throughput and 1.8×/1.4× re-
duction in P50/P99 latency. Unlike ROWEX, lock-free internal
nodes eliminate expensive lock overhead during insertion and
thus improve performance.

+ Update-in-place leaf node. The in-place update scheme
mainly contributes to the update workload. It achieves 1.5× im-
provement in throughput and 1.4×/1.7× reduction in P50/P99
latency with YCSB B. The in-place update scheme alleviates
the cache coherence problem, as the addresses of the cached leaf
nodes never expire until being deleted.

+ Rear embedded lock. The rear embedded locks further
optimize the in-place update scheme. It eliminates the lock-
releasing overhead, saving one RTT during each update. With
YCSB A, it improves throughput by 3.0× and reduces tail la-
tency by 11.3×.

+ Read delegation. The read delegation mechanism con-
tributes to the search workload. It brings 1.1× throughput im-
provement and 1.3× tail latency reduction with YCSB C. It
eliminates superfluous reads and thus saves network I/O con-
sumption, so as to support more client requests.

+ Write combining. The write-combining mechanism con-
tributes to write-intensive workloads. It improves the through-
put by 1.1× and reduces tail latency by 1.3× with YCSB A.

As the RDWC technique can reduce concurrency conflicts
similar to HOCL, we compare their efficiency by applying them
on SMART respectively. As shown in Figure 4.15, when ap-
plying the primitive HOCL design, SMART shows poor perfor-
mance with an average of 0.76 lock-fail retry count, due to the
limited on-chip memory space (128MB per RNIC in our evalu-
ation) with only 2 MNs, which is insufficient for a large number
of fine-grained locks. With E-HOCL (i.e., integrating the rear
embedded lock technique into HOCL), SMART achieves much
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Figure 4.14: The factor analysis of overall performance on SMART.

better performance with an average of 0.29 lock-fail retry count.
However, despite the optimization, HOCL still shows lower im-
provement efficiency than RDWC, which can introduce a 26.2%
higher throughput. This is because RDWC saves not only the
lock overhead but also the superfluous bandwidth consumption
of reads and writes.

As the design of RDWC is transparent to the lower-level in-
dex structures, it will lead to the same amount of performance
improvements on Sherman, i.e., 1.3× and 1.1× under write-
intensive and read-only workloads (Figure 4.14). After applying
RDWC to Sherman, SMART can still achieve 4.7× (= 6.1/1.3)
higher throughput under write-intensive workloads and 2.5×
(= 2.8/1.1) higher throughput under read-only workloads.

Cache-related techniques. Some cache-related techniques
contribute to cache efficiency: 1) Homogeneous adaptive
internal node. Due to the homogeneous adaptive internal
node design, more fine-grained and flexible adaptive nodes are
available, saving cache space with smaller sizes of cached nodes.
2) ART-indexed cache. Compared with a traditional hash-
based compute-side cache, the ART cache can efficiently save



CHAPTER 4. RANGE INDEX DATA STRUCTURE 115

Figure 4.15: Comparison of
HOCL, E-HOCL, and RDWC
under the YCSB A workload.

Figure 4.16: Cache efficiency of SMART un-
der the YCSB C workload of string keys
with different cache sizes.

memory since key prefixes are no longer stored repeatedly. As
shown in Figure 4.16, after applying the above two techniques
one by one, SMART achieves an increasing cache hit ratio and
overall throughput under each specific limited cache size.

4.5.4 Sensitivity

Skewness. Figure 4.17a shows the performances of different
tree indexes on a generated Zipfian workload [126] (50% search +
50% update) with various skewness. SMART performs best un-
der both slightly and highly skewed workloads. Sherman shows
a good performance in slightly skewed workloads while having
the poorest performance in highly skewed workloads because of
its coarse-grained lock-based concurrency control design. ART
performs better than Sherman in highly skewed workloads due to
the lock-free RCU scheme but performs worst in slightly skewed
workloads due to cache thrashing. Note that the RDWC in
SMART does not benefit the overall throughput since the net-
work bandwidth is unsaturated. As the Zipfian skewness grows
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(a) Skewness. (b) Key size. (c) Value size.

Figure 4.17: The sensitivity analysis.

from 0.5 to 0.99, the performance of ART and SMART decreases
by the same multiple (2.6×), and thus their performance gap is
reduced. The performance of Sherman decreases by 7.4×, indi-
cating the poor efficiency of coarse-grained lock-based design.
Key-value sizes. Figures 4.17b and 4.17c show the impact of
key size and value size on the performances of the three tree
indexes under YCSB C with sufficient caches. As the key size
grows from 8 to 256 bytes, SMART and ART show a slight
performance decline (1.3×), while Sherman experiences a rapid
drop in performance (14×). As the value size grows from 8
to 1024 bytes, the performance declines of SMART, ART, and
Sherman are 3.1×, 3.4×, and 64×, respectively. This is be-
cause, during each search, Sherman needs to fetch the whole
leaf node, whose size grows with key and value size, causing the
rapidly increasing consumption of network bandwidth. On the
contrary, SMART and ART only need to fetch the fine-grained
small-sized leaf node. Thus, they are not bounded by the net-
work bandwidth bottleneck, showing a stable performance with
varying key sizes and value sizes. The performances of ART and
SMART are close since the read delegation in SMART does not
benefit the throughput under the unsaturated network. This is
consistent with the results shown in Figure 4.10d.
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4.6 Related Work

Attracted by the high performance of RDMA, there are increas-
ing studies focusing on building RDMA-based tree data struc-
tures [229, 201, 5, 144, 176]. Many of them are built on top
of RDMA-based remote procedure calls (RPCs) [144, 176]. Un-
fortunately, these approaches are infeasible for disaggregated
memory due to the asymmetric compute capabilities on com-
pute and memory nodes. Specifically, the CPUs on the memory
nodes are too weak to execute index traversal and modifications
on the data path.

Two tree data structures built on DM relate most to SMART,
i.e., FG [229] and Sherman [201]. FG, designed as a B-link tree,
is the first index that completely leverages one-side RDMA verbs
for write operations. Sherman is the state-of-the-art B+ tree in-
dex with several RDMA-friendly software techniques. However,
constrained by the structure of the B+ tree, both approaches
suffer from low suboptimal throughput and early latency deteri-
oration due to I/O size amplifications. SMART proposes to use
radix trees as range indexes on DM to address the severe I/O
size amplifications of B+ trees.

Moreover, extending RDMA interfaces is another approach
to designing tree indexes on DM. They offload index write op-
erations into memory-side NICs via SmartNICs or other cus-
tomized hardware [5, 31, 68, 105, 129, 174, 181]. However, they
all rely on dedicated hardware. To the best of our knowledge,
SMART is the first radix tree index on DM that achieves high
performance with commodity RNICs.

4.7 Summary

This chapter presents our design and implementation of a high-
performance range index data structure tailored for DM. We in-
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novatively propose to use radix trees as range indexes to reduce
I/O size amplifications. We further address the challenges in
concurrency control and I/O number amplifications with a hy-
brid concurrency control scheme and a read delegation and write
combining scheme. Our evaluation results show that SMART
outperforms the existing approaches by up to 6.1× under write-
intensive workloads and 2.8× under read-only workloads.

2 End of chapter.



Chapter 5

Efficient Fault Tolerance
Algorithms

Outline

Achieving reliability on disaggregated memory (DM)
is challenging since the isolated failures introduce
more complicated failure situations. Existing memory-
disaggregated storage systems maintain critical meta-
data on monolithic servers, simplifying failure handling
by directly adopting existing fault-tolerance algorithms.
However, they suffer from suboptimal cost-efficiency due
to the adoption of monolithic metadata servers. We pro-
pose to bring disaggregation also to metadata manage-
ment and design DM-native fault tolerance algorithms
to achieve both reliability and high performance. Unfor-
tunately, existing fault tolerance algorithms suffer from
suboptimal performance due to their I/O amplifications
and reliance on the weak compute power in the mem-
ory pool. This chapter introduces FUSEE, the first
fully memory-disaggregated storage system with high-
performance replication and logging algorithms to effi-
ciently handle the complex failure situations on DM.

119
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5.1 Introduction

Reliability is a critical aspect for in-memory storage systems [77,
187, 217]. However, the hardware failure isolation provided by
disaggregated memory (DM) becomes a double-edged sword.
On the one hand, DM isolates the failures of CPU and memory
from a single monolithic server, e.g., CPU failures in compute
nodes (CNs) no longer lead to the unavailability of data on mem-
ory nodes (MNs). Reliability can be potentially improved if the
failures can be handled separately. On the other hand, isolated
failures between compute and memory introduce more complex
failure situations, e.g., MN failures cause data loss and affect
the request processing of client applications (clients) on CNs.
Existing fault tolerance algorithms become insufficient to deal
with the decoupled failures and resources, making it challenging
to achieve reliability with high performance.

Existing work [192] adopts a semi-disaggregated design that
stores objects in the memory pool but retains metadata, i.e.,
shared system states that can affect correctness, managed on
monolithic metadata servers. The metadata server is also repli-
cated with state machine replication [154, 7] to ensure high avail-
ability and strong consistency for the critical shared metadata,
i.e., index and memory management data structures. Data, i.e.,
key-value (KV) objects, are also replicated on multiple MNs to
avoid data loss under MN failures. While this design can han-
dle the failures correctly, many additional resources have to be
exclusively assigned to the metadata servers to prevent it from
becoming a performance bottleneck [41, 211, 167], compromising
the resource efficiency of DM.

To achieve better cost-efficiency, it is critical to bring dis-
aggregation to metadata management, i.e., storing metadata in
the memory pool and directly managing them with clients in the
compute pool. However, it is non-trivial to achieve such a fully
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memory-disaggregated design due to the following challenges.
1) Replicating the shared index. Memory-disaggregated stor-

age systems typically adopt hash indexes to organize KV ob-
jects. The hash index data structure is shared by all clients
in the compute pool to execute data access requests. Memory-
disaggregated storage systems have to replicate the index data
structure on multiple MNs to avoid index loss under MN failures.
Existing replication algorithms for shared data, e.g., state ma-
chine replication [154, 147, 101, 194] and shared register proto-
cols [133, 30, 23], assumes that the data are exclusively managed
by the same CPUs that execute data access requests. They heav-
ily rely on the CPUs to resolve conflicts and achieve strong con-
sistency. However, they are infeasible on DM since the shared
index is stored on MNs while requests are executed on CNs.
Meanwhile, simply employing consensus protocols [154, 115, 147]
or remote locks [192] on CNs suffer from poor performance and
scalability due to their severe I/O amplifications and lock con-
tentions [213, 20, 39, 201].

2) Metadata corruption under client failures. For existing
semi-disaggregated storage systems, failures in CNs do not af-
fect metadata because the CPUs of monolithic metadata servers
exclusively modify metadata. However, clients directly access
and modify metadata on memory nodes in the fully memory-
disaggregated setting. As a result, client failures can leave par-
tially modified metadata accessible by others, compromising the
correctness of the entire KV store.

We propose FUSEE, a fully disaggregated storage system to
address the above challenges. First, to replicate the shared in-
dex data structure with high performance and strong consis-
tency, FUSEE proposes the SNAPSHOT replication protocol.
SNAPSHOT reduces the number of sequential I/O operations
with a broadcast-based write protocol and efficiently resolves
concurrency conflicts with simple yet efficient rule-based con-
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flict resolution. Besides, to deal with the metadata corruption,
FUSEE adopts an embedded operation log scheme to recover
clients’ partially executed operations. The embedded operation
log reduces the additional I/O on the critical path for log main-
tenance by reusing the memory allocation order and embedding
log entries in KV objects.

We implement FUSEE from scratch and evaluate its perfor-
mance using both micro and YCSB benchmarks [50]. Compared
with Clover and pDPM-Direct [192], two state-of-the-art semi-
disaggregated storage systems, FUSEE achieves up to 4.5 times
higher overall throughput and exhibits lower operation latency
with less resource consumption. The code of FUSEE is available
at https://github.com/dmemsys/FUSEE.

In summary, this chapter makes the following contributions:

• A fully memory-disaggregated storage system that achieves
reliability with high performance.

• A client-centric replication protocol that uses conflict reso-
lution rules to enable clients to collaboratively resolve con-
flicts. The protocol is verified with TLA+ [114] for safety
and the absence of deadlocks under crash-stop failures.

• An embedded operation log scheme to recover the cor-
rupted metadata with low log maintenance overhead.

• The implementation and evaluation of FUSEE to demon-
strate the efficiency and effectiveness of our design.

5.2 Background and Motivation

5.2.1 Semi-Memory-Disaggregated Storage System

Clover [192] is a state-of-the-art storage system built on DM.
It adopts a semi-disaggregated architecture that separates data
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Figure 5.1: Two architectures of memory-disaggregated storage systems. (a)
The semi-disaggregated architecture (Clover [192]). (b) The fully disaggre-
gated architecture proposed in this work.

and metadata to lower the ownership cost and prevent the com-
pute power of data nodes from becoming the performance bot-
tleneck. As shown in Figure 5.1a, Clover deploys clients on
CNs and stores KV objects on MNs. It adopts additional mono-
lithic metadata servers to manage the metadata, including mem-
ory management information (MMI) and the hash index. For
SEARCH requests, clients look up the addresses of the KV objects
from metadata servers and then fetch the data on MNs using
RDMA_READ operations. For INSERT and UPDATE requests, clients
allocate memory blocks from metadata servers with RPCs, write
KV objects to MNs with RDMA_WRITE operations, and update the
hash index on the metadata servers through RPCs. To prevent
clients’ frequent memory allocation requests from overwhelming
the metadata servers, clients allocate a batch of memory blocks
one at a time and cache the hash index locally. As a result,
Clover achieves higher throughput under read-intensive work-
loads with less resource consumption.
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However, the semi-disaggregated design cannot fully exploit
the resource efficiency of DM due to its monolithic-server-based
metadata management. On the one hand, monolithic metadata
servers consume additional resources, including CPUs, memory,
and RNICs. On the other hand, many compute and memory re-
sources have to be reserved and assigned to the metadata server
of Clover to achieve good performance due to the CPU-intensive
nature of metadata management [41, 211, 167]. To show the re-
source utilization issue of Clover, we evaluate its throughput
with 2 MNs, 64 clients, and a metadata server with different
numbers of CPU cores. We control the number of CPU cores
by assigning different percentages of CPU time with cgroup [37].
As shown in Figure 5.2, Clover has a low overall throughput with
a small number of CPU cores assigned to its metadata server. At
least six additional cores have to be assigned until the metadata
server is no longer the performance bottleneck.

To attack the problem, FUSEE enables clients to directly
access and modify the hash index and manage memory spaces
on MNs with a fully disaggregated design, as shown in Fig-
ure 5.1b. Compared with Clover, resource efficiency can be im-
proved because client-side metadata management eliminates the
additional metadata servers. The overall throughput can also
be improved because the computation bottleneck of metadata
management no longer exists.

5.3 Challenges

This section elaborates on the challenges of constructing a fully
memory-disaggregated storage system, i.e., index replication and
metadata corruption.
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5.3.1 Client-Centric Index Replication

The index must be replicated to prevent data loss on MN fail-
ures. Strong consistency, i.e., linearizability [83], is the most
commonly adopted correctness standard for data replication be-
cause it reduces the complexity of implementing upper-level ap-
plications [30, 6, 40]. Linearizability requires that operations on
an object appear to be executed in some total order that respects
the operations’ real-time order [83]. The key challenge of achiev-
ing a linearizable replicated hash index under the fully memory-
disaggregated setting comes from the client-centric computation
nature of DM.

First, existing replication methods are not applicable in the
fully memory-disaggregated setting due to their server-centric
nature. State machine replication (SMR) [154, 147, 101, 194,
190, 135, 152] and shared register protocols [30, 133] are two ma-
jor replication approaches that can achieve strong consistency,
i.e., linearizability [83]. However, both approaches are designed
with the assumption that a data replica is exclusively managed
by the CPUs that execute data access and modification requests.

SMR considers the CPUs and the data replica as a state ma-
chine and achieves strong consistency by forcing the state ma-
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chines to execute deterministic KV operations in the same global
order [154, 152]. They require strong server CPUs to reach a
consensus on a global operation order and apply state transition
to replicas. Besides, shared register protocols view the CPU and
the data replica as a shared register with READ and WRITE inter-
faces. Linearizability is achieved with a last-writer-wins conflict
resolution scheme [133] that forces a majority of shared registers
to always hold data with the newest timestamps. This approach
also heavily relies on server-side CPUs to compare timestamps
and apply data updates. The challenge with the server-centric
approaches is that in the fully memory-disaggregated scenario,
there is no such management CPU because all clients directly
access and modify the hash index with one-sided RDMA verbs.

Second, naively adopting consensus protocols or remote locks
among clients results in poor performance due to the amplified
number of I/O operations and high concurrency control over-
head on synchronizing requests. To show the performance issues
of consensus protocols and remote locks, we store and replicate
a shared object on two MNs and vary the number of concur-
rent clients. We use a state-of-the-art consensus protocol Dere-
cho [90] and an RDMA CAS-based spin lock to ensure the strong
consistency of the replicated object. As shown in Figure 5.3,
both Derecho and lock-based approaches exhibit poor overall
throughput and cannot scale with the growing number of con-
current clients.

5.3.2 Metadata Corruption

In fully memory-disaggregated storage systems, crashed CNs
can leave partially modified metadata and data accessible by
other healthy CNs. Since the metadata contains important sys-
tem states, metadata corruption compromises the correctness of
the entire system. Specifically, crashed clients may leave the in-
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Figure 5.4: The FUSEE overview (MMI, Index, and KV objects have multiple
replicas, i.e., R0, R1, and R2. R0 is the primary replica.).

dex in a partially modified state. Other healthy clients may not
be able to access data or even access wrong data with the cor-
rupted index. Moreover, crashed clients may allocate memory
spaces but not use them, causing severe memory leakage.

This problem is akin to the crash-consistency problem in file
systems [29, 158]. Existing file systems typically use write-ahead
logs to recover the corrupted metadata on recovery [104, 145].
However, existing logging algorithms introduce additional I/O
operations on the critical path of executing operations, resulting
in high operation latency.

5.4 The FUSEE Design

5.4.1 Overview

As shown in Figure 5.4, FUSEE consists of clients, MNs, and a
master. Clients provide SEARCH, INSERT, DELETE, and UPDATE
interfaces for applications to access KV objects. MNs store the
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Figure 5.5: The structure of an index replica.

replicated memory management information (MMI), hash index,
and KV objects. The master is a cluster management process
responsible only for initializing clients and MNs and recovering
data under client and MN failures.

FUSEE replicates both the hash index and KV objects to
tolerate MN failures. We adopt RACE hashing (Section 5.4.2)
as the index data structure and the two-level memory allocation
scheme proposed in the previous chapter to allocate and repli-
cate memory space on multiple MNs (Section 5.4.3). The SNAP-
SHOT replication protocol is proposed to enforce the strong con-
sistency of the replicated hash index (Section 5.4.4). Moreover,
FUSEE uses logs to handle the corrupted metadata under client
failures and adopts an embedded operation log scheme to re-
duce the log maintenance overhead (Section 5.4.5). Other opti-
mizations are introduced in Section 5.4.6 to further improve the
system performance.

5.4.2 RACE Hashing

RACE hashing is a one-sided RDMA-friendly hash index. As
shown in Figure 5.5, it contains multiple 8-byte slots, with each
storing a pointer referring to the address of a KV pair, an 8-bit
fingerprint (Fp), i.e., a part of the key’s hash value, and the
length of the KV object (Len) [230]. For SEARCH requests, a
client reads the slots of the hash index according to the hash
value of the target key and then reads the KV object on MNs
according to the pointer in the slot. For UPDATE, INSERT, and
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DELETE requests, RACE hashing adopts an out-of-place modi-
fication scheme. It first writes the KV object to the memory
pool and then modifies the corresponding slot in the hash index
atomically with an RDMA_CAS. Nevertheless, RACE hashing only
supports a single index replica.

5.4.3 Two-Level Memory Allocation

FUSEE adopts the two-level memory allocator scheme intro-
duced in Section 3.3.2 to allocate and replicate memory blocks
that hold KV objects.

The two-level memory allocation scheme shards the memory
space on MNs into 2 GB memory regions. FUSEE maps each
region to r MNs with consistent hashing, where r is the repli-
cation factor. Specifically, consistent hashing maps a region to
a position in a hash ring. The replicas are then stored at the r

MNs successively following the position and the primary region
is placed on the first of the r MN.

Allocating a memory space for a KV object happens before
writing the KV pair, as introduced in Section 5.4.2. A client
first allocates coarse-grained memory blocks by sending ALLOC
requests to MNs. On receiving an ALLOC request, an MN first al-
locates a memory block from one of its primary memory regions.
As introduced in Section 3.3.2, the two-level memory allocator
maintains a block allocation table for each region to record which
client allocates from the region. The MN then records the client
ID in the block allocation tables of both primary and backup
regions. The coarse-grained memory allocation information is
thus replicated on r MNs and can survive MN failures. Finally,
it replies to the calling client with the address of the replicated
memory blocks. Fine-grained allocation for KV objects is also
conducted with the client-side slab allocators.
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5.4.4 The SNAPSHOT Replication Protocol

In FUSEE, multiple clients concurrently read or write the same
slot in the replicated hash index to execute SEARCH or UPDATE
requests, as shown in Figure 5.6. To efficiently maintain the
strong consistency of slot replicas in the replicated hash index,
FUSEE proposes the SNAPSHOT replication protocol, a client-
centric replication protocol that achieves linearizability without
the expensive request serialization.

There are two main challenges to efficiently achieving lin-
earizability under the fully memory-disaggregated setting. First,
how to protect readers from reading incomplete states during
read-write conflicts. Second, how to efficiently resolve write-
write conflicts without introducing too many I/Os to serialize
all conflicting requests on the critical path.

To address the first challenge, SNAPSHOT splits the repli-
cated hash index into a single primary replica and multiple
backup replicas. Write conflicts are resolved in all backup repli-
cas before revising the primary slot. Hence, incomplete states
during write conflicts only appear on backup replicas and the
primary replica always contains the correct value. Readers can
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simply read the contents in the primary replica without per-
ceiving the incomplete states. To address the second challenge,
SNAPSHOT adopts a last-writer-wins conflict resolution scheme
similar to shared register protocols. SNAPSHOT leverages the
out-of-place modification characteristic of RACE hashing that
conflicting writers always write different values into the same
slot because the values are pointers referring to KV objects at
different locations. Three conflict-resolution rules are thus de-
fined based on the values written by conflicting writers in backup
replicas, which enable clients collaboratively to decide on a sin-
gle last writer under write conflicts.

Algorithm 1 shows the READ and WRITE processes of the SNAP-
SHOT replication protocol. Here we focus on the execution of
SNAPSHOT when no failure occurs and leave the discussion of
failure handling in Section 5.5. We call the slots in the primary
and backup hash indexes primary slots and backup slots.

For READ operations, clients directly read the values in the
primary slots with RDMA_READ. For WRITE operations, SNAP-
SHOT first resolves write conflicts by letting conflicting writers
collaboratively decide on a last writer with three conflict res-
olution rules and then let the decided last writer modify the
primary slot. Figure 5.6 shows the process that two clients si-
multaneously WRITE the same slot. The corresponding codes
and variables are shown in Algorithms 1 and 2.

Clients first read the value in the primary slot as vold ( 1⃝).
Then each client modifies all backup slots by broadcasting RDMA_CAS
operations to all backup slots ( 2⃝) with vold as the expected
value and vnew as the swap value. On receiving an RDMA_CAS,
the RNICs on MNs atomically modify the value in the target
slot only if vold matches the current value in the slot. Since all
writers initiate RDMA_CAS operations with the same vold and dif-
ferent vnews and all backup slots initially hold vold, the atomicity
of RDMA_CAS ensures that each backup slot can only be modified
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once by a single writer. As a result, the values in all backup
slots will be fixed after each of them has received one RDMA_CAS
from one writer 1. Meanwhile, since an RDMA_CAS returns the
value in the slot before it is modified, all clients can perceive the
new values in the backup slots ( 3⃝) through the return values
of the broadcast of RDMA_CAS operations. The return values are
denoted as v_list in Algorithm 1.

Algorithm 1 The SNAPSHOT replication protocol
1: procedure READ(slot)
2: v = RDMA_READ_primary(slot)
3: if v = FAIL then deal with failure
4: return v
5: procedure WRITE(slot, vnew)
6: vold = RDMA_READ_primary(slot)
7: v_list = RDMA_CAS_backups(slot, vold, vnew)
8: // Change all the volds in the v_list to vnews.
9: v_list = change_list_value(v_list, vold, vnew)

10: win = EVALUATE_RULES(v_list) ▷ The last writer returns the
winning rule while other writers return LOSE.

11: if win = Rule_1 then
12: RDMA_CAS_primary(slot, vold, vnew)
13: else if win ∈ {Rule_2, Rule_3} then
14: RDMA_CAS_backups(slot, v_list, vnew)
15: RDMA_CAS_primary(slot, vold, vnew)
16: else if win = LOSE then
17: repeat
18: sleep a little bit
19: vcheck = RDMA_READ_primary(slot)
20: if notified failure then goto Line 24
21: until vcheck ̸= vold
22: if vcheck = FAIL then goto Line 24
23: else if win = FAIL then
24: deal with failure
25: return

With v_list, SNAPSHOT defines the following three rules
1The process that all conflicting clients broadcast RDMA_CASes to modify backup slots

is just like taking a snapshot, which is why the replication protocol is named SNAPSHOT.



CHAPTER 5. EFFICIENT FAULT TOLERANCE ALGORITHMS 133

to let conflicting clients collaboratively decide on a last writer:

Rule 1: A client that has successfully modified all the
backup slots is the last writer.

Rule 2: A client that has successfully modified a majority
of backup slots is the last writer.

Rule 3: If no last writer can be decided with the former
two rules, the client that has written the minimal target
value (vnew) is considered as the last writer.

Algorithm 2 The rule evaluation procedure of SNAPSHOT
1: procedure evaluate_rules(v_list, slot, vnew, vold)
2: vmaj = The majority value in v_list
3: cntmaj = The number of vmaj in v_list
4: if FAIL ∈ v_list then
5: return FAIL
6: else if cntmaj = Len(v_list) then
7: return Rule 1 if vmaj = vnew else LOSE
8: else if 2 ∗ cntmaj > Len(v_list) then
9: return Rule 2 if vmaj = vnew else LOSE

10: else if vnew ̸∈ v_list then
11: return LOSE
12: vcheck = RDMA_READ(slot)
13: if vcheck = FAIL then
14: return FAIL
15: else if vcheck ̸= vold then
16: return FINISH
17: else if min(v_list) = vnew then
18: return Rule 3
19: return LOSE

The three rules are evaluated sequentially as shown in Al-
gorithm 2. Rule 1 provides a fast path when there are no
conflicting modifications. Rule 2 preserves the most successful
CAS operations to minimize the overhead of executing atomic
operations on RNICs when conflicts are rare [96]. Finally, Rule
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3 ensures that the protocol can always decide on the last writer.
To ensure the uniqueness of the last write, a client issues an-
other RDMA_READ to check if the primary slot has been modified
(Line 12, Algorithm 2) before evaluating Rule 3. If the pri-
mary slot has not been modified, then the RDMA_CAS_backups
(Line 7, Algorithm 1) of the client must happen before the last
writer modifies the primary slot. Hence, it is safe to evaluate
Rule 3 because the v_list must contain the value of the last
writer if it has already been decided. Otherwise, Rule 3 will
not be evaluated because the modification of the primary slot
means the decision of a last writer.

Relying on the three rules, a unique last writer can be decided
without any further network communications. For example, in
Figure 5.6, Client 1 is the last writer according to Rule 2. Client
1 then modifies the backup slots that do not yet contain its
proposed value using RDMA_CASes and then modifies the primary
slot. Other conflicting clients iteratively READ the value in the
primary slot and return success after finding the change in the
primary slot. The primary slot may remain unmodified only
under the situation when the last writer crashed, which will be
discussed in Section 5.5.

Correctness. The SNAPSHOT replication protocol guar-
antees linearizability of the replicated hash indexes with last-
writer-wins conflict resolution like shared register protocols [30,
133]. We demonstrate the correctness of SNAPSHOT using the
notion of the linearizable point of KV operations. A lineariz-
able point is a point when an operation atomically takes effect
in its invocation and completion [83]. For READ operations, the
linearizable point happens when it gets the value in the primary
slot. For WRITE operations, the linearizable point of the last
writer happens when it modifies the primary slot. Linearizable
points of other conflicting writers appear instantly before the
last writer modifies the primary slot. Conflicts between readers
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Figure 5.7: The organization of the embedded operation log.

and the last writer are resolved by RNICs because the last writer
atomically modifies the primary slot using RDMA_CAS operations
and readers access the primary slot using RDMA_READ operations.

Performance. SNAPSHOT guarantees a bounded worst-
case latency when clients WRITE the hash index. Under the sit-
uation when Rule 1 is triggered, 3 RTTs are required to finish
a WRITE operation. Under situations when Rule 2 or Rule 3 is
triggered, 4 or 5 RTTs are required, respectively.

5.4.5 Embedded Operation Log

Operation logs are generally adopted to repair the partially mod-
ified hash index incurred by crashed clients. Conventional op-
eration logs need to record a log entry for each KV request
that modifies the hash index. The log entries are written in
an append-only manner so that the order of log entries reflects
the execution order of KV requests. The recovery process can
thus find the crashed request and fix the corrupted metadata by
scanning the ordered log entries.

Constructing operation logs incurs high log maintenance over-
head on DM since writing log entries adds additional I/Os to the



CHAPTER 5. EFFICIENT FAULT TOLERANCE ALGORITHMS 136

UsedNext Pointer Op FieldOld Value
1 bit6 Byte 7 bit8 Byte

Log entryKV data

CRC
1 Byte

Object

Prev Pointer
6 Byte

Figure 5.8: The embedded log entry.

critical paths of KV requests. To reduce the log maintenance
overhead, FUSEE adopts an embedded operation log scheme that
embeds log entries into KV objects. The embedded log entry
is written together with its corresponding KV object with one
RDMA_WRITE operation. The additional RTTs required for per-
sisting log entries are thus eliminated.

However, by embedding log entries in KV objects, the execu-
tion order of KV requests cannot be maintained because the log
entries are no longer continuous. To address this problem, the
embedded operation log scheme reuses the memory allocation
order to reconstruct the operation execution order. As shown in
Figure 5.7, the two-level memory allocator maintains a free list
for each size class locally on each client side. FUSEE maintains
per-size-class linked lists in the memory pool to organize the
log entries of a client in the execution order of KV requests. A
per-size-class linked list is a doubly linked list that links all al-
located objects of the size class in the order of their allocations.
The object allocation order can reflect the execution order of
KV requests because all KV requests that modify the hash in-
dex, e.g., INSERT and UPDATE, need to allocate objects for new
KV pairs. For DELETE operations, FUSEE allocates a temporary
object recording the log entry and the target key and reclaims
the object on finishing the DELETE request. FUSEE stores the
list heads on MNs during the initialization of clients, which will
be accessed during the recovery process of clients (Section 5.5).

As shown in Figure 5.8, an embedded log entry is a 22-byte
data structure stored behind each KV object. It contains a 6-
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byte next pointer, a 6-byte prev pointer, an 8-byte old value, a
1-byte CRC, a 7-bit opcode, and a used bit. The next pointer
points to the next object of the size class that will be allocated
and the prev pointer points to the object allocated before the
current one. The old value records the old value of the primary
slot for recovery proposes. The CRC is adopted to check the
integrity of the old value under client failures. The operation
field records the operation type, i.e., INSERT, UPDATE, or DELETE,
so that the crashed operation can be properly retried during
recovery. The used bit indicates if an object is in use or free.
Storing the used bit at the end of the entire object can be used
to check the integrity of an entire object. This is because the
order-preserving nature of RDMA_WRITE operations ensures that
the used bit is written only after all other contents in the object
have been successfully written.

FUSEE efficiently organizes per-size-class linked lists by co-
designing the linked list maintenance process with the memory
allocation process. Since an object is always allocated from the
head of a local free list, the allocation order of each size class
is pre-determined. Based on the pre-determined order, for each
allocation, a client pre-positions the next pointer to point to the
free object in the head of the local free list and the prev pointer
to point to the last allocated object of the size class. Both the
next pointer and the prev pointer are thus known before each
allocation and the entire log entry can be written to MNs with
the KV pair in a single RDMA_WRITE.

Combined with the SNAPSHOT replication protocol, the ex-
ecution process is shown as follows. First, for each writer, a log
entry with an empty old value and CRC is written with the KV
object in a single RDMA_WRITE. Then, for the last writer of the
SNAPSHOT replication protocol, the old value is modified to
store the old value of the primary slot before the primary slot
is modified. For other non-last writers, the used bits in their
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corresponding KV log entries are reset to ‘0’ after finding the
modification of the primary slot.

5.4.6 Optimizations

Adaptive index cache. Index caching is widely adopted on
RDMA-based KV stores to reduce the number of I/O operations
spent on remote memory access [209, 207, 206, 192]. For a key,
the index cache caches the remote addresses of the replicated
index slots and the addresses of the KV objects locally. With
the cached addresses, UPDATE, DELETE, and SEARCH requests can
read KV objects in parallel with searching the hash index, re-
ducing an RTT on cache hits. To guarantee cache coherence,
an invalidation bit is stored together with each object, which is
used by clients to check whether the object is valid or invalid.
However, by accessing the index cache, invalid KV objects can
be fetched into clients, causing read amplification.

To attack the read amplification issue, FUSEE adaptively
bypasses the index cache by distinguishing read-intensive and
write-intensive keys. For each cached key, FUSEE maintains
an access counter and an invalid counter which increases by 1
each time the key is accessed or found to be invalid. A client
calculates an invalid ratio I = invalid counter

access counter for each cached key.
The index cache is bypassed when accessing a key with I >
threshold because the key is write-intensive and the cached key
address points to an invalid KV object with high probability.
The invalid ratio can adapt to workload changes, i.e., a write-
intensive key becomes read-intensive, since the access counter of
the key keeps increasing while the invalid counter stops. Besides,
the adaptive scheme does not affect the SEARCH latency for most
cases since only write-intensive keys bypass the cache.
RDMA-related optimizations. KV requests require multiple
remote memory accesses. FUSEE adopts doorbell batching and
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selective signaling [96] to reduce RDMA overhead. Figure 5.9
shows the procedures for executing different KV requests. Each
request consists of multiple phases with multiple network oper-
ations. For each phase, FUSEE adopts doorbell batching [96]
to reduce the overhead of transmitting network operations from
user space to RNICs and selective signaling to reduce the over-
head of polling RDMA completion queues. Consequently, each
phase only incurs 1 network RTT. For INSERT, DELETE, and
UPDATE requests, four RTTs are required in general cases. For
SEARCH requests, at most two RTTs are required and only one
RTT is required in the best case due to the index cache.

5.5 Failure Handling

Similar to existing replication protocols [101, 194], FUSEE relies
on a fault-tolerant master with a lease-based membership ser-
vice [78] to handle failures. The master maintains a membership
lease for both clients and MNs so that clients always know alive
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MNs by periodically extending their leases. The failures of both
clients and MNs can be detected by the master when they no
longer extend their leases. Master crashes are handled by repli-
cating the master with state machine replication [78, 190, 194].
We model check FUSEE with TLA+ [114] for safety and absence
of deadlocks under MN failures.

5.5.1 Failure Model

We consider a partially synchronous system where processes,
i.e., clients and MNs, are equipped with loosely synchronized
clocks [58, 78, 101]. FUSEE assumes crash-stop failures, where
processes, i.e., clients and MNs, may fail due to crashing and
their operations are non-Byzantine.

Under this failure model, FUSEE guarantees linearizable op-
erations, i.e., each KV operation is atomically committed in a
time between its invocation and completion [83]. All the objects
of FUSEE are available under an arbitrary number of client
crashes and at most r−1 MN crashes, where r is the replication
factor.

5.5.2 Memory Node Crashes

MN crashes lead to failed accesses to KV objects and hash
slots. The complication comes from the unavailable primary
and backup slots that affect the normal execution of index READ
and WRITE operations. FUSEE relies on the fault-tolerant mas-
ter to execute operations on clients’ behalves under MN failures.
We first introduce how clients READ/WRITE the replicated slots
under MN failures and then introduce the master’s operations.

When executing index WRITE under MN crashes, FUSEE al-
lows the last writer decided by the SNAPSHOT replication pro-
tocol to continue modifying all alive slots to the same value.
Other writers send RPC requests to the master and wait for the



CHAPTER 5. EFFICIENT FAULT TOLERANCE ALGORITHMS 141

master to reply with a correct value in the replicated slots. Un-
der situations when no last writer can be decided, the master
decides the last writer and modifies all the index slots on be-
half of clients. For READ operations, executions are not affected
under the following two cases. First, if the primary slot is still
alive, clients can read the primary slot normally. Second, if the
primary slot crashes, clients read all alive backup slots. If all
alive backup slots contain the same value, reading this value
is safe because there are no write conflicts. Otherwise, clients
use RPCs and rely on the master to return a correct value for
the crashed slot. Since READ operations are only affected under
write conflicts, most READ can continue under the read-intensive
workloads that dominate in real-world situations [50, 215].

On detecting MN crashes, the master first blocks clients from
further modifying the crashed slots with the lease expiration.
The master then acts as a representative last writer that modifies
all alive slots to the same value. Specifically, the master selects
a value v in an alive backup slot and modifies all alive slots to v.
Since the SNAPSHOT protocol modifies the backup slots before
the primary slot, the values in the backup slots are always newer
than the primary slot. Hence, the master choosing a value from
a backup slot is correct because it proceeds the conflicting write
operations. In cases where all backup slots crash, the master
selects the value in the primary slot. Clients that receive old
values from the master retry their write operations to guarantee
that their new value is written. The master then writes the old
value in the operation log header to prevent clients from redoing
operations when recovering from crashed clients (Section 5.5.3).
Finally, the master reconfigures new primary and backup slots
and returns the selected value to all clients that wait for a reply.
After the reconfiguration of the primary and backup slots, all
KV requests can be executed normally without involving the
master. During the whole process, only accesses to the crashed
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slots are affected and the blocking time can be short thanks to
the microsecond-scale membership service [78].

5.5.3 Client Crashes

Crashed clients may result in two issues. First, their allocated
memory blocks remain unmanaged, causing memory leakage.
Second, other clients may be unable to modify a replicated index
slot if the crashed client is the last writer. The master uses
embedded operation logs to address these two issues.

The recovery process is executed in the compute pool and
consists of two steps, i.e., memory re-management and index re-
pair. Memory re-management restores the coarse-grained mem-
ory blocks allocated by the client and the fine-grained object
usage information of the client. The recovery process first gets
all memory blocks managed by the crashed client by letting MNs
search for their local block allocation tables. Then the recovery
process traverses the per-size-class linked lists to find all used
objects and log entries. With the used objects and the allocated
memory blocks, the recovery process can easily restore the free
object lists of the crashed client. Hence, all the memory spaces
of the crashed client are re-managed.

The index repair procedure then fixes the partially modified
hash index. FUSEE deems all requests at the end of per-size-
class linked lists as potentially crashed requests. For incomplete
log entries, i.e., the used bit at the end of the log entry is not set,
the client must have crashed during writing the KV object (c0
in Figure 5.9). The object is directly reclaimed without further
operation since the writing of the object has not been completed.
For a log entry with an incomplete old value according to the
CRC field, FUSEE redoes the request according to the operation
field and the KV object. Under this situation, either the request
belongs to the last writer that crashed before committing the
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log (c1 in Figure 5.9), or it belongs to other non-last writers.
In the first case, the values in the backup slots may not be
consistent and the primary slot has not been modified to a new
value. Redoing the request can make the backup and primary
slots consistent. In the second case, since the request of crashed
non-last writers has not been returned to clients, redoing the
request does not violate linearizability. For a request with a
complete old value, the request must belong to a last writer.
However, the request may finish (c3) or crash before the primary
slot is modified (c2). The recovery process checks the value in
the primary slot (vp) and the value in the old value (vold) to
distinguish c2 from c3. If vp = vold, the request crashed before
the primary was modified because vold records the value before
index modification. Since all backup slots are consistent, the
recovery process modifies the primary slot to the new value and
finishes the recovery. Otherwise, the request is finished and no
further operation is required.

5.5.4 Mixed Crashes

In situations where clients and MNs crash together, FUSEE
recovers the failures separately. FUSEE first lets the master
recover all MN crashes and then starts the recovery processes
for failed clients. KV requests can proceed because the master
acts as the last writer for all blocked KV requests. No request
is committed twice because the master commits the operation
logs on clients’ behalves.

5.6 Evaluation

5.6.1 Experiment Setup

Implementation. We implement FUSEE from scratch in C++
with 13k LOC. We implement RACE hashing carefully accord-
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ing to the paper due to no available open-source implementa-
tions. Coroutines are employed on clients to hide the RDMA
polling overhead, as suggested in [97, 230]. The design of FUSEE
is agnostic to the lower-level memory media of memory nodes,
i.e., any memory node with either persistent memory (PM) or
DRAM that provides READ, WRITE, and 8-byte CAS interfaces
is compatible. We adopt monolithic servers with RNICs and
DRAM to serve as MNs like Clover [209] since we do not have
access to smartNICs and PM. Specifically, we start an MN pro-
cess on a monolithic server to register RDMA memory regions
and serve memory allocation RPCs with a UDP socket. MN
processes serve memory allocation requests with UDP sockets.
Since the socket receive is a blocking system call, the process will
be in the blocked state with no CPU usage most of the time.
Testbed. We run all experiments on 22 physical machines (5
MNs and 17 CNs) on the APT cluster of CloudLab [57]. Each
machine is equipped with an 8-core Intel Xeon E5-2450 pro-
cessor, 16GB DRAM, and a 56Gbps Mellanox ConnectX-3 IB
RNIC. These machines are interconnected with 56Gbps Mel-
lanox SX6036G switches.
Comparison. We compare FUSEE with two state-of-the-art
KV stores on DM, i.e., pDPM-Direct and Clover [209]. pDPM-
Direct stores and manages the KV index and memory space on
the clients. It uses a distributed consensus protocol to ensure
metadata consistency and locks to resolve data access conflicts.
We extend the open-source version of pDPM-Direct to support
string keys for fair comparison in our evaluation. Clover is
a semi-disaggregated KV store that adopts monolithic servers
to manage memory spaces and a hash index. All UPDATE and
INSERT requests have to go through the metadata server, re-
quiring additional compute power. For both pDPM-Direct and
Clover, client-side caches are enabled following their default set-
tings. To show the effectiveness of SNAPSHOT and the adap-
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tive index cache, we implement FUSEE-CR and FUSEE-NC,
two alternative versions of FUSEE. FUSEE-CR replicates index
modifications by sequentially CASing all replicas to enforce se-
quential accesses similar to chain replication [194]. FUSEE-NC
is the version of FUSEE without a client-side cache. For all
these methods, we evaluate their throughput and latency with
both micro and YCSB [50] benchmarks.

Since the open-source version of Clover and pDPM-Direct
only support one index replica, we compare FUSEE with these
two approaches with a single index replica and two data replicas
in the microbenchmark (Section 5.6.2) and YCSB performance
(Section 5.6.3) evaluations. When evaluating FUSEE with a
single index replica, the embedded log is constructed, but the
commit of the log is skipped since committing the log is used
to ensure the consistency of multiple index replicas. The per-
formance of FUSEE with multiple replicas is evaluated in the
fault-tolerance evaluation (Section 5.6.4).

5.6.2 Microbenchmark Performance

We use microbenchmarks to evaluate the operation throughput
and latency of the three approaches. For FUSEE and pDPM-
Direct, we use 16 CNs and 2 MNs. For Clover, we use 17 CNs
and 2 MNs because it needs an additional metadata server, con-
suming 8 more CPU cores and an additional RNIC. We do not
use multiple metadata servers for Clover because the current
open-source implementation of Clover only supports a single
metadata server. We run 128 client processes on the 16 CNs,
where each CN holds 8 clients. The DELETE of Clover is not
tested because Clover does not support it.

Latency. To evaluate the latency of KV requests, we use a
single client to iteratively execute each operation 10, 000 times.
Figure 5.10 shows the cumulative distribution functions (CDFs)
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Figure 5.10: The CDFs of different KV request latency under the microbench-
mark.

of the request latency. FUSEE performs the best on INSERT and
UPDATE, since the SNAPSHOT replication protocol has bounded
RTTs. FUSEE has a little higher SEARCH latency than Clover
since FUSEE reads the hash index and the KV object in a single
RTT, which is slower than only reading the KV object in Clover.
FUSEE has slightly higher DELETE latency than pDPM-Direct
because FUSEE writes a log entry and reads the hash index in
a single RTT, which is slower than just reading the hash index
in pDPM-Direct.

Throughput. Figure 5.11 shows the throughput of the three
approaches. The throughput of pDPM-Direct is limited by its
remote lock, which causes extensive lock contention as the num-
ber of clients grows. For Clover, even though it consumes more
hardware resources, i.e., 8 additional CPU cores and an RNIC,
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the scalability is still lower than FUSEE. This is because the
CPU processing power of the metadata server bottlenecks its
throughput. On the contrary, FUSEE improves the overall
throughput by eliminating the computation bottleneck of the
metadata server and efficiently resolving conflicts with the SNAP-
SHOT replication protocol.

5.6.3 YCSB Performance

For YCSB benchmarks [50], we generate 100, 000 keys with the
Zipfian distribution (θ = 0.99). We use 1024-byte KV objects,
which is representative of real-world workloads [50, 36, 54]. The
hardware setup is the same as microbenchmarks.

YCSB Throughput. Figure 5.13 shows the throughput of
three approaches with different numbers of clients. Clover per-
forms the best under a small number of clients since adopting
the metadata server simplifies KV operations. Compared with
Clover, pDPM-Direct and FUSEE require more RDMA oper-
ations to resolve index modification conflicts. As the number
of clients grows, the throughput of Clover and pDPM-Direct
does not increase because the throughput is bottlenecked by the
metadata server and the lock contention, respectively. Com-
pared with Clover, FUSEE scales better with the growing num-
ber of clients while consuming fewer resources. Compared with
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(b) B (SEARCH:UPDATE = 0.95:0.05).
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(c) C (100% SEARCH).
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(d) D (SEARCH:INSERT = 0.95:0.05).

Figure 5.13: The scalability of FUSEE under different YCSB workloads.

pDPM-Direct, FUSEE improves the throughput by avoiding
lock contention. When the number of clients reaches 128, the
throughput of FUSEE is 4.9× and 117× higher than Clover and
pDPM-Direct, respectively.

Figure 5.14 shows the throughput of the three approaches
with a write-intensive workload (YCSB-A) and a read-intensive
workload (YCSB-C) when varying numbers of MNs from 2 to 5
using 128 clients. The throughput of pDPM-Direct and Clover
does not increase due to being limited by lock contention and
the limited compute power of the metadata server, respectively.
As for FUSEE, the throughput improves as the number of mem-
ory nodes increases from 2 to 3. There is no further through-
put improvement because the total throughput is limited by the
number of compute nodes.
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Figure 5.14: The throughput with different numbers of MNs.
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Figure 5.15: Throughput under
different SEARCH-UPDATE ratios.
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Figure 5.16: Throughput under
different adaptive cache thresh-
olds.

Figure 5.12 shows the throughput of FUSEE under smaller
KV sizes. Since the throughput of FUSEE is limited by the
bandwidth of MN-side RNICs, the YCSB-C throughput of FUSEE
increases by 44.1% and 55.9% with 512B and 256B KV objects,
respectively. The performance of FUSEE is not affected by the
dataset size because the performance depends only on the num-
ber of RTTs of KV requests, which is deterministic as presented
in Section 5.4.

Read-write performance. Figure 5.15 shows the through-
put of the three approaches under different SEARCH-UPDATE ra-
tios. As the portion of UPDATE grows, the throughput of all
three methods decreases because UPDATE requests involve more
RTTs. However, FUSEE exhibits the best throughput due to
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(a) UPDATE median latency.
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(b) DELETE median latency.
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(c) INSERT median latency.
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Figure 5.17: Median operation latency of FUSEE, FUSEE-NC and FUSEE-
CR under different replication factors.

eliminating the computation bottleneck of metadata servers.
Adaptive index cache performance. Figure 5.16 shows

the YCSB-A throughput of FUSEE with different adaptive in-
dex cache thresholds. The throughput of FUSEE decreases with
the increasing thresholds because more bandwidth is wasted on
fetching invalidated KV objects with a high threshold.

5.6.4 Fault Tolerance & Elasticity

SNAPSHOT Replication Protocol. Figure 5.17 shows the
median latency of FUSEE, FUSEE-NC, and FUSEE-CR with
different replication factors under microbenchmarks. We set
both the numbers of index replicas and data replicas to r where r
is the replication factor. The latency of FUSEE-CR on INSERT,
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Figure 5.18: YCSB throughput under different replication factors.

UPDATE, and DELETE grows linearly as the replication factor be-
cause it modifies index replicas sequentially, and the number
of RTTs equals the replication factor. Differently, the latency
of FUSEE grows slightly with the replication factor because
SNAPSHOT has a bounded number of RTTs. For SEARCH re-
quests, FUSEE and FUSEE-CR have comparable latency since
they execute SEARCH similarly. Compared with FUSEE-NC,
FUSEE has lower latency for UPDATE, DELETE, and SEARCH due
to fewer RTTs. The INSERT latency is slightly higher than that
of FUSEE-NC because FUSEE spends additional time to main-
tain the local cache.

Figure 5.18 shows the throughput of FUSEE under different
replication factors. For YCSB-A and YCSB-B, the throughput
drops as the replication factor grows. The YCSB-D through-
put slightly drops from 8.8 Mops to 8.6 Mops due to the read-
intensive nature of YCSB-D. The YCSB-C throughput remains
the same due to no index modifications.

Search under Crashed MNs. FUSEE allows SEARCH re-
quests to continue when MNs crash under read-intensive work-
loads. Figure 5.19 shows the throughput of 9 seconds of exe-
cution, where memory node 1 crashes at the 5th second. The
overall throughput drops to half of the peak throughput because
all data accesses come to one MN. The throughput is then lim-
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Figure 5.19: YCSB-C throughput
under a crashed memory node.
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Figure 5.20: The elasticity of
FUSEE.

ited by the network bandwidth of a single RNIC.
Recover from Crashed Clients. To evaluate the efficiency

of a client recovering from failures, we crash and recover a client
after UPDATE 1, 000 times. As shown in Table 5.1, FUSEE takes
177 milliseconds to recover from a client failure. The memory
registration and connection re-establishment account for 92%
of the total recovery time. The log traversal and KV request
recovery only account for 4% of the recovery time, which implies
the affordable overhead of log traversal.

Elasticity. FUSEE supports dynamically adding and shrink-
ing clients. We show the elasticity of FUSEE by dynamically
adding and removing 16 clients when running the YCSB-C work-
load. As shown in Figure 5.20, the throughput increases when
the number of clients increases from 16 to 32 and resumes to the
previous level after removing 16 clients.

5.7 Related Work

Replication protocols are widely discussed in distributed stor-
age systems to achieve high availability and reliability. Both
traditional [194, 190, 7, 115, 133, 12, 143, 74] and RDMA-
based [101, 226, 188] replication protocols are designed to en-
sure data durability. Unfortunately, both approaches are server-
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Table 5.1: Client recovery time breakdown.

Step Time (ms) Percentage
Recover connection & MR 163.1 92.1%
Get Metadata 0.3 0.2%
Traverse Log 3.5 2.0%
Recover KV Requests 3.5 2.0%
Construct Free List 6.6 3.7%
Total 177.0 100%

centric and heavily rely on the CPUs on the storage servers to
resolve conflicts and achieve strong consistency. In contrast,
SNAPSHOT is a client-centric replication protocol designed for
disaggregated memory and achieves high scalability with collab-
orative conflict resolution.

5.8 Summary

This chapter introduces the design and implementation of fault
tolerance algorithms for memory-disaggregated storage systems.
We propose a client-centric replication protocol to handle mem-
ory node failures and an embedded operation log scheme to
deal with compute node failures. Both algorithms achieve high
performance by optimizing I/O, concurrency, and asymmetric
compute capabilities, the three critical aspects of disaggregated
memory. We integrate the proposed algorithms in FUSEE, the
first fully memory-disaggregated storage system. Experimen-
tal results show that FUSEE outperforms the state-of-the-art
approaches by up to 4.5× with less resource consumption.

2 End of chapter.



Chapter 6

Industrial Practice:
Productionizing a
Memory-Disaggregated
Caching Service

Outline

Distributed caching services (DCSes) are widely adopted
by various cloud applications to achieve high data ac-
cess performance. Unfortunately, existing DCSes suffer
from poor memory efficiency and elasticity due to their
deployment on monolithic servers. This chapter intro-
duces the DMC the industrial practice in Huawei Cloud
that uses disaggregated memory (DM) to improve the
memory efficiency of its DCS. We close the gap between
academia and industry regarding disaggregated memory
research by discussing the requirements, design princi-
ples and choices, and lessons learned in constructing a
production-level memory-disaggregated caching service.
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6.1 Introduction

Fully-managed distributed caching services (DCSes), e.g., Elas-
tiCache [60], MemoryStore [75], etc., enable applications to store
and access data in the cloud with high throughput and low la-
tency. They automatically manage and scale caching service
instances, shifting the burden of systems management from ap-
plication developers to cloud providers.

By offering DCSes, cloud providers seek to maximize resource
efficiency and scale resources rapidly according to user requests.
However, existing DCSes satisfy neither requirement due to their
deployment on monolithic servers. First, they suffer from low
memory utilization due to the over-provisioned, stranded [123],
and reserved memory. According to our analysis of a large-scale
production cluster of Huawei Cloud DCS, the average memory
utilization of the entire cluster accounts only for 22%, which
significantly increases the cost of the service. Second, scaling
compute and memory resources of existing DCS instances takes
up to minutes due to the time-consuming data migration on the
critical path [109, 63]. Such long resource scaling time cannot
adapt to the bursty workloads of cloud applications [175, 212].

Using disaggregated memory (DM) to improve memory ef-
ficiency and elasticity of storage systems is widely studied in
academia [81, 118, 33, 131, 223, 125]. DM decomposes the CPU
and memory from monolithic servers into independent com-
pute and memory pools and connects the two pools with high-
performance networking, e.g., InfiniBand [86] and CXL [185].
Resource scaling becomes rapid since data in the memory pool
are shared by all CPUs in the compute pool and no longer need
to be migrated on the critical path. Memory efficiency can also
be improved since 1) the decoupled CPU and memory eliminate
the stranded memory, and 2) the fast resource scaling enables
efficient on-demand memory allocation and eliminates the need
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for users to over-provision memory.
This chapter introduces DMC, i.e., Disaggregated Memory

Caching, the industrial practice of Huawei Cloud that lever-
ages memory disaggregation to improve the memory efficiency
and elasticity of its DCS. DMC decouples a caching service in-
stance into compute agents in compute pools and data instances
in a transactional memory pool named unified memory object
(UMO). The design of DMC satisfies the following fundamental
requirements.

Compatibility is the primal consideration for DMC. Exist-
ing Huawei Cloud DCS is based on Redis [166], which has a
large number of users and a mature ecosystem. Breaking the
compatibility inevitably results in user and monetary loss.

Reliability is critical to cloud services. However, adopt-
ing memory disaggregation is a double-edged sword. On the
one hand, DM isolates the failures of compute and memory re-
sources, e.g., CPU failures no longer lead to the unavailability
of memory on the same node [199, 230]. Reliability can be im-
proved by handling compute and memory failures separately.
On the other hand, sharing a large memory pool introduces a
huge failure domain, compromising service reliability. Moreover,
DM introduces more complicated failure situations, e.g., com-
pute node failures can corrupt data [180], making it difficult to
design fault-tolerance mechanisms. This calls for a careful sys-
tem design in both cache service instances and the memory pool
to achieve high reliability.

Adaptivity to bursty workloads. Cloud applications are
featured by their varying [169] and bursty [175] workloads. Sat-
isfying these workloads requires 1) the caching service instance
to promptly adjust compute or memory resources and 2) the
transactional memory pool to quickly scale memory nodes and
balance the workload among all memory nodes. However, ex-
isting caching service instances couple the management of data
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with the execution of user requests [166, 139, 165], which still
incurs time-consuming data migration on the critical path of
resource scaling when ported to DM. Besides, the performance
of existing transactional memory pools [55, 62, 63] is inevitably
hindered for a long period during load balancing and resource
scaling due to the expensive data migration. Consequently,
DMC has to rearchitect the management of data in existing
caching service instances and design efficient data migration
techniques for the memory pool.

Performance. Porting DCS to DM incurs performance
penalties since the nanosecond-scale local memory accesses are
amplified by an order of magnitude [97, 177, 224]. DMC has to
mitigate the performance degradation on DM to minimize the
negative effects on user applications.

DMC achieves all these requirements. To be compatible
with existing DCSes, we construct DMC by disaggregating a
Redis server. To achieve high reliability, DMC adopts a decou-
pled replication scheme to isolate failures in the software layer
and carefully handle the complex failure situations. Besides, in
the memory pool, we introduce an on-demand connection man-
agement scheme that reduces the failure domain by connecting
a compute agent to a limited number of memory nodes in an on-
demand manner. To adapt to bursty workloads, we adopt a
logical sharding scheme that shards requests to compute agents
but preserves their ability to access all data in the memory pool.
This enables prompt resource scaling since data migration is no
longer on the critical path of resource scaling. In the memory
pool design, we propose a novel copy-free memory region migra-
tion scheme to efficiently balance loads and scale memory nodes.
Finally, to mitigate the performance penalty caused by mem-
ory disaggregation, we design a write-through data cache and
a balanced read scheme in our caching service instance. The
former hides the remote memory access latency and the latter
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prevents a single compute agent from becoming the performance
bottleneck.

We deploy the DMC and evaluate it in an experimental clus-
ter. DMC improves memory utilization by up to 2.6×. We also
evaluate the throughput and latency of DMC with YCSB [50]
and Twitter workloads [215]. The performance loss introduced
by DM is less than 10% in normal cases. Moreover, DMC per-
forms better than DCS by up to 9× and 1.25× during resource
scaling and in the cluster mode, respectively.

The contribution of this chapter is summarized as follows:

• We analyze the memory utilization of Huawei Cloud DCS,
identify its memory utilization issues, and discuss the rea-
sons for the low memory utilization.

• We bridge the gap between academia and the industry by
exploring the design choices of memory-disaggregating Re-
dis. We introduce DMC, the disaggregated memory caching
service in Huawei Cloud.

• We deploy DMC and evaluate its performance and memory
utilization, showing the effectiveness of our design.

6.2 Background and Motivation

In this section, we first introduce the resource utilization and
elasticity issues of the monolithic-server-based DCS in Huawei
Cloud. We then show how DM can mitigate these issues.

6.2.1 Huawei Cloud’s DCS

Figure 6.1 shows the monolithic-server-based DCS in Huawei
Cloud. DCS uses Redis [166] to construct a caching service. User
applications are executed in virtual machines (VMs) rented from
the elastic cloud server (ECS) service of Huawei Cloud. User
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Figure 6.1: The architecture of Huawei Cloud DCS.
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tion cluster.
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VMs and DCS clusters are connected with TCP networking.
Applications use the Redis client library to communicate with
Redis servers in the DCS cluster. The DCS cluster is composed
of VMs allocated from a lower-level computing infrastructure.
Each VM has 64 CPU cores and 256 GB DRAM. DCS deploys
Redis servers in containers to achieve lightweight virtualization
and performance isolation. There are two problems with such a
monolithic-server-based DCS, i.e., low memory utilization and
poor elasticity.

Low Memory Utilization

We collect resource utilization traces from a production DCS
cluster in Huawei Cloud and analyze its memory utilization. Fig-
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(a) Over-provisioned memory.
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Figure 6.4: The CDFs of the over-provisioned memory and the utilization of
the provisioned memory in the production cluster.

ure 6.2 shows the cumulative distribution function (CDF) of the
memory utilization of all nodes in the cluster. 90% of nodes use
less than 38% of memory, and the average memory utilization of
the cluster is 22%. We classify the unused memory into four cat-
egories, i.e., over-provisioned user memory, stranded memory,
reserved memory, and unsold memory, and show the memory
utilization breakdown in Figure 6.3.

1) Over-provisioned user memory is memory provi-
sioned to DCS instances but not filled to store user data, which
accounts for 40% of memory in the cluster. As shown in Fig-
ure 6.4, 50% of nodes contain more than 41% of memory over-
provisioned by users. The medium utilization rate of provisioned
memory is 33% for all users.

We identify two issues of DCS that motivate users to over-
provision memory. First, the minute-scale resource scaling urges
users to reserve the maximum memory required by their appli-
cations so that the number of dynamic resource scaling can be
reduced. As a result, memory is wasted under normal use cases
most of the time. Second, to prevent the burst of user requests
from overwhelming the memory capacities of DCS instances,
cloud providers remind users to expand the memory capacities
of their DCS instances when their memory utilization exceeds
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Figure 6.5: The CDFs of the proportion of stranded memory and provisioned
CPU in the production cluster.

80%, which leaves at least 20% of memory in containers unused.
2) Stranded memory refers to the memory in DCS VMs

that cannot be used to construct containers due to the lack
of available CPUs [123], which account for 6% of the mem-
ory in the cluster. As shown in Figure 6.5, 10% of nodes have
more than 29% of memory stranded, while only 50% of nodes
have provisioned CPU cores of less than 72%. The root cause
for the stranded memory is the coupling of CPU and mem-
ory on monolithic servers. Such a problem is unavoidable in
monolithic-server-based DCS clusters since the proportion of
CPU and memory of VMs in the DCS clusters configured by
cloud providers cannot always match user requirements.

3) Reserved memory is the memory reserved in the clus-
ter to handle users’ burst of instance creation requests, e.g., on
Black Fridays [72]. A DCS instance can be created rapidly when
its required resources can be satisfied by the reserved resources
in the cluster. Otherwise, DCS has to first apply for more VMs
from the computing infrastructure to increase the compute and
memory capacity, which usually takes minutes to complete. Ex-
isting DCS uses a fixed threshold to reserve memory, i.e., new
VMs are allocated and added to DCS clusters whenever their
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memory utilization exceeds 80%.
4) Unsold memory refers to the remaining unused mem-

ory in the cluster that does not belong to the other three cate-
gories. Memory in this category is left unused due to the diffi-
culty in achieving optimal memory utilization when provisioning
and freeing resources for caching service instances in an online
manner [177]. This category accounts for 12% of unused mem-
ory in the production cluster.

Poor Elasticity

Elasticity refers to the ability of service instances to quickly
and dynamically scale compute and memory resources according
to the demand of upper-level applications [19]. Huawei Cloud
DCS supports both vertical and horizontal scaling. However,
both schemes suffer from slow resource adjustments when users
adjust memory capacities.

Vertical scaling adjusts the resources of existing DCS in-
stances. In the process, DCS first launches a new container
with the required memory size, copies all data from the current
container to the new one, and routes user requests to the new
container by modifying the DNS entry in the DCS cluster. The
performance of the DCS instance will be affected for minutes
due to the time-consuming data migration.

Horizontal scaling scales out resources by adding more Redis
servers to a Redis cluster, which is used in the cluster mode of
DCS instances. A DCS cluster consists of multiple DCS servers.
Objects are sharded to nodes in the cluster according to the hash
values of their keys. To execute horizontal scaling, DCS launches
a new Redis node in a container and adds the node to the cluster.
Then, objects are rebalanced to the newly created node, which
involves a large amount of data migration. Although users can
normally read and write cached data during horizontal scaling,
the performance of the entire cluster will be affected due to the
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additional network bandwidth and CPU cycles spent on data
migration [109, 164].

6.2.2 Opportunity: Disaggregated Memory

Using DM can improve the elasticity and memory efficiency of
existing DCSes. First, resources on DM can be scaled rapidly.
For both vertical and horizontal scaling, the key problem that
prohibits instant resource scaling is the expensive data migration
on the critical path. With DM, data migration can be eliminated
from the critical path since data in the memory pool are shared
by all CPUs in the compute pool. Only when the CPU or net-
work bandwidth of an MN becomes a bottleneck does data need
to be migrated to achieve load balance in the memory pool.
Such data migration can be executed asynchronously without
affecting request executions [179].

Moreover, DM can reduce the over-provisioned, stranded,
and unsold memory in existing DCS clusters due to its rapid re-
source adjustment and decoupled resource management. Specif-
ically, for over-provisioned memory, cloud providers no longer
need to allocate all the required memory to users on instance
creation since memory can be allocated promptly and flexibly
in an on-demand manner. Meanwhile, users no longer need to
provision memory for peak usage since resources can now be
scaled rapidly on DM. Besides, DM eliminates stranded mem-
ory since most memory is managed in the memory pool and
can be used by all CPUs in the compute pool. Moreover, ex-
isting disaggregated memory pools manage memory in coarse-
grained fix-sized memory regions. The unsold memory caused
by resource scheduling can also be reduced due to the simplified
memory allocation.
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Figure 6.6: The overview of DMC.

6.3 Overview and Design Principles

This section introduces the overall architecture of DMC and
discuss three design choices, i.e., replication, data sharding, and
caching, in detail.

6.3.1 Overview

Figure 6.6 shows the architecture of DMC. Tenant VMs use
TCP-based Redis client library to communicate with caching
service instances. The DMC cluster consists of a compute pool
and a transactional memory pool, interconnected with RDMA.
CNs in the compute pool have low memory-to-CPU ratios, e.g.,
1:2. MNs in the memory pool have high memory-to-CPU ra-
tios, e.g., 32:1. The memory pool provides fine-grained object
allocation and transactional object read and write interfaces for
the compute pool to manage data. Objects are replicated and
partitioned to different MNs by the cluster manager to ensure
reliability and achieve load balance.

Caching service instances are disaggregated into multiple com-
pute agents and data instances. Compute agents execute user
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requests and manage the two-level tiered memory, i.e., local
DRAM in the compute pool and remote memory in the mem-
ory pool. They adopt a cache engine, i.e., a modified version of
the Redis server, to manage local DRAM, and a data instance
(DI) client to access remote memory. Data instances are pas-
sive entities managed by DI clients to store objects and hash
indexes. The cluster manager book-keeps all compute agents
and data instances owned by each instance.

Over this architecture, we carefully make three design deci-
sions when disaggregating the Redis server in terms of replica-
tion, data sharding, and caching. Our design is guided by the
following three design principles:

• Principle 1: Decouple compute and memory failures in
the software layer to fully exploit the DM’s benefit of hard-
ware failure isolation.

• Principle 2: Almost share everything for better elasticity,
resource efficiency, and performance.

• Principle 3: Reduce the number of remote memory ac-
cesses to achieve higher performance.

6.3.2 Design Choice 1: Replication

Replication is widely adopted in DCSes to ensure upper-level
applications do not experience severe performance degradation
on node failures. Huawei Cloud DCS adopts the default asyn-
chronous replication scheme of Redis. In a standalone DCS in-
stance, there is one primary node and multiple backup nodes.
The primary node is responsible for handling both read and
write requests, while backup nodes only serve read requests.
When a write request arrives on the primary node, it modi-
fies its data, appends a command recording this modification
to a command backlog, and replies to the user. Primary nodes
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Figure 6.7: Design choices regarding replication in DMC.

send their command backlogs asynchronously to all their backup
nodes to keep them updated, which prevents user requests from
being blocked by the time-consuming data synchronization. On
receiving commands from the primary node, backup nodes mod-
ify their data and send an acknowledgment back. Acknowledg-
ments are sent in a batched manner to reduce the CPU overhead
of processing acknowledgments on the primary node. When a
primary node crashes, a backup node is promoted to become
the new primary with slightly outdated data. When a backup
node crashes, the cluster manager starts a new backup node and
sends it a snapshot of data on the primary node to make it fully
synchronized.

On DM, a straightforward approach that achieves replica-
tion and minimizes development overhead would be coupled
replication. As shown in Figure 6.7a, the coupled replication
disaggregates primary and backup nodes individually. The repli-
cation and recovery protocols are the same as that of Redis with
two key differences: 1) compute agents execute the replication
protocol, and 2) compute agents need to manage both data in
local DRAM and in the remote memory pool.

Unfortunately, the coupled replication scheme violates Prin-
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ciple 1 and suffers from a long failure recovery time. Specifically,
on DM, the failures in compute agents and data instances are
isolated, i.e., the data instance of a crashed compute agent can
still be normally accessed. The coupled replication scheme cou-
ples the failures of compute and data in the software layer since
the granularity of failure handling is a monolithic DCS node.
A data instance shares the fate with its owning compute agent
and is no longer useful when its owning compute agent crashes.
Consequently, the time-consuming full-synchronization process
still needs to be executed when either a compute agent or a data
instance crashes.

We propose a decoupled replication scheme to satisfy Prin-
ciple 1. As shown in Figure 6.7b, compute agents and data in-
stances are replicated separately in the compute and the mem-
ory pool. In the memory pool, each data instance is repli-
cated with RDMA-based optimistic concurrency control and
two-phase commit protocols, which can achieve strong consis-
tency and high availability. All compute agents share the same
replicated data instance. For compute agents, DMC inherits the
asynchronous replication protocol of Redis but only allows the
primary agent to modify the data instance. When executing
write requests, a primary agent updates both its local DRAM
cache and the data instance, and then asynchronously forwards
requests to all backup agents. Backup agents only update their
local caches when they receive a forwarded request. When serv-
ing read requests, both primary and backup agents serve the
requests with their local caches or fetch data from the data in-
stance on cache misses.

The decoupled replication scheme isolates failures on com-
pute agents and data instances and achieves fast failure recovery.
When a compute agent fails, DMC starts a new compute agent
in the compute pool and promotes a backup agent on primary
agent failures. No data needs to be transmitted since the data
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Figure 6.8: Design choices regarding data sharding in DMC.

instance is not affected. The recovery completes instantly once
the new compute agent is launched. When a data instance fails,
DMC launches a new data instance and synchronizes it with
other alive data instances asynchronously. User applications
are not affected since compute agents can still serve requests
using alive data instances.

6.3.3 Design Choice 2: Data Sharding

The cluster mode of Redis shards data to multiple nodes to
achieve high throughput. Specifically, a standalone Redis server
uses a hash table with 16,384 slots to index all objects [166]. A
Redis cluster shards data by partitioning hash slots on different
nodes. Each node is only responsible for managing objects in its
assigned slots. On the client side, the Redis client library caches
the mapping of slots to route requests to the correct nodes.

When adding or removing nodes from a Redis cluster, the
cluster manager generates a new mapping of slots and migrates
data according to the mapping. The cluster stays available dur-
ing the process. A user request is only blocked for a short time
when it accesses an object that is hashed to a migrating slot.
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The request will be redirected to the new node and keep retry-
ing until the slot completes migration.

On DM, a straightforward approach to be compatible with
Redis clusters is full data sharding. As shown in Figure 6.8a,
each compute agent owns a data instance and manages all ob-
jects of its assigned shard in the data instance. Inside each data
instance, a hash table is adopted to index objects.

However, such an approach fails to satisfy Principle 2, leading
to poor elasticity and limited performance. First, dynamically
scaling compute resources, i.e., compute agents, is still time-
consuming. This is because compute and memory resources are
still coupled in the software layer when we shard data into iso-
lated data instances and bind them to independent compute
agents. Data still needs to be migrated among data instances
when remapping hash slots among compute agents. Second,
fixing a compute agent to a single shard of data cannot fully ex-
ploit the compute resource under skewed workloads. The over-
all throughput will inevitably be bottlenecked by the compute
agents of the hottest shard while other compute agents are not
fully utilized.

We propose a logical data sharding scheme to satisfy Prin-
ciple 2. As shown in Figure 6.8b, DMC only shards the right
to write data to compute agents but preserves their abilities to
read the entire key space. Specifically, all compute agent shares
a common data instance that holds a global hash table and all
cached objects. Objects in the data instance are partitioned to
multiple MNs for load balance. Each compute agent exclusively
owns a segment of the hash table. Write requests are exclusively
executed by compute agents that own the target data. Read re-
quests are routed to the owning compute agent of each shard in
normal cases. When some compute agents become overloaded,
we balance their read requests to all other compute agents to
achieve better load balance.
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Table 6.1: The design choices of compute-side cache. Each slot indicates
which option is better. The underlined is chosen by DMC. AC and DC refer
to the address cache and the data cache. WB and WT stand for write-back
and write-through strategy. I and E are the abbreviations for inclusive and
exclusive caches. C and R refer to coherent and relaxed coherence.

Aspects AC VS DC WB VS WT I VS E C VS R
Performance DC WB E R

Failure Isolation Same WT I Same

The logical sharding scheme can achieve better elasticity and
resource efficiency. First, compute resources can be scaled rapidly
due to the shared data instance. When adding or removing
compute agents, we only need to logically reshard the manage-
ment of hash slots and inform compute agents about the new
slot mapping. Second, as the caching workload is read-intensive
on Huawei Cloud, the logical partition scheme can effectively
achieve load balance and better performance with the balanced
read scheme.

6.3.4 Design Choice 3: Compute-Side Cache

Compute-side caches are widely adopted in storage systems on
DM [131, 179, 180, 230] to reduce remote memory access over-
head. The design of the compute-side cache affects two critical
aspects of DMC, i.e., performance and failure isolation. The
performance can be evaluated by the number of remote memory
accesses reduced by the cache. Failure isolation implies whether
the cache introduces additional coupling of failures between data
and compute. According to Principles 1 and 3, our goal is to de-
couple the failures between compute and data while maximizing
the performance gain of the cache.

DMC carefully inspects the following four basic aspects for a
compute-side cache regarding performance and failure isolation,
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as shown in Table 6.1:
Address Cache (AC) VS Data Cache (DC). Regard-

ing the content of the cache, there are two design choices. Ad-
dress caches store the addresses of KV items or part of the data
index on CNs [131, 206]. The number of remote memory accesses
can be reduced by shortcutting the process of remote index
searches. Data cache directly stores KV items on CNs [202, 32],
which can reduce more number of remote memory accesses than
address caches since no remote memory accesses are required on
cache hits. In terms of failure isolation, both approaches per-
form similarly since the content in the cache does not lead to
coupled failures. Consequently, according to Principle 3, DMC
caches data instead of addresses.

Write-Back (WB) VS Write-Through (WT). Regard-
ing the write strategy of the cache, there are two alternatives.
The write-back strategy updates data in the cache and only
modifies data in the memory pool during cache evictions. Such
an approach achieves better write performance since all write
requests are executed in local memory. However, it introduces
coupled failure between compute and data since the updated
data could be lost together with the crashed compute agent,
causing data inconsistency. DMC chooses to use the write-
through strategy according to Principle 1 to achieve failure iso-
lation. The write-through strategy updates the memory pool
together with the cache, avoiding data loss on compute agent
failures. However, its performance is lower than the write-back
strategy due to the additional remote memory accesses on the
critical path. We believe this is a price worth paying compared
with designing new protocols to deal with coupled failures. Be-
sides, the performance loss is negligible due to the read-intensive
workload in Huawei Cloud.

Inclusive (I) VS Exclusive (E). Regarding whether the
cached content is in the lower-level storage, i.e., the memory
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pool, existing caches can be classified into inclusive and exclu-
sive ones. For exclusive caches, data is either stored in the cache
or in the memory pool. The performance of upper-level appli-
cations could be better with an exclusive compute-side cache
since more data can be held in the entire caching service in-
stance. More data accesses can be served by the faster caching
service instance instead of the slower persistent storage services.
However, such an approach couples the failure between data
and compute since data can be lost on compute agent failures.
According to Principle 1, DMC chooses to employ an inclusive
design to achieve better failure isolation.

Coherent (C) VS Relaxed (R). Finally, regarding the
coherence guarantee of the cache, we can have coherent and re-
laxed caches. Coherent caches guarantee that all data accesses
return the most updated data, while the relaxed ones allow the
returned data to be temporarily outdated. Both approaches
do not affect compute and memory node failures, while relaxed
caches can achieve higher performance due to simpler computa-
tion overhead. The selection of cache coherence depends on the
requirement of upper-level applications. Similar to Redis-based
DCSes, DMC provides a relaxed coherence guarantee between
replicated compute agents.

Putting all these together, the compute-side cache of DMC
is designed to be an inclusive data cache with a write-through
strategy and relaxed coherence guarantees. Such a design sat-
isfies Principles 1 and 3 and balances the failure isolation and
performance of caching service instances.

6.4 Caching Service Instance

Figure 6.9 shows a DMC instance with all the previous design
choices. A DMC instance contains multiple logical shards in
the compute pool and a replicated data instance in the memory
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Figure 6.9: The architecture of a DMC instance.

pool. Each logical shard corresponds to a shard of hash table
in a Redis cluster which has one primary agent and multiple
backup agents. Primary agents serve write requests to their
corresponding logical shard. All compute agents, i.e., primary
and backup agents, can equally serve all read requests to the
entire key space to achieve better load balance and resource
efficiency. Each compute agent contains a cache engine and a
DI client. A cache engine is responsible for maintaining the
coherence and content of the local DRAM cache. A DI client
provides a memory-disaggregated caching library that executes
the caching algorithm configured by users and provides key-value
interfaces, i.e., Set and Get, for the cache engine to manage data
in the memory pool.

6.4.1 Cache Engine

A cache engine manages the DRAM of compute agents as an
inclusive data cache with a write-through strategy and relaxed
coherence guarantees. To reduce the cache synchronization over-
head between compute agents, we restrict the number of com-
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pute agents needed to be synchronized by caching data only
in compute agents of their own shards. When serving read
requests, a compute agent first searches objects in their local
caches and relies on DI clients to fetch objects from the mem-
ory pool on local cache misses. When serving write requests,
primary agents update both the data instance and their local
caches if the updated data hits in local caches. Write requests
are then asynchronously forwarded to all backup agents. Cache
engines of backup agents update objects in their local cache and
acknowledge the primary agent in batch when they receive for-
warded write requests. To further reduce the replication over-
head, DMC adopts a replicated cache scheme which forces the
local cache of backup agents to be the same as their primary
agents. The number of forwarded write requests can thus be
reduced since primary agents only need to write requests that
hit their local caches.

The local cache is managed by cache engines with the same
caching algorithm as the DMC instance. Cache engines of pri-
mary agents leverage the hotness information maintained by DI
clients to ensure their local DRAM always holds globally hot
objects. When a cache engine fetches an object due to a lo-
cal cache miss, the DI client returns the object and its hotness.
The cache engine then samples multiple objects in its local cache
and evicts the coldest one if the fetched object is hotter. Evicted
objects are directly dropped due to the write-through strategy.
The eviction and the insertion operations of the local cache are
also forwarded asynchronously to backup agents to keep their
local caches replicated.

6.4.2 Data Instance Client

The DI client provides Set and Get interfaces for cache engines
to manage data in the memory pool. It maintains a global hash
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table to index cached objects and record object hotness infor-
mation to execute caching algorithms. The key challenges are
coordinating concurrent accesses from multiple compute agents
and efficiently executing caching algorithms. The DI client em-
ploys two key techniques, i.e., a memory-disaggregated hash ta-
ble, and a client-centric caching framework, to address these two
challenges.

Memory-Disaggregated Hash Table

The structure of the memory-disaggregated hash table is similar
to RACE hashing [230]. As shown in Figure 6.10, the hash table
contains a global directory and multiple subtables. The global
directory is an array recording the addresses of subtables and is
used to achieve on-demand extension. Each subtable contains
multiple buckets with each holding multiple slots. Each slot
stores a 1-byte fingerprint (fp) as a part of the hash value to
accelerate Get operations, a 1-byte length (len) to record the size
of the object, a 6-byte pointer (pointer) indicating the address
of the object in the memory pool, and a 12-byte metadata used
for cache eviction.

DI clients leverage the transactional read and write interfaces
provided by the memory pool to execute Get and Set operations.
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The process is described as follows:
Get. A DI client first calculates the hash value of the re-

quested key and reads the global directory in the memory pool
to identify the subtable and bucket the object belongs to. It then
reads the entire bucket from the memory pool, matches the fin-
gerprints of slots in the bucket with the hash value, and fetches
the object according to the pointer in the slot that matches the
fingerprint. Three remote memory accesses are required in the
process.

Set. Set operations are executed in an out-of-place manner.
A DI client first allocates a new memory block from the memory
pool or evicts an object if the data instance is full. Then it
writes the object to the allocated memory block and executes a
Get operation to see if the object is stored in the data instance.
If a matching object is found, the DI client atomically modifies
the slot of the object to point to the newly allocated memory
block with a transactional remote memory write. Otherwise, it
finds an empty slot in the bucket and modifies the slot similarly.
During the process, five remote memory accesses are involved.

Since the number of remote memory accesses is critical to the
performance of DMC, DI clients cache the global directory in the
local DRAM of compute agents to avoid reading the global di-
rectory before each data access, similar to RACE hashing [230].
The number of remote memory accesses for Get and Set are thus
reduced to two and four in most cases.

Client-Centric Caching Framework

DI clients adopt a client-centric caching framework similar to
Ditto [179] to efficiently execute various caching algorithms. The
key challenge of executing caching algorithms is that the local
DRAM cache and the CPU-bypass RDMA make it difficult to
monitor object access and maintain object hotness. Specifically,
the local DRAM cache managed by the cache engine hides object
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accesses from DI clients on local cache hits. Besides, RDMA by-
passes CPUs on MNs when accessing cached objects, prohibiting
the memory pool from monitoring object accesses. Moreover, DI
clients cannot monitor data accesses individually since they are
only aware of their own data accesses while caching algorithms
need the global access information from all DI clients to execute.

First, to collect the access information hidden from the lo-
cal DRAM cache, cache engines record data accesses on cache
hits and report these accesses to DI clients in batch. Second, to
efficiently monitor object accesses from all DI clients, the client-
centric caching framework adopts a distributed access monitor-
ing scheme. Similar to Redis, we associate each cached object
with a small metadata in the memory pool to record its access
information. The metadata for each object contains an access
timestamp, a frequency counter, and a time to live (TTL) value,
which is sufficient to execute all caching algorithms supported by
Redis, i.e., LRU, LFU, TTL, and Random. Specifically, TTL-
based eviction removes all expired objects according to their
TTLs. The TTL value is written to the metadata in the memory
pool when the object is inserted. LRU and LFU evict objects
according to their access timestamps and frequency counters,
respectively. Access timestamps and frequency counters are up-
dated atomically with a remote memory write after each object
access.

Following the design of Redis, DMC adopts a sample-based
eviction scheme. DI clients sample multiple objects and evict the
coldest one according to the access information in their meta-
data. However, Redis stores metadata together with objects,
which incurs multiple remote memory accesses when sampling
objects in the remote memory pool. Similar to Ditto [179], we
store metadata in the hash table to improve the efficiency of
sampling objects, as shown in Figure 6.10. In this way, sam-
pling can be efficiently achieved by generating a random integer
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as a hash value and fetching multiple continuous slots with a
single remote memory read.

The client-centric caching framework also provides an update
and priority interface for developers to integrate various caching
algorithms [179, 27]. The update interface enables developers
to customize the recorded access information and define the up-
date rules for access information. The priority interface allows
developers to define a function to map the recorded metadata to
the hotness of cached objects. Since the key differences between
caching algorithms are the access information they rely on and
the definition of object hotness, various caching algorithms can
be integrated by customizing these two interfaces.

6.5 The UMO Memory Pool

Figure 6.11 shows the overall architecture of UMO, the memory
pool of DMC. UMO shards and replicates data instances onto
multiple MNs and provides interfaces for DI clients to allocate
objects and execute transactions on the replicated objects. Sim-
ilar to existing approaches [223, 56], UMO adopts RDMA-based
optimistic concurrency control (OCC) and two-phase commit
protocols to execute transactions. A DI client that initiates a
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transaction serves as a coordinator. Each transaction has an
execution phase and a commit phase. In the execution phase,
a coordinator fetches objects in the read and write sets of the
transaction with RDMA_READs and updates the write set locally.
In the commit phase, the coordinator locks objects in the write
set on both primary and backup MNs with RDMA-based RPCs,
validates the read set by fetching them again and checking their
version numbers, and commits the transaction with RPCs if
there is no conflict. Otherwise, the transaction is aborted and
retried later. To ensure performance isolation among DMC in-
stances, UMO rate limits DI clients with a token-based QoS
mechanism for RDMA [130].

UMO adopts three enabling techniques to satisfy the follow-
ing three critical requirements. First, to improve memory effi-
ciency, we employ an on-demand allocation scheme to reduce the
over-provisioned user memory. Second, to adapt to the bursty
cloud workloads, we propose a copy-free memory region migra-
tion scheme to rapidly achieve load balance and cluster scaling.
Finally, to achieve reliability at scale, we propose an on-demand
connection management scheme to reduce the failure domain
and the huge connection metadata introduced by the enormous
number of connections between compute agents and the MNs.

6.5.1 On-Demand Allocation

UMO adopts a three-level memory management scheme to allo-
cate and free objects. First, at the cluster level, the cluster man-
ager partitions the memory of MNs into 1 GB memory regions.
Memory is allocated to data instances one region at a time. Each
region is replicated as primary and backup regions on multiple
MNs for high availability. Then, at the data instance level, each
region is partitioned into coarse-grained memory segments, e.g.,
16 MB. DI clients in compute agents get memory one segment
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Table 6.2: The statistics of instance sizes in the production cluster.

Size (GB) (0, 1) [1, 2) [2, 4) [4, 8) [8, 64]

Percentage 8.5% 28% 19.8% 17.3% 26.4%

at a time. Finally, inside each DI client, memory segments are
further split into memory blocks of 60 size classes [85]. An object
is always allocated from the size class that best fits it.

UMO achieves on-demand memory allocation in the granu-
larity of memory regions. When creating a DMC instance, we
do not assign all the memory it requires at once but let data
instances allocate memory gradually from the memory pool. Al-
though such a scheme leaves unused memory inside 1 GB mem-
ory regions, the over-provisioned memory can still be greatly
reduced. Table 6.2 shows the statistics of instance sizes in the
DCS cluster. Instances with sizes greater than or equal to 2 GB
and 8 GB account for 63.5% and 26.4%, respectively. Given
the fact that the medium utilization rate of allocated memory is
33% in Figure 6.4b, more than 1 GB of memory can be saved for
over 50% of DCS instances. For instances with sizes less than 1
GB, we directly use DRAM in the compute pool to create these
small instances.

6.5.2 Copy-Free Memory Region Migration

Efficiently migrating memory regions among MNs is essential to
achieve load balance and dynamic scaling. The major challenge
is that transactions are inevitably affected during data migra-
tions, i.e., either being blocked or suffering from poor perfor-
mance [62]. Existing approaches in academia focus on enabling
transactions to not be blocked during migrations [109, 62, 63,
99]. However, these approaches are infeasible in production due
to their minute-scale migration duration and up to 50% through-
put drops [109]. The severe performance degradation and the
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long service impact duration make it impossible to satisfy the
service level agreement (SLA) in production. To make region
migrations practical, we propose to minimize transaction im-
pact duration instead of allowing transactions to execute with
suboptimal performance.

We propose a copy-free migration protocol with millisecond-
scale region migration time and the same blocking time for write
transactions. Our key idea is to leverage replicated memory re-
gions to migrate workloads instead of physically migrating data.
We only focus on migrating primary regions since backup regions
can be moved asynchronously without affecting transaction ex-
ecutions [56, 208]. Migrating a primary region consists of two
phases, i.e., a preparation phase and an execution phase. The
preparation phase decides the target MN to serve the migrated
workload. When the cluster manager receives a request indi-
cating a primary region needs to be migrated, it first checks
its backup MNs, i.e., MNs that replicate the requested region.
If no replica MN can serve the migrated workload, the clus-
ter manager creates a new backup region on another MN asyn-
chronously. The execution phase begins when the target MN
is ready for migration. The cluster manager blocks the source
MN from serving new write transactions on the primary region
and waits for all existing transactions on the region to finish
on both source and target MNs. Then the cluster manager up-
dates the mapping of primary and backup regions and informs
DI clients about the migration. All transactions can execute
normally after the mapping is updated.

UMO efficiently achieves load balance and dynamic scaling
with the copy-free region migration scheme:

Load balancing. DI clients sample the remote memory
access latency of each region in their transactions and report
the samples to the cluster manager periodically. Load balance is
triggered whenever the cluster manager finds the average access
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latency of a region inside an MN exceeds a threshold. Then the
cluster manager iteratively migrates primary regions from the
overloaded MN until it is no longer a bottleneck.

Memory pool scaling. Scaling in and out MNs happens
when the memory utilization of the memory pool is below or
above a threshold. When scaling out MNs, the cluster manager
needs to migrate primary regions to the newly added MNs to
achieve better load balance. Regions are first replicated to the
newly added MNs as backup regions, and then workloads are
transferred by migrating some primary regions to them. When
scaling in MNs, the cluster manager first replicates all the re-
gions in the MNs to be removed to other MNs as backup regions
asynchronously. MNs are then removed after migrating all the
primary regions from it.

6.5.3 On-Demand Connection Management

Managing a production-level memory pool with hundreds of
MNs introduces a large number of connections between com-
pute and memory pools. Existing transactional memory pools
in academia adopt a fully connected architecture, where a single
compute agent needs to connect to all MNs [223, 56].

This leads to two issues under large-scale deployments. First,
the fully connected architecture generates large connection meta-
data on compute agents and MNs. Suppose there are K com-
pute agents and N MNs. Each compute agent has to maintain
N connections to all MNs. Each MN has to maintain K+N−1
connections to all compute agents and other MNs. This requires
more than 4 GB and 80 MB of metadata on each MN and com-
pute agent under a cluster with 10, 000 compute agents and 200
MNs, which is unacceptable considering the 4 GB average in-
stance size. Second, the fully connected architecture creates a
huge failure domain. A single MN failure can affect many ir-
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relevant compute agents due to the connection error. Such a
large failure domain makes it difficult to achieve high service
reliability and satisfy SLAs in deployment.

We propose an on-demand connection management scheme
to address these issues. Instead of connecting a compute agent
to all MNs, we initially connect a compute agent to a small
number of MNs. The number of MNs and connections increases
in an on-demand manner when 1) the compute agent allocates
more memory that cannot be satisfied, or 2) a region is migrated
to achieve better load balance. Such an approach effectively re-
duces the size of connection metadata. Specifically, the maxi-
mum memory size of a DMC instance is 64 GB and each MN
contains 256 GB DRAM. Each compute agent connects to at
least 3 MNs if data instances are replicated three times in the
memory pool, and connects to at most 64 × 3 MNs since data
instances are partitioned into 1 GB memory regions scattered in
the memory pool. Meanwhile, each MN only needs to maintain
N + 256 RDMA connections since an MN can only be used by
at most 256 compute agents. Under a cluster with 10, 000 DI
clients and 200 MNs, the partially connected scheme reduces the
memory required for connection metadata to at most 160 MB
and 76 MB on MNs and DI clients. Besides, the failure domain
is also greatly reduced since a single MN failure now only affects
compute agents that store memory regions on it.

6.6 Evaluation

We evaluate DMC in terms of performance, elasticity, fault-
tolerance, and memory efficiency to show its effectiveness.

Experiment setup. We evaluate DMC with both single-
node and cluster instances. The single-node instance is con-
figured with one CPU and 8 GB DRAM. The cluster instance
consists of 4 single-node instances with the same setting. Both
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single-node and cluster instances are the most widely adopted
settings in the DCS cluster. The local cache of DMC is con-
figured to be 600 MB according to our performance and cost
analysis. We use an additional user VM with 32 CPU cores and
64 GB DRAM to send requests to caching service instances.
The user VM executes 400 client threads to get the maximum
throughput of both approaches.

Workload. We use both YCSB [50] and Twitter work-
loads[215] to evaluate DMC. For YCSB, we use four core work-
loads, i.e., A (50% GET, 50% UPDATE), B (95% GET, 5%
UPDATE), C (100% GET), and D (95% GET, 5% INSERT),
with 16 million keys with 256-byte key-value size. Requests are
generated with Zipfan distribution with θ = 0.99 following the
default setting. For Twitter, we use the first three read-intensive
workloads from three types of clusters, i.e., compute (Cluster 1),
storage (Cluster 3), and transient (Cluster 16).

6.6.1 Performance

We evaluate the end-to-end performance of DMC compared with
DCS in both single-node and cluster instances. Besides, we eval-
uate how compute-side cache and dynamic memory region mi-
gration affect the performance of DMC.

End-to-end performance. Figure 6.12 shows the end-to-
end performance of DMC and DCS. For single-node instances,
DCS has higher throughput and lower latency since DMC in-
troduces higher remote memory access latency. Under read-
intensive workloads, i.e., YCSB B, C, D, and Twitter, the through-
put loss is within 10% and the increase of latency is less than
0.3 ms, which is acceptable considering the performance and net-
work fluctuations in production. Under YCSB-A write-intensive
workloads, DMC exhibits lower throughput due to the highly
conflict transactions in the memory pool. The throughput loss
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Figure 6.12: The throughput and 75th percentile latency of DCS and DMC
under YCSB and Twitter workloads.
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ferent compute-side caches.
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Figure 6.14: Throughput when mi-
grating a memory region.

is still within 15%, which is acceptable in Huawei Cloud since
the current workload is read-intensive.

For cluster instances, DMC achieves lower 75th percentile la-
tency and up to 25% higher throughput. The higher throughput
is attributed to the logical sharding scheme, which can evenly
distribute read requests to all compute agents. In comparison,
the throughput of DCS is bottlenecked by a single Redis server
due to the highly skewed request patterns. Under YCSB-A,
the throughput of DMC is still bounded by the write conflicts,
resulting in a 10% throughput loss.

Compute-side cache. Figure 6.13 shows the throughput
of a DMC single-node instance with different sizes of compute-
side caches. The throughput of DMC increases as the size of the
compute-side cache becomes larger. However, DMC instances
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with small caches perform worse than those without cache. This
is because the frequent cache evictions under small caches in-
troduce too much overhead on the CPUs of compute agents,
affecting the request processing speed.

Memory region migration. We sample the throughput
of DMC every 500 ms when migrating a memory region under
YCSB-B. As shown in Figure 6.14, region migration takes 5 sec-
onds, and the write transactions are blocked for only 15 ms. The
throughput of DMC is not affected, indicating the effectiveness
of the copy-free region migration protocol.

6.6.2 Elasticity and Fault-Tolerance

Elasticity. Figures 6.15 and 6.16 show the throughput of DMC
and DCS during resource scaling under YCSB-C with 1 million
keys. We use a smaller dataset due to the poor migration per-
formance of DCS when the dataset is large.

Horizontal scaling. We evaluate horizontal scaling with clus-
ter instances of DCS and DMC. We create a 4-node cluster,
scale out to 8 nodes, and scale in to 4 nodes. DCS takes more
than 8 minutes to scale out and 5 minutes to scale in. The
throughput is up to 9× lower than that of DMC during the pro-
cess. In contrast, DMC scales out and in instantly without any
side effects. The improvement is because DMC only needs to
launch new compute agents and inform the cluster manager to
adjust the memory assigned to the data instance, eliminating
data migration from the critical path.

Vertical scaling. We evaluate the performance of vertical scal-
ing with single-node DMC and DCS instances. We create a
single-node instance with 1 CPU and 4 GB DRAM initially,
scale it up to 8 GB, and then scale it down to 4 GB. DCS takes
more than 15 minutes to scale up or down. This is because DCS
creates a new container and iteratively moves all data to the
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Figure 6.15: The throughput of DMC under horizontal scaling.
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Figure 6.16: The throughput of DMC under vertical scaling.
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Figure 6.17: The throughput of DMC under MN and CN failures.
.

newly created instance. The throughput drops by up to 90%
during the process. On the contrary, the throughput of DMC is
not affected since it conducts vertical scaling by asking the clus-
ter manager to allocate and reclaim memory asynchronously.
No operation is involved in the data plan.
Fault-tolerance. We evaluate the performance of DMC on
MN and CN failures under YCSB-C. For MN failures, we start
a single-node DMC instance and manually crash an MN. On
MN failures, the memory pool promotes backup regions to pri-
mary regions and re-replicates these regions asynchronously. As
shown in Figure 6.17b, the performance of DMC is unaffected
during the MN failure due to the efficient region migration and
re-replication. For CN failures, we launch a replicated DMC in-
stance with one primary agent and one backup agent. We man-
ually crash the primary region during execution and show the
throughput of DMC. When dealing with CN failures, the com-
pute pool switches requests to the backup agent and restarts a
new backup agent to maintain the replication factor. As shown
in Figure 6.17a, the performance of DMC drops by half when
the failure happens since both primary and backup agents can
serve read requests before failure. The throughput resumes to
the previous level after a short period since it takes the clus-
ter manager 5 seconds to notice the failure and re-launch a new
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Figure 6.18: The improvement on memory utilization of DMC.

backup agent.

6.6.3 Memory Efficiency

To show how DMC can improve the overall memory utilization,
we collect real-world instance creation and memory allocation
traces from a DCS production cluster and feed the trace to the
DMC cluster. We sample the memory utilization of all nodes in
the DMC cluster three times a day at 1:00, 9:00, and 17:00 and
compare with the corresponding points in the trace collected
from the DCS cluster.

Figure 6.18a shows the memory utilization of the two clus-
ters in 7 days. DMC reaches up to 58% memory utilization,
which is 2.6 times higher than that of the DCS cluster. Fig-
ure 6.18b shows the memory utilization breakdown. DMC re-
duces the over-provisioned memory from 40% to 22% due to the
on-demand memory allocation. The remaining memory over-
provisioning is caused by the internal fragmentation inside mem-
ory regions. Moreover, DMC unifies memory allocation for caching
service instances with memory regions, which eliminates the
stranded and unsold memory caused by the variable-sized re-
source scheduling in the DCS cluster.
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6.7 Lessons Learned and Future Directions

Disaggregating memory is necessary. Memory utilization
can also be improved by achieving on-demand allocation in the
monolithic DCS cluster. However, the feasibility of such a de-
sign relies on the elasticity of caching service instances. Specif-
ically, to achieve high memory utilization, multiple instances
with partially allocated memory have to be compacted on a sin-
gle node. Instances have to be migrated when the memory in
their original node is not sufficient to hold all the instances. Un-
fortunately, monolithic-server-based caching systems cannot be
efficiently migrated since their management of data and execu-
tion of user requests are coupled together at the software layer.
They suffer from minute-scale data movement on the critical
path of instance migrations [109, 99]. Consequently, memory
disaggregation is necessary to achieve both elasticity and re-
source efficiency for DCSes.
The overhead of memory disaggregation is affordable.
The performance loss of using DM is a major concern in both
academia and industry [218, 196, 4]. DMC has a less than 0.3 ms
increase in the request latency and a 10% throughput loss com-
pared with the monolithic DCS. The throughput and latency
are sufficient to achieve our SLAs and the performance loss is
affordable considering the 2.6 times improvement in the overall
memory utilization. Meanwhile, the increase in latency is neg-
ligible considering the multiple hops and network fluctuations
between user VMs and the DMC cluster.
System design is critical to fully exploit DM. DM has
three major benefits thanks to the physically decoupled CPU
and memory, i.e., elasticity, resource utilization, and failure iso-
lation [199]. A good software design is a must to exploit these
hardware benefits [38]. In the initial design of DMC, we tried
multiple combinations of compute-side cache, replication, and
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data sharding. DMC with decoupled replication, logical shard-
ing, and data cache outperforms other alternatives in terms of
failure isolation, elasticity, and performance.
Memory reservation is still required. Using DM can reduce
the over-provisioned memory and eliminate stranded memory in
the monolithic DCS cluster. However, memory reservations are
still required due to the deployment model of DMC. Specifically,
the memory pool of DMC is constructed with VMs allocated
from the computing infrastructure of Huawei Cloud. When the
capacity of the memory pool is insufficient to create a DMC
instance, DMC needs to allocate a new VM and add it to the
memory pool. While we have improved the speed of adding
VMs to the memory pool, the speed of memory expansion is
still limited by the time-consuming VM allocation.

To address this issue, DMC expands the capacity of the mem-
ory pool whenever the memory utilization exceeds a fixed thresh-
old. DMC sets heuristic rules to raise the thresholds in advance
of events that may cause many bursty instance creation requests,
e.g., Black Fridays [72]. Two possible future directions can be
investigated to reduce the amount of reserved memory. First, in-
stead of setting a fixed threshold, we can use machine learning to
predict the required memory and set the threshold dynamically.
Besides, the resource expansion mechanism of the memory pool
and even the lower-level infrastructure can also be improved so
that resources can be expanded rapidly to satisfy user requests.
Shared everything is desired. In DMC, we adopt a logi-
cal partition scheme to achieve better load balance with shared
reads. However, there is still room for improvement since write
requests are still partitioned and can suffer from imbalanced
workloads. Ideally, we could achieve the best load balance and
cost efficiency with a shared everything architecture, i.e., com-
pute agents equally serve all requests. However, such an archi-
tecture makes it challenging to manage the local DRAM cache of
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compute agents. Expensive cache coherence protocols [32, 202]
need to be adopted since multiple compute agents can simulta-
neously access and modify the same object in their local caches.
How to efficiently manage compute agents’ local DRAM cache
under the shared everything architecture is also an important
future research topic.

6.8 Related Work

In-memory caching systems. Existing works on in-memory
caching systems can be classified into two categories. The first
improves cache hit rates of caching algorithms according to the
characteristics of cloud workloads [216, 169, 195, 64, 25, 27, 2].
Among them, SegCache [216] proposes a TTL-based eviction
algorithm to efficiently evict objects according to TTLs. Hy-
perbolic [27], and LHD [25] propose new metrics to measure
the hotness of cached objects. Cacheus [169] and LeCaR [195]
model cache replacement as a multi-armed-bandit problem and
use reinforcement learning to adapt to the changing cloud work-
loads. DMC is orthogonal to these works since we adopt existing
caching algorithms and focus on system-level improvements.

The second class improves the performance of caching sys-
tems when executing caching algorithms and data access re-
quests. Specifically, MICA [126] employs the request direction
techniques on modern NICs to schedule user requests to specific
CPU cores of the caching server. MemC3 [66] uses concurrent
cuckoo hashing and the CLOCK caching algorithm to improve
the throughput of caching servers. CliqueMap [182] uses one-
sided RDMA operations to reduce the load on server CPUs when
executing read operations and achieve higher overall throughput.
However, all these approaches focus on improving the perfor-
mance of monolithic-server-based caching systems. This work
identifies the problem of low memory utilization of production
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caching services and improves the cluster-level memory utiliza-
tion with DMC, a memory-disaggregated caching service.

Memory-disaggregated storage systems. Works that
relate to DMC most are Ditto [179] and Dinomo [119]. The
client-centric caching framework of DMC is similar to that of
Ditto. However, Ditto focuses on executing caching algorithms
efficiently and achieving high cache hit rates with an adaptive
caching scheme. It is insufficient to be deployed in production
since it does not address the challenges of failure handling and
scalability issues of the memory pool. DMC addresses these is-
sues with decoupled replication and on-demand connection man-
agement. Dinomo is a memory-disaggregated caching system
that partitions the management of data to individual CNs to
achieve better scalability. The logical data sharding of DMC re-
sembles this scheme but achieves better load balance by allowing
all compute agents to equally serve read requests.

6.9 Summary

This chapter presents DMC, Huawei Cloud’s industrial prac-
tice of using disaggregated memory to improve the memory ef-
ficiency of its distributed caching service. We present the severe
memory under-utilization issue in Huawei Cloud with real-world
statistics and bridge the gap between academia and industry by
introducing the industrial requirements and discussing detailed
design choices of DMC. Finally, DMC shows 2.6× higher mem-
ory utilization, 9× high throughput during resource scaling, and
1.25× higher throughput for the cluster mode instances. The
performance loss introduced by DM for single-node instances is
less than 10% for most cases.

2 End of chapter.



Chapter 7

Conclusion and Future Work

7.1 Conclusion

Resource disaggregation is a promising next-generation data
center architecture. It can achieve near-optimal resource effi-
ciency, hardware elasticity, and scalability. Severe performance
degradation is the key problem that prohibits the wide adoption
of resource disaggregation in real-world data centers.

This thesis identifies that the root cause for the performance
degradation lies in the unsuitable data structures and algorithms
and proposes to attack the performance issue in a bottom-up
manner, i.e., by designing native data structures and algorithms.

First, by analyzing the characteristics of a disaggregated data
center, we summarize three critical aspects to construct high-
performance native data structures and algorithms, i.e., I/O,
concurrency, and asymmetry.

We then focus on disaggregated memory and design data
structures and algorithms for memory-disaggregated storage sys-
tems. Our work designs data structures and algorithms for three
major components of a memory-disaggregated storage system,
i.e., memory management, indexing, and fault tolerance.

To achieve efficient memory management, we propose a two-
level memory allocator and a client-centric caching framework.
Both approaches achieve high performance by reducing the am-

194
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plified I/O numbers, avoiding and efficiently resolving concur-
rency conflicts, and scheduling computation according to the
compute capabilities of compute and memory pools of DM.
We integrate these two approaches in Ditto, the first memory-
disaggregated caching system, and verified the effectiveness of
our design with thorough experiments.

To index data with high performance, we propose SMART,
a high-performance range index data structure on DM. SMART
innovatively adopts radix trees as range indexes on DM to at-
tack the severe I/O size amplification of traditional B+-tree-
based approaches. We further reduce I/O numbers and improve
concurrency control performance in the data structure design.
Thorough experiments over YCSB workloads show the preva-
lence of SMART compared with state-of-the-art approaches.

To achieve reliability with high performance, we design high-
performance replication and logging algorithms. Both algo-
rithms reduce the amplified number of I/O operations by shot-
cutting data-path operations and achieve high concurrency con-
trol by simplifying conflict resolution. Moreover, both approaches
optimize the asymmetric compute capabilities by relying only on
one-sided RDMA operations. We integrate the replication and
logging algorithms in FUSEE, the first fully memory-disaggregated
storage system, and demonstrate its performance and reliability
with thorough experiments.

Finally, I discuss the industrial practice by introducing the
design of DMC, the memory-disaggregated caching service in
Huawei Cloud. We present the severe memory under-utilization
issue in Huawei Cloud with real-world statistics and bridge the
gap between academia and industry by introducing the indus-
trial requirements and discussing detailed design choices of DMC.
Thorough experiments validate the effectiveness of our designed
data structures and algorithms.

In brief, this thesis contributes to both academia and in-
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dustry. To academia, we provide guidelines for efficient data
structures and algorithm design over DM. To industry, we show
the huge benefit of memory-disaggregating a monolithic caching
service can have in terms of resource efficiency and elasticity.
To some extent, our work promotes the deployment of memory
disaggregation in modern cloud data centers.

7.2 Future Work

The problem with resource disaggregation is far from being fully
addressed. The goal of resource disaggregation is to allow ar-
bitrary programs to execute seamlessly over the disaggregated
architecture with high performance. In this perspective, it is
critical to achieve the compatibility of existing programs and
simplify the development of future programs. For existing pro-
grams, it is crucial to transparently port them to the disaggre-
gated architecture with high performance. For future programs,
new programming paradigms need to be proposed to allow engi-
neers to develop efficient disaggregation-native software. How-
ever, there is still a huge gap between an arbitrary program and
the disaggregated architecture.

Closing this gap calls for a joint effort from both bottom-up
and top-down system design. First, many disaggregation-native
system components, e.g., data structures, and algorithms, have
to be constructed to achieve high performance. This is what
we have explored in this thesis. Besides, an internal abstraction
layer, e.g., language runtimes and operating systems, has to be
deployed to compose bottom-up system components and provide
a compatible interface.

Looking forward, I would like to explore combining bottom-
up system components with top-down interfaces to achieve bet-
ter disaggregation for both existing and future programs.
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7.2.1 Disaggregating Existing Programs

In existing cloud data centers, there are two major types of
programs, i.e., traditional CPU-centric programs and emerging
GPU-centric AI applications. The primal challenge of disaggre-
gating these programs in a portable manner is how to mitigate
the severe performance degradation. Addressing this challenge
requires us to understand the character of program execution
and schedule the computation of individual programs to their
most suitable lower-level system components. It is promising to
approach this at the runtime level, where we can expose upper-
level program semantics to the lower-level system components.
Concretely, I will explore designing disaggregated language run-
times for CPU-centric programs and machine learning (ML) run-
times for GPU-centric AI applications.

Fine-Grained Disaggregation for CPU-Centric Applications

The large amount of CPU-centric applications in today’s data
centers makes disaggregating these types of applications a crit-
ical task. For these applications, achieving high performance
over the disaggregated architecture requires us to decompose a
program into fine-grained computation tasks and schedule them
to the most suitable hardware accelerators. This makes under-
standing the semantics of programs critical.

We propose to achieve such fine-grained disaggregation at the
runtime level. The benefit of using language runtimes is that
they are very close to programs since they directly deal with
code. However, it is challenging to correctly divide programs,
understand the characters of divided computation tasks, and
coordinate these tasks over the disaggregated accelerators. In
the future, I will design a disaggregated language runtime that
leverages both dynamic profiling and static analysis to decom-
pose the program and construct lower-level system components



CHAPTER 7. CONCLUSION AND FUTURE WORK 198

to coordinate computation tasks efficiently over the disaggre-
gated architecture.

Disaggregated ML Runtimes for GPU-Centric AI applications

Due to the emergence of large language models (LLM), GPU-
centric generative AI workloads, i.e., LLM training and infer-
encing, are becoming more and more important in modern data
centers. Disaggregating these GPU-centric applications is ur-
gent due to the large-scale deployment and the diverse resource
requirements of training and inferencing tasks. These applica-
tions involve massive parallel floating-point computation and are
already scheduled on the most suitable hardware, i.e., GPUs.
The problem with the existing AI applications is the memory
wall of GPUs, i.e., the compute power of GPUs cannot be fully
utilized since they cannot hold all the data in their memory.
Inspired by the disaggregation of CPU memory on monolithic
servers, I will explore disaggregating GPU memory with high-
speed GPU interconnects at the ML runtime level to break the
GPU memory wall for generative AI applications.

7.2.2 Disaggregating Future Programs

Eliminating the semantic gap between an arbitrary program and
the disaggregated hardware is hard to achieve optimal with the
runtime-level program analyses. For future programs, a better
approach is to expose some critical lower-level hardware and
architectural details to engineers so that they can close the gap
when developing programs. This calls for a new programming
paradigm for disaggregation-native programs.

Disaggregated Serverless Frameworks for Future Programs

Serverless computing is an emerging programming paradigm
that naturally synergizes with the idea of resource disaggrega-
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tion. It requires developers to manually decompose a monolithic
program into small computation tasks named serverless func-
tions. However, existing serverless frameworks are designed for
CPU-centric programs. There is a huge gap between serverless
functions and the disaggregated hardware, both in the program-
ming interface and in the execution of serverless functions. To
close this gap, in the future, I propose to extend the serverless
computing interface to expose more hardware details and de-
sign bottom-up system components for more efficient execution
of serverless functions.

2 End of chapter.
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