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Abstract

This project aims to recover the imitation of celebrities in aspects of thought

strategy and writing style. We constructed an automated retrieval augmented

fine-tuning system architecture that is specialized in reappearing a role. We

investigated multiple approaches and performed research in figuring out the role-

playing ability in different large language models with various designs. To mea-

sure the outcome, we performed news summarizing with the celebrity’s personal

view and analysis through the platform “Medium”. The System could automati-

cally summarize the news that happened recently and pick the most related news

topic that is matching the celebrity’s expertise. The blog writing architecture

is powered with numerous subsystems including Retrieval Augmented Generator

(RAG), Image Generator System, Data Augmentation System, Article Enhance-

ment System and Layout Finalizing System.

In order to evaluate the role-playing ability of Large Language Models (LLMs),

We conducted a research in this field. However, existing studies focus on the im-

itation of either well-known public figures or fictional characters, overlooking the

potential for simulating everyday individuals. Such an oversight limits the po-

tential for advancements in digital human clones and non-player characters in

video games. Addressing this gap, we draw inspiration from the Turing Test and

propose ECHO, an evaluation framework that involves the target individual’s
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acquaintances to differentiate between responses generated by humans and those

by machines. This advantage is provided by the scenario of imitating everyday

individuals instead of historical celebrities or fictional characters. We benchmark

three role-playing LLMs with ECHO, utilizing both GPT-3.5 and GPT-4 as back-

bones. Additionally, we also assess the capability of role-playing of GPTs, the

latest online application from OpenAI. Our findings indicate that GPT-4 more

effectively fools human evaluators, with GPTs leading the pack by achieving a

success rate of 48.3%. This result will be used to empower our imitation archi-

tecture.
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Chapter 1

Introduction

1.1 Motivation

Artificial Intelligence is developing in a exponential speed, the LLMs model be-

came much more better with a smaller size. However, due to a lot of generalised

LLMs, the area of exploring LLM as a specific domain expertise is an upcoming

trend. When come to this crucial development, role-playing is one of the way to

achieve the target. If LLms are capable to imitate a role-well and equipped with

relevant expert knowledge would be an advantage to further expand correlated

studies and bring a huge benefit across a lot of fields. Therefore, We selected

mimicking celebrities as our target to further evaluate and develop our model

architecture.

1.2 Objective

Our first goal is to post a review from imitating a celebrity through online plat-

form. By doing so, the system could automatically post the imitation result to

public and could be further evaluate by the public.
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Our second objective is to investigate the role-playing ability of current LLMs

with different proposed system architecture and explore the possibilities of using

LLMs in auto evaluation field.

Last but not least, our final goal is to propose a new architecture that is being

tested and improved in a certain level of imitation. With testing various methods

and prompt optimizing.
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Chapter 2

Full-stack AI content creator

2.1 Imitation System Architecture

2.1.1 Fetching Data

For effective mimicry using a Large Language Model (LLM), it is crucial to feed

it with both first-hand information, such as speeches or papers authored by the

celebrity, and third-party information that encapsulates their thinking style, tone,

and writing style through relevant documents. The challenge, however, lies in effi-

ciently gathering and processing the extensive online data without overwhelming

the LLM in terms of cost and time. To achieve this, we focus on both the breadth

and depth of information collection while avoiding information overload. The key

difficulty is in identifying and summarizing pertinent data from the vast online

resources.

2.1.2 Data Type

In our methodology, the types of data we use to train the Large Language Model

(LLM) for mimicking a celebrity are twofold: first-hand information and third-
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party information. Each type plays a crucial role in creating a comprehensive

and accurate simulation of the celebrity’s persona.

First-hand Information This category includes direct communications from

the celebrity, like speeches, interviews, and writings. These provide a primary

source of raw data for the LLM, offering unique insights into the celebrity’s per-

sonal ethos, disposition, and speech and writing patterns. This direct source al-

lows the LLM to adopt the celebrity’s linguistic nuances when mimicking them, ef-

fectively replicating their communication style and ensuring authenticity. For ex-

ample, writing segments can be utilized as FewShotPrompts (LangChain, 2024a)

for learning the celebrity’s writing style.

Third-party information Encompassing external content about the celebrity,

such as biographies and news articles, third-party information gives a comprehen-

sive view of the celebrity’s public persona, societal impact, and career trajectory.

It also sheds light on how the celebrity’s actions and statements are perceived

by society. This information becomes vital in the absence of first-hand data,

providing insights into the celebrity’s thinking style. The LLM can use this data

to understand the broader narrative surrounding the celebrity and refine its sim-

ulation based on the widespread interpretation of their personality and actions.

In summary, leveraging both first-hand and third-party information as train-

ing data equips the LLM to construct a multi-dimensional understanding of the

celebrity, enabling it to generate authentic and believable results.

2.1.3 Task List

We have created specific tasks for the agent to gather information about various

aspects of the celebrity’s public image and work. This task list guides the agent

4



Figure 2.1: Task list for agent to search online to get information

in creating a dataset that is representative of the celebrity’s persona.

2.1.4 Workflow

Our method is based on the premise of accurately simulating a celebrity. Given

the lengthy chain of LLM processes during simulation, conducting real-time in-

formation searches during interaction is impractical (Xu et al., 2023b). Thus,

we have developed a system that proactively fetches necessary information about

the celebrity and condenses it into a format suitable for the language model. Our

prototype includes:

- Task-specific searches: Rather than a broad search, we break down the

retrieval process into multiple, detailed tasks, each targeting a specific aspect of

the celebrity’s life or work to ensure comprehensive data collection.

- Data Filtration and Deduplication: Post-collection, the LLM filters out ir-

relevant information and checks for redundancies against saved files. This step

ensures that the data fed into the language model is not only rich but also stream-

lined and non-repetitive, allowing the LLM to extract key information efficiently.
5



Our data processing workflow integrates LangChain with the ChatGPT API

(Brockman, 2023) and BabyAGI (Nakajima, 2023), utilizing BingSearch API V7

(Microsoft, 2024b). The workflow involves:

• Task Prioritization: BabyAGI selects the most pertinent task at hand.

• Data Retrieval: LangChain employs BingSearch API V7 to gather data

according to the given task.

• Result Refinement: The agent removes irrelevant information from the

search results.

• Deduplication: The agent compares the new data with existing files to

eliminate duplicates.

• Data Structuring: The refined data is structured into a JSON file, facili-

tating easy retrieval for future processing.

• Iteration: This process is repeated for each task to build a comprehensive

dataset.

The choice of JSON format for data structuring is intentional, designed to

enable ease of access and manipulation when the data is subsequently used to

prompt the language model.

2.1.5 Extracting Features

The process of imitating a celebrity through a language model extends beyond

merely feeding it information. Capturing a persona’s essence is best reflected

in their responses to inquiries and how they articulate their thoughts. A chal-

lenge with ChatGPT is its inconsistency in results due to limited recall of past

interactions (Jang and Lukasiewicz, 2023). Therefore, our system is designed to
6



Figure 2.2: Celebrity Imitation Application Workflow

Figure 2.3: Summarized result of the fetched information of the celebrity
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both analyze and synthesize information into a question-and-answer (QA) for-

mat, fostering dynamic and consistent interactions that mirror the celebrity’s

communication style (Knoll and Matthes, 2016).

2.1.6 Generation Strategy

Following the idea proposed in RoleLLM, we will perform a similar strategy for

crafting a QA set that accurately reflects a celebrity’s persona involves generating

a diverse and insightful array of questions. This strategy is not about asking just

any questions, like mathematical ones, but about asking the right questions that

delve into the nuances of the celebrity’s life, thoughts, and style. Our generation

strategy breaks down into three key aspects: predefined data types, question

types, and factualness.

2.1.7 Predefined Data types

To guide the language model towards a comprehensive understanding of the

celebrity, we categorize information into predefined data types. These types

cover a broad spectrum of the celebrity’s life and personality, allowing the model

to summarize background information fetched from the internet and generate

questions that are relevant and meaningful. These questions are deeply rooted

in the celebrity’s background, beliefs, and preferences, offering insights into their

comprehensive persona. These types include:

• Education and Professional Background

• Interests and Hobbies

• Personality

• Favorite Books, Movies, and Music
8



• Values and Beliefs

• Problem-Solving Style

• Memorable Life Experiences

• Writing and Speaking Style

2.1.8 Question Types

The questions are designed not just to elicit information but also to discern

the authenticity and depth of the responses. We use various question types to

challenge the model in replicating human-like interaction. These are crucial in

evaluating whether the responses convincingly mirror the complexity of human

thought and emotion, enabling the language model to also reflect them during

live interactions later. The question types we used are:

• Memories or Secrets

• Personal Data

• Emotional Questions

• Subjective or Creative Questions

• Knowledge-Based Questions

• Ethical Questions

• Logical Questions

• Philosophical Questions

• Questions About the Future

9



2.1.9 Factualness

Based on the paper RoleLLM, we realized that sometimes the questions generated

might be irrelevant and inaccurate because the language model forgets to consider

the person’s background. Hence, it’s essential that the questions are not only

appropriate but also closely aligned with the celebrity’s background and public

persona. This involves:

• Ensuring questions are tailored to the celebrity’s known experiences and

expertise.

• Avoiding questions that are too irrelevant to the celebrity’s life, like asking

“What do you think about ChatGPT” to Oppenheimer.

• Balancing the specificity of questions with the need to maintain broad ap-

peal to diverse audiences.

Considering the generation strategy for QA sets, the final prompt we set to

let LLM generate the QA set will be the following:

2.1.10 Results and Application

Like how the data is handled in the data collection before, we will also generalize

the QA set into the JSON format after generation. Here is an example:

Once the QA set is generated, it’s integrated into the simulation framework.

The QA set acts as a pre-compiled resource that the language model can draw

upon as knowledge or memory during live interactions. The advantages of this

approach include:

• Efficiency: Reducing the computational overhead of generating responses

in real-time, ensuring quick and fluid interactions.

10



Figure 2.4: System Prompt for generating QA

Figure 2.5: Human Prompt for generating QA
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Figure 2.6: Result of the generated QA

• Consistency: Using the QA set as a baseline to follow the person’s writ-

ing habit, thinking style, tone, etc., during each interaction, generating a

consistent result in the long run.

• Complexity Management: By generating multi-aspect and multi-type ques-

tions in the QA set, these questions can serve as comprehensive guidelines

for the language model to handle more complex questions that might re-

quire multifaceted answers, which the model has already pre-formulated

and refined.

2.1.11 Evaluating role-playing ability

To evaluate different prompting approach’s effectiveness in role-playing the celebrity,

we utilized the same setup in real person to examine the output and figure out a

best approach to be used in our application. Here, we did a research and proposed

a evaluation setup called ECHO.
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Chapter 3

ECHO

3.1 What is ECHO?

Large Language Models (LLMs) have recently made significant breakthroughs in

the field of Artificial Intelligence (AI). Notably, ChatGPT1, one of the state-of-

the-art commercial models, has showcased its capabilities across different Natural

Language Processing (NLP) tasks, such as information retrieval (Zhu et al., 2023),

computer programming (Surameery and Shakor, 2023), grammar checking (Wu

et al., 2023), and sentence translation (Jiao et al., 2023). Trained on extensive

datasets, LLMs also demonstrate applicability beyond NLP tasks, extending to

domains such as healthcare (Johnson et al., 2023), education (Baidoo-Anu and

Ansah, 2023), legal service (Guha et al., 2024), and product design (Lanzi and

Loiacono, 2023).

Given LLMs’ extensive capabilities, researchers have explored their resem-

blance to humans (Huang et al., 2024; 2023). Role-playing, the act of changing

one’s behavior to fulfill a specific role, has been employed as a criterion for eval-

uating LLMs (Shanahan et al., 2023) since it is a complicated task requiring
1https://chat.openai.com/
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various abilities. However, the evaluation of LLMs’ role-playing ability is a rel-

atively under explored area. Previous studies (Shao et al., 2023; Wang et al.,

2023) mainly focus on instructing LLMs to impersonate celebrities or fictional

characters. These approaches restrict the scope of assessing LLMs’ role-playing

capabilities and overlook situations where LLMs could act as digital clones of

humans, non-player characters in video games and metaverse, or, more concern-

ingly, be used maliciously to impersonate individuals, spreading false information

or damaging reputations. Addressing this gap, our study directs LLMs to em-

ulate real, ordinary individuals instead of famous figures, a notably unexplored

area in current research.

To effectively assess the capability of LLMs to emulate specific individuals,

our approach is inspired by the Turing test, as initially proposed by Turing (1950).

This test gauges whether a machine can demonstrate intelligence indistinguish-

able from that of a human. In our study, we create a role-play LLM using the

profile of an actual person and invite acquaintances of this person to discern

between responses from the real individual and the LLM. Utilizing real-person

data makes it possible to apply the Turing test and makes it easier to recruit

annotators, which is advantageous over using profiles of well-known figures due

to the accessibility of their acquaintances. However, a limitation arises in multi-

round dialogues, where human evaluators can easily differentiate between LLMs

and real people by posing questions LLMs cannot answer, such as queries about

the current time. This issue can shift evaluators’ focus from assessing the LLMs’

ability to think and act like the intended emulation target. To address this prob-

lem, we introduce a novel framework, ECHO, designed to specifically evaluate

LLMs’ proficiency in replicating a human’s thought process within a particular

domain. ECHO is a question-answering-based evaluation system, which marks a

departure from traditional dialogue-based evaluation systems.

14



We evaluate four different role-playing methods, RoleGPT (Wang et al., 2023),

Juliet (Jones and Bergen, 2023), Role-Play Prompting (RPP) (Kong et al., 2023),

and OpenAI’s online application, GPTs (OpenAI, 2023). For the first three meth-

ods, we additionally compare the performance differences when utilizing GPT-3.5

versus GPT-4. We collect the personal data of ten unique individuals for instruct-

ing each method to role-play these characters. Subsequently, we pose ten types of

questions from various aspects to both the target character and the role-playing

LLMs. Each character then invites their acquaintances to identify which re-

sponses they believe are written by the actual person. The findings indicate that

the most effective role-playing method achieved a 48.3% success rate in deceiving

the acquaintances. The research paper can be summarized as:

1. We propose ECHO, the first framework to conduct Turing tests on role-playing

LLMs, which can effectively compare different role-playing methods.

2. We conduct extensive experiments, including profiles of ten people, and invite

their acquaintances to discern between responses produced by LLMs and real

humans.

3. We delve into LLMs’ potential as evaluators in identifying human versus

machine-generated texts, addressing concerns about biases that might influ-

ence their judgment.

3.2 Related Work

3.2.1 Turing Tests for LLMs

The concept of the Turing Test (Turing, 1950) is a cornerstone in AI’s history,

initially assessing AI through text-based interactions to determine if a judge was

conversing with a human or a machine. The advent of LLMs has propelled the
15



Turing Test into new territories. For instance, Jannai et al. (2023) conducted a

large-scale public Turing Test online, challenging participants worldwide to dis-

cern between an LLM and another human in a two-minute conversation. Their

findings indicated that current LLMs pass the test approximately 40% of the

time. Meanwhile, the TURINGBENCH environment (Uchendu et al., 2021) pro-

vides a structured platform to systematically evaluate the indistinguishability of

LLM outputs from human responses, showcasing the advancements and the lim-

itations of current models. Similarly, Jones and Bergen (2023) implemented an

approach where an interrogator interacts with a single respondent to determine if

they are human or AI. In their experiments, the best-performing GPT-4 prompt

passed in 41 games. Also, Sejnowski (2023) posits that interactions with LLMs,

through a reverse Turing test, reveal more about human intelligence dynamics

than the artificial nature of LLMs, highlighting a complex interplay between hu-

man expectations and machine outputs. Elkins and Chun (2020) demonstrates

GPT-3’s capacity to emulate well-known authors’ writing styles and thematic ele-

ments, showcasing its potential in creative writing fields ranging from journalism

to novel writing.

However, these advancements face challenges, such as LLMs acknowledging

their non-human nature when directly questioned, reflecting their programming

for honesty, and experiments often featuring LLMs in ambiguous roles rather

than imitating real people. Our research aims to overcome these hurdles by

evaluating LLMs’ ability to replicate specific individuals, offering a more detailed

examination of their imitation skills.

3.2.2 Role-Playing LLMs

Recent advancements in AI have led to a growing interest in the role-playing

abilities of LLMs. This field investigates how LLMs adapt to and maintain spe-

16



cific characters or personas in conversational contexts. Studies examine the in-

trinsic capacity of LLMs to engage in role-play and assess the models’ ability

to consistently portray assigned roles, providing insights into their adaptabil-

ity and versatility in dynamic interactions (Shanahan et al., 2023). Meanwhile,

RoleLLM (Wang et al., 2023) and CharacterLLM (Shao et al., 2023) provide dif-

ferent frameworks specifically designed to benchmark or enhance the role-playing

capabilities of LLMs while Kong et al. (2023) focus on enhancing LLMs’ zero-

shot reasoning abilities in role-playing various personas. Several studies, such

as CharacterGLM (Zhou et al., 2023) and ChatHaruhi (Li et al., 2023), expand

the exploration of LLMs’ role-playing capabilities into cultural and entertainment

arenas. These works highlight the remarkable ability of LLMs to engage in role-

playing not only within Chinese cultural contexts but also in bringing fictional

characters to life, demonstrating the versatility and creative potential of LLMs

in diverse settings.

Additionally, some applications, such as character.ai2 offer an innovative plat-

form where users can interact with AI-generated characters, each with distinct

personalities and backgrounds. GPTs (OpenAI, 2023), introduced by OpenAI,

allows users to tailor and access the customized GPT models for specific tasks

like doing role-playing.

3.3 ECHO Design and Implementation

ECHO is a human evaluation system built on top of the Turing Test, aimed

at assessing the role-playing capabilities of different LLMs. It comprises four

key components: a question generator, a human-side group, an LLM-side group

consisting of language models such as GPT-3.5 and GPT-4, and an evaluation
2https://character.ai/
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Figure 3.1: An illustration of the design of ECHO.

group. The overall framework is illustrated in Figure 3.1.

3.3.1 Constructing Role-Play LLMs

Gathering detailed background information about an individual before evalua-

tion is essential to creating a realistic and comprehensive imitation. The profile

database equips the LLM to understand and replicate the nuances of the indi-

vidual’s personality, experiences, and communication style to generate responses

that reflect the individual’s character and thought processes. By providing the

model with rich, multi-faceted data on a person, we enhance the LLM’s capabil-

ity to generate responses that are not just accurate but also deeply resonant and

personalized.

To ensure the depth and consistency of the data, we employ predefined cat-

egories when gathering background information. This structured approach en-

sures that the LLM receives a balanced representation of various facets of the

individual’s life, enabling it to generate responses that are factually accurate and

18



reflective of the individual’s unique persona. The categories explored include:

• Background and Interests: Education, Professional Background, Interests,

and Hobbies.

• Personal Identity: Personality, Values and Beliefs, Memorable Life Experi-

ences.

• Cultural Preferences: Favorite Books, Movies, and Music.

• Cognitive and Social Dynamics: Problem-Solving Style, Thoughts on Cur-

rent Events, Communication and Social Style, Writing and Speaking Style.

We present a detailed list of ten questions for background information collec-

tion in §?? in the appendix. Testers must answer all questions without refusal

and provide evidence to support their responses, ensuring a comprehensive and

credible dataset. This process aims to enhance the quality of information for

LLMs’ understanding of individuals. Responses that lack sufficient evidence or

do not meet guidelines may be excluded to preserve data integrity.

3.3.2 Collecting Answers

Question Types Our approach separates the questions into two categories:

general and specific. The general question types encompass broader themes,

while the specific ones delve deeper into personal attributes based on the person’s

background information. Below are the general question types:

• Creativity Questions (CR): Questions that involve generating original ideas or

envisioning scenarios by altering or expanding upon existing concepts.

• Ethical Dilemmas Questions (ED): Questions that challenge individuals to

consider and articulate their moral perspectives or decisions in complex situ-

ations involving moral ambiguity or conflict.
19



• Logical Questions (LG): Questions designed to assess an individual’s ability

to think in a structured, coherent, and logical manner.

• Philosophical Questions (PH): Inquiries that explore deep and often abstract

ideas about human existence, ethics, knowledge, and the nature of reality.

• Problem Solving Questions (PS): Questions that require analytical thinking

and practical solutions to hypothetical or real-world challenges.

We also incorporate the following types of specific questions:

• In-depth Personal Questions (IP): Questions that delve into an individual’s

personal history, experiences, and reflections to gain insights into their char-

acter, motivations, and life journey.

• Emotional Questions (EM): inquiries that explore an individual’s emotional

experiences and how they manage and understand their feelings in various

situations.

• Future Prediction Questions (FP): Questions that prompt individuals to ar-

ticulate their aspirations, predictions, or plans regarding their personal or

professional future.

• Insightful Questions (IS): Questions that encourage individuals to share their

unique perspectives or understanding of an individual’s related subject or ex-

perience.

• Interest Questions (IT): Questions that explore how a person’s hobbies, pas-

sions, or areas of interest shape their views, experiences, or future aspirations.

Question Generation We developed a framework using GPT-4 to generate

both general and specific questions. For general questions, GPT-4 created five
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unique questions for each type, totaling 25, without considering the imitator’s

background. For specific questions, GPT-4 crafted five questions tailored to each

imitator’s background. Each imitator received ten questions—five specific and

five randomly chosen general questions from each general question type—ensuring

a diverse evaluation across baselines.

The questions are initially sourced and designed from diverse platforms, in-

cluding asking different people the list of question types that can help distinguish

a real person and an LLM in social media and looking for different academic

research focusing on distinguishing real persons from LLMs, i.e., asking about

some general questions, such as daily activities and emotion (Jones and Bergen,

2023).

Initially, our setup faced challenges in LLM-generated questions being ex-

tremely specific to individuals’ backgrounds, leading to complex questions that

both participants and evaluators found challenging to understand, affecting the

evaluation process. For example, questions on specialized topics like gut mi-

crobiota in human health, while relevant, often exceeded the general knowledge

scope of participants, rendering their responses ineffective. Additionally, eval-

uators without specific knowledge could resort to random guesses rather than

informed evaluations. To address this, we implemented a selective filtering pro-

cess to ensure that questions match the testers’ general English proficiency and

intellectual level while aligning with their unique experiences and knowledge.

This process helps maintain the relevance and fairness of the evaluation by tai-

loring questions to be comprehensible yet reflective of each tester’s background,

thereby avoiding excluding overly specific questions from the analysis.
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3.3.3 Conducting Turing Tests

Human Evaluation The evaluation employs a cyclical process where roles be-

tween individuals and LLMs alternate, ensuring a thorough assessment. Each

cycle features an individual and an LLM-side group answering questions, with

models treated as separate baselines. Questions are generated for both parties,

with human responses remaining constant for comparison. LLM responses, tai-

lored with background information data from the human participants, aim to

mimic their personas closely. Responses are anonymized and randomized for un-

biased evaluation by at least one person familiar with the human subject, focusing

on tone, thought process, and identification accuracy. This cycle repeats, with

performance feedback informing the next round’s human-side selection.

ECHO aims to overcome traditional Turing test limitations by conversational

traps that could skew assessments, such as reliance on context-specific inquiries,

e.g., asking about current time or falling prey to the ELIZA effect. By focus-

ing on a structured Q&A format, ECHO provides a direct response comparison

method, improving the fidelity of role-play assessment. This structured approach

prioritizes evaluating ideas, thoughts, and writing style, offering a nuanced view

of LLMs’ ability to replicate human interaction nuances.

Meanwhile, pre-processing responses are also included to remove syntactical

biases that might influence evaluators, such as inconsistencies in capitalization,

the omission of spaces between words, and the correction of misspelled terms.

This ensures evaluations focus on the content’s authenticity and coherence rather

than superficial patterns while maintaining the original tone and style of re-

sponses. Consequently, evaluations are rooted in the genuine quality of ideas and

thoughts, providing a fairer assessment of each response’s substance.
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Response Collection We collect responses from two distinct sources: the in-

dividuals being imitated and their corresponding LLM imitators. To ensure the

integrity and impartiality of the study, we implement a randomized shuffling

mechanism. This involves randomizing the order of the ten questions from 10

different question types and the corresponding answers before incorporating them

into the questionnaire. Such a shuffling process is critical to minimize potential

bias from fixed question or answer orders, thus providing a more robust test of

the LLMs’ imitation abilities.

Results The final score will be the number of correct choices. The effectiveness

of the LLMs in mimicking human responses is quantified by the success rate

calculated from these participants’ choices.

3.4 Experiments

In our experiments, ten participants from varied backgrounds serve as real indi-

viduals, leading to a ten-round baseline evaluation. Additionally, at least seven

judges familiar with each human imitator are assigned to independently evaluate

the mix of responses from humans and LLMs, with all participants and judges

possessing tertiary education levels to ensure adequate English proficiency. Dur-

ing response collection, we utilize Google Forms3 for data collection and man-

agement. The test groups, familiar with the real individuals, are entrusted with

classifying the human answer to the ten questions.

Baseline Methods Our experiment involves evaluating four popular approaches

to role-playing LLMs. We integrate GPT-3.5-Turbo and GPT-4-Turbo as back-

bone models for each baseline method, except for GPTs, resulting in a total of
3https://www.google.com/forms/about/
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7 baselines. Given that some baseline models were not directly accessible, we

adapted their concepts using LangChain4 to ensure a comprehensive comparison

across various models. The implementation details are elaborated in §?? in the

appendix. The baseline methods include:

• RoleGPT (Wang et al., 2023): enhances role-playing in LLMs through a

four-stage process including role profile construction for 100 roles, context-

based instruction for knowledge extraction, role prompting with GPT for style

imitation, and role-conditioned instruction tuning. RoleGPT, our version,

focuses on prompt engineering due to the demo model’s unavailability.

• Role-Play Prompting (RPP) (Kong et al., 2023): Introduces a methodol-

ogy to boost zero-shot reasoning in LLMs via role-play prompting, allowing

them to assume various personas. The method samples multiple role-feedback

prompts and selects the optimal one for answering reasoning queries, acting

as an implicit Chain-of-Thought trigger to improve LLM reasoning.

• Juliet (Jones and Bergen, 2023): Evaluates GPT-4’s performance in passing

the Turing Test in online settings by testing 25 LLM witnesses (including

GPT-3.5 and GPT-4) with human participants. The study found that the

best GPT-4 prompt convincingly mimicked human behavior, achieving a 41%

success rate in deceiving participants about its human likeness.

• GPTs (OpenAI, 2023): A novel feature by OpenAI that allows for creating

customized ChatGPT applications for specific tasks using only natural lan-

guage and data files. These custom applications can be shared via links or the

GPT store. We selected several GPTs designed for person imitation for our

experiment.
4https://www.langchain.com/
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Figure 3.2: The Success rates of role-playing LLMs in deceiving human evaluators.

3.4.1 Results

Across Baselines Figure 3.2 displays the success rate of role-playing LLMs

in deceiving human evaluators. In our experiments, the human evaluators are

instructed to identify human-generated responses. In general, GPTs outperforms

other baselines in varied question types. With customized construction, GPTs

enables more accurate imitation by specifying instructions with enriched personal

information. This approach contrasts with general human imitation methods,

suggesting that specificity is crucial for enhanced mimicry.

It is also observed that upgrading from GPT-3.5-Turbo to GPT-4-Turbo sig-

nificantly improved mimicry accuracy, especially with the GPT-4-Turbo model

showing a substantial increase in success rates, following the hypothesis that

upgrading the model can enhance the model’s capacity for mimicking individ-

ual writing and thinking styles more accurately. This enhancement is most no-

table in the RPP and Juliet frameworks, particularly with the GPTs model,

which benefited from GPT-4-Turbo’s refined ability to process and reflect the
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Figure 3.3: Success rates of role-playing LLMs in deceiving human evaluators.

The human evaluators are instructed to identify human-generated responses.

nuances in background information more effectively. However, RoleGPT expe-

riences reduced performance after upgrading to GPT-4-Turbo, possibly because

the model’s outputs tend toward extreme casualness or dramatics, which de-

tract from the authenticity of its imitations. This indicates that GPT-4-Turbo’s

detailed comprehension might lead to style exaggerations that affect perceived

genuineness.

Across Question Types Success rate analysis across different question types

reveals how models, particularly GPT-3.5-Turbo and GPT-4-Turbo, fare with

general versus specific queries. GPT-3.5-Turbo encounters challenges with emo-

tional and complex problem-solving questions. Juliet struggles in EM, RPP and

RoleGPT with LG and PS, indicating a potential lack of nuanced emotional and

multi-step logical processing. The upgrade to GPT-4-Turbo generally improves
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success rates, especially for specific questions. For instance, RoleGPT’s perfor-

mance in IP surpasses 80%, the highest success rate in the whole table, and

RPP’s performance suppresses 60% over 3 out of 5 metrics in specific question

types, a testament to the improved comprehension and response generation af-

forded by GPT-4-Turbo, especially when dealing with intricate personal details.

However, this improvement in handling specific questions suggested a possible

over-specialization, affecting performance on more general queries.

Both the Juliet and GPTs models demonstrated balanced performances across

question types, with GPTs notably outperforming Juliet, underscoring the effec-

tiveness of nuanced prompt engineering in yielding human-like responses. The

observed trend of superior performance in specific over general questions reflects

the models’ design focus, revealing that detailed, personalized responses are more

effectively mimicked than broad, abstract topics. General questions, particularly

PH and PS, pose challenges due to their abstract demands and need for clear-

cut answers, pushing beyond LLMs’ strengths in data-driven reasoning toward

areas requiring speculative thought or creative problem-solving. This creates a

discernible contrast between human and AI-generated responses, as LLMs may

struggle with the creative or interdisciplinary thinking needed for such questions,

often making AI responses easier for evaluators to spot.

The variance in baselines’ performance across different question types stems

from the specific prompt engineering strategies employed during model training.

By tailoring prompts to mimic a particular individual, the LLM’s understanding

of and response to the background information are influenced, leading to spe-

cialized imitation capabilities across various question domains. This underscores

the impact of prompt design on LLM performance, highlighting how different

imitation strategies can enhance or detract from a model’s ability to replicate

human-like responses authentically.
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Figure 3.4: Result of auto evaluation

3.4.2 Discussion: LLM as Evaluators

LLM-based evaluators have demonstrated their potential in identifying the qual-

ity of machine-generated texts. Although some research works point out that

the positional and verbosity biases of LLM evaluators may skew their preference

toward longer responses or affect their judgment based on answer order (Zheng

et al., 2024), a recent study suggests that those biases are not impactful in sev-

eral models like GPT-4-Turbo (Chen et al., 2024). In this section, we study the

performance of LLM evaluators and their distinction with human evaluators.

Evaluation Strategy To examine verbosity bias, we establish a baseline mim-

icking a model predisposed to this bias by consistently selecting the longer answer

for identification tasks. Proximity in success rates between this simulated model

and actual evaluators would suggest that the evaluated models are significantly
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influenced by verbosity bias, indicating a preference for longer answers in their

identification process.

To mitigate potential positional biases, we introduce a two-fold mitigation

strategy. Initially, the sequence of answers’ position inside the QA pairs is ran-

domized before presentation to the LLM. Subsequently, the evaluation is per-

formed in multiple rounds with the same QA set, to calculate the average success

rate for calibrating the effect of positional bias.

Our evaluation methodology involves assessing responses from ten partici-

pants across seven baselines, where participants respond to ten questions. We

pair each participant’s responses with those from baseline LLMs to form answer

sets for analysis. These sets, supplemented with background information, are

presented to LLMs to distinguish between human and LLM-generated answers

over three iterations. This dual-focused assessment aims to measure LLMs’ pro-

ficiency in identifying human and their own generated responses, calculating an

average success rate for accuracy.

Results The results of LLMs as evaluators are shown in Figure 3.4. Discerning

whether a human or an LLM produces an answer in our analysis translates into

a binary classification problem. A success rate that significantly deviates from

the 50% benchmark, which is expected in random guessing, indicates the LLM’s

capability to distinguish between human and machine-generated text, irrespective

of the accuracy of that distinction. Both tables show that GPT-4 is proficient

in differentiating answers, leveraging indicators like patterns, writing styles, and

thought processes. While Gemini-1.0-Pro only exhibits at most 9% differences

with the random guessing benchmark in choosing either human or non-human

generated responses, exhibiting difficulty in effectively discriminating between

the two answer types, mirroring near-random guessing performance.
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A salient observation from our study is the significant impact of the task’s

defined goal on the results. In Table ??, the GPT series both have a notably weak

performance when identifying the human-generated answers but significantly bet-

ter performance with the same setup, but just identifying the LLM-generated an-

swer in Table ?? with 63.5% (GPT-4) and 40.0% (GPT-4-Turbo) increase. This

outcome necessitates the distinction between two capabilities: the “power of iden-

tifying human answers” and the “power of identifying LLM answers,” which our

findings suggest are not inherently balanced.

In a binary case scenario, one might anticipate comparable accuracy in iden-

tifying human and LLM-generated responses. However, our results diverge from

this assumption. When distinguishing human-generated answers, LLMs need to

grasp human writing styles deeply for accurate identification. It might seem

plausible for LLMs to first identify all LLM-generated responses and then apply

a process of elimination. However, this intuitive strategy, common in human

decision-making, must be revised in multiple-choice settings for LLMs.

Comparing the identification power within the GPT series, GPT-4 shows a

considerable discrepancy in its abilities to identify human versus LLM-generated

answers, achieving only about an 8% success rate for human answers compared

to approximately 70% for LLM answers. This stark contrast underscores GPT-

4’s stronger predisposition for identifying LLM-generated content. Furthermore,

when employing GPT-4-turbo, we observe a similar trend but with a diminished

capability in recognizing LLM answers, indicating that while GPT-4-turbo main-

tains a preference for detecting LLM-generated content, its proficiency in doing

so is reduced compared to the standard GPT-4 model.

For the verbosity bias, Table ?? and Table ?? illustrate a significant dis-

crepancy in success rates between that baseline and GPT models in identifying

human-generated answers, with at least a 10% difference in detecting LLM-
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generated responses. This indicates that verbosity bias minimally influences

model choices, aligning with findings from (Chen et al., 2024).
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Chapter 4

Application-side Architecture

4.1 Imitation System

4.1.1 Introduction

The Imitation System is central to our project, designed to replicate celebrities’

unique communication styles and thought patterns through advanced natural

language processing. This system intricately combines firsthand and third-party

information to create a robust database, facilitating the generation of authen-

tic responses that mirror a chosen celebrity’s style. Our development process has

evolved from basic prompt engineering to sophisticated model fine-tuning, aiming

to produce responses that convincingly appear as if they were directly authored

by the celebrity. This report outlines the evolution of our prototypes, highlight-

ing the modifications, improvements, and persisting challenges across different

versions.
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4.1.2 Applying ECHO result

The research conducted on role-playing LLMs such as GPT-4 has profound im-

plications for celebrity imitation applications, demonstrating that the success of

such models depends heavily on the use of diverse prompt engineering techniques

across different baselines. This study highlights the necessity of an integrative

approach that combines various methods, rather than relying solely on GPT-4’s

capabilities. Tailored prompt engineering, designed to match the specific nuances

and communication styles of celebrities, significantly enhances the authenticity

and accuracy of the models’ outputs. By adopting a multifaceted strategy that

involves continuously refining prompts and model parameters based on system-

atic evaluations, we can achieve more realistic and convincing imitations, thereby

improving the effectiveness of LLMs in applications that require nuanced human-

like interactions.

Challenges in Celebrity Imitation

One major challenge in using LLMs for celebrity imitation stems from the diffi-

culty in evaluating the effectiveness of these models due to the limited availability

of comprehensive data on some celebrities or historical figures like classic film

stars, or influential personalities from the era before digital media, and the vari-

ability in human evaluators’ familiarity with the celebrity being imitated. These

evaluators often lack the nuanced understanding of the celebrity’s communication

style needed to judge the AI’s performance accurately.

Strategy for Effective Imitation

To address these challenges, the idea emerged to shift our initial imitation at-

tempts from celebrities to real individuals who volunteers could more readily and

familiarly evaluate. This approach allows for a more controlled and measurable

33



evaluation environment, where the nuances of the AI-generated responses can be

more effectively assessed for accuracy in style and content as part of the reference.

Meanwhile, we adopt the prompt engineering ideas from other baselines. For in-

stance, we adopted the Context-Instruct prompt from RoleLLM (Wang et al.,

2023) for creating detailed QA profiles that aid in feature extraction from online

sources, as discussed in Section 2.1.5. Similarly, the guidelines from the Juliet

prompt are utilized to produce responses that are more nuanced and human-like.

This comprehensive approach not only refines the effectiveness of our imitations

but also serves as a valuable reference for scaling our methods to celebrity figures,

ensuring that the AI-generated responses are both authentic and relatable.

Results from Role-Playing LLMs

Our results highlighted in Figures 3.2 and 3.3 show that LLMs, particularly those

upgraded to GPT-4-Turbo, have achieved higher success rates in deceiving hu-

man evaluators who were tasked with distinguishing AI-generated responses from

human-generated ones. The success of these models in role-playing scenarios sup-

ports their potential use in celebrity imitation, provided that the data used for

fine-tuning includes diverse and contextually rich inputs that cover the broad

spectrum of the celebrity’s public and private communications.

4.1.3 Transition of Prototypes

Prototype v1

Prototype v1 utilized a zero-shot single prompt approach to instruct the LLM

to answer user-input questions by imitating a celebrity, based on data from our

extensive database. This prototype also featured a conversational memory buffer

to maintain long-term consistency.
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However, this version revealed significant shortcomings as the single-prompt

method failed to capture the depth and intricacies of a celebrity’s communication

style. There were noticeable deviations in tone, vocabulary choice, and overall

expression, as the responses often lacked the distinctive flair and nuances typical

of the celebrity. Furthermore, the prototype struggled to align responses with

the celebrity’s past statements or known beliefs, resulting in answers that, while

factually correct, did not reflect the celebrity’s viewpoints authentically.

Figure 4.1: Prototype v1

Prototype v2

Prototype v2 aimed to address the limitations observed in the first version by

introducing a multiple-prompting system combined with a knowledge bagging

approach. This version utilized a LLM to generate a QA chain based on the

celebrity’s background information fetched from a vector database, enhancing

response accuracy and relevance.
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While this prototype marked an improvement in generating linguistically

aligned responses, it encountered challenges in accurately mimicking the celebrity’s

thinking style and logical reasoning. The responses were often compilations of

existing data, lacking genuine reflection of the celebrity’s unique thought process,

thereby resulting in superficial representations of the celebrity’s persona.

Figure 4.2: Prototype v2

Prototype v3

Prototype v3 was developed with the ’Tree of Thought’(Yao et al., 2023) structure

to better reflect the celebrity’s thinking style and personality using language

characteristic of the celebrity. This involved a two-chain process: the ’Idea and

Thought Chain’ and the ’Writing Style Chain,’ which helped refine responses to

align closely with the celebrity’s typical language patterns.

This approach, while innovative, still allowed users to discern that responses

were AI-generated due to subtle nuances in language use not fully captured by

the model. The formal tone and atypical punctuation usage sometimes made the
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AI responses easily distinguishable from those of a human.

Figure 4.3: Prototype v3

Prototype v4

Prototype v4 refined the original structure from a ’Tree of Thought’ to a ’Chain

of Thought,’(Wei et al., 2022) focusing on the ’Idea and Thought Chain’ and the

’Wordings and Punctuation Chain.’ This revision aimed to solve the issues seen

in Prototype v3 by enhancing the precision of wordings and punctuation to better

match the celebrity’s style.

This structural refinement allowed for more accurate mimicry of the celebrity’s

linguistic habits and thought patterns, producing responses that were not only

stylistically accurate but also reflective of the celebrity’s personal views and man-

nerisms. Thought, this system cannot follow the celebrities’ writing style and

wording when answering.
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Figure 4.4: Prototype v4

Prototype v5

In the latest iteration of our imitation prototype, significant improvements have

been implemented to more accurately capture the unique writing styles and phras-

ing of the celebrities it aims to emulate. Previous versions, including the fourth

iteration of the prototype, struggled to accurately mimic these stylistic nuances

due to limitations in the methods used for analyzing and integrating the celebri-

ties’ conversational data.

The initial approach attempted to replicate celebrities’ writing styles by gen-

erating hypothetical QA sets from limited conversational data, which was stored

as personality data in the conversation memory buffer. However, this method

was ineffective for several reasons. The primary issue was the inconsistency in

writing styles exhibited by celebrities in different contexts, such as conversations

with friends versus interactions with the public or in interviews. This variation

in style was not adequately captured by the system, resulting in outputs that
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often did not reflect the true stylistic patterns of the celebrity. Additionally,

the limited data available in the conversation memory buffer was insufficient to

cover the broad spectrum of linguistic nuances that define a celebrity’s public and

private personas.

To overcome these challenges, Prototype v5 introduced significant changes.

A Chain-of-Thought architecture has now been integrated, enhancing the sys-

tem’s ability to generate coherent and contextually appropriate responses. This

new setup refines the process by directly incorporating a language model fine-

tuned specifically with data representing the celebrity’s style. Unlike the previous

method, which relied heavily on prompting, fine-tuning adjusts the model’s un-

derlying behavior to better reflect the nuances of the celebrity’s communication

style.

This specialized language model can now more effectively convert the devel-

oped thoughts into responses that sound as if they were written by the celebrity

themselves. However, it is important to note that due to resource limitations,

only a smaller model like GPT-3.5 has been employed (OpenAI, 2024b). This

necessitates a focus on simpler tasks, such as adapting the generated responses

to match the writing style, rather than more complex cognitive simulations like

replicating the celebrity’s thought processes in entirety.

4.1.4 Conclusion and Future Directions

Prototype v5 represents a significant step forward in our ability to create AI-

driven content that not only mimics the writing style but also the thinking style

of celebrities. The use of a fine-tuned, smaller model addresses the practical

limitations of computing resources while still achieving a high degree of stylistic

accuracy. Moving forward, we plan to further refine these techniques, potentially

integrating more complex models and broader data sets to tackle the more in-
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tricate aspects of personality emulation. This future work will aim to enhance

the system’s capability to handle diverse and dynamic interaction scenarios, ulti-

mately making the AI-generated content indistinguishable from that of the actual

celebrities.

These developments will continue to build on the foundational research and

prototypes, pushing the boundaries of what is possible in the realm of AI-generated

personal communication and public interaction.

Figure 4.5: Prototype v5

4.2 Posting System Architecture

4.2.1 Changing new architecture

Over the past semester, the core of the imitation system was developed, which

involved fetching data, converting this data into a QA (Question and Answer) for-
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mat for feature extraction related to celebrities, and establishing the foundational

architecture of the system. This semester, following the initial implementation,

the objective was to integrate this system to enable a Language Model to au-

tonomously post content on various social media platforms, mimicking the style

of specific celebrities.

Several challenges arose when utilizing the basic LangChain framework. Firstly,

the system’s workflow involved multiple cycles which LangChain’s linear chain

structure struggled to represent effectively. This limitation complicated the im-

plementation of dynamic processes such as the search agent, which required con-

tinuous data search and summarization simultaneously. Secondly, the lack of

support for cyclic workflows in LangChain meant difficulties in instructing the

search agent when to cease operations. For instance, determining the sufficiency

of information gathered was problematic; the agent often entered a state of per-

petual searching, believing more data was needed, potentially leading to endless

loops. Additionally, as the system’s complexity increased, tracking the decision-

making process and data flow became increasingly challenging. This complexity

made it difficult to diagnose and rectify bugs, particularly when integrating new

functionalities.

To address these issues, the system was re-implemented using LangGraph

(LangChain, 2024b), an extension of LangChain that incorporates a graph-based

structure. This new architecture provided several improvements. The system was

restructured into a network of nodes (agents) and edges (connections), enhanc-

ing modularization and flexibility. This was particularly beneficial for adapting

the system’s output to various social media platforms. LangGraph’s support

for cyclic dependencies through conditional edges significantly mitigated the risk

of endless loops within the search agent, providing robust control over work-

flow processes. Furthermore, utilizing LangSmith (LangChain, 2024c) alongside
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LangGraph simplified the representation of the system’s overall structure. This

integration facilitated easier streaming and interpretation of token/node outputs,

thereby improving the debugging process.

Figure 4.6: Whole System’s Graph Architecture

The enhanced system is organized into five main categories. The Retrieval

Augmented Generator (Lewis et al., 2020) focuses on enhancing content genera-

tion by leveraging retrieved data to produce more accurate and relevant outputs.

The Image Generator System synthesizes visual content that complements the

text, tailored to the style and preferences of the imitated celebrity. The Data

Augmentation System augments the available data to refine the inputs for both

text and image generation modules, ensuring high-quality content creation. The
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Article Enhancement System improves the quality of generated articles by refin-

ing their language, structure, and overall presentation to better resonate with

targeted audiences. Finally, the Layout Finalizing System adjusts the layout of

the generated content to meet the specific formatting and stylistic requirements

of different social media platforms.

These enhancements and restructuring efforts have significantly improved the

flexibility, control, and efficiency of the posting system architecture, paving the

way for more effective and autonomous social media interactions by the Language

Model.

4.2.2 News Fetching System

In order to get the first-hand information, we built an agent that perform web

scrapping form the source BBC news rss(bbc) and further stored the news into a

data type that contain the title, a short description, url link to the news and the

publish date.

Figure 4.7: News source from BBC News
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Figure 4.8: Fetched News List

4.2.3 Image Generator System

After collecting news content, the implementation of the image generation process

begins, aiming to produce visual support for the final posts to enhance their

appeal. The inputs for the Image Generator System and the Retrieval Augmented

Generator (RAG) are the same, yet these systems operate independently and can

function in parallel, optimizing performance by reducing processing time.

Previously, a demonstration involved fine-tuning the stable diffusion model

using LoRa to generate images of Oppenheimer. However, this approach was not

continued for generating images based on article content due to several challenges.

Primarily, running a stable diffusion model demands extensive GPU resources,

which is impractical on a cloud platform. Moreover, the fine-tuning process, even

with LoRa, required about three hours for the demo, which is too time-consuming

for practical deployment within the system.

Consequently, the DALL-E 3 model (OpenAI, 2024a) is now used for the

image generator system, which simplifies the image creation process. This model

operates by receiving a list of prompts via an API call, based on the article

content, thereby bypassing the intensive resource requirements of the previous

model.

A significant challenge addressed in the integration process was how the gener-

ated images could be utilized appropriately within the generated posts. Initially,
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Figure 4.9: Workflow for Image Generator System

the integration of these images was problematic as GPT-4’s API (OpenAI, 2024c)

does not support direct analysis or placement of images based on their content.

To resolve this, the system was designed to generate textual descriptions of the

images before creating the images themselves. These descriptions serve as cap-

tions and provide contextual guidance that the Layout Finalizing System uses to

accurately place images within the post layout.

For instance, if the article is about various facts about apples, the Language

Model first generates textual descriptions for potential images, such as ”A giant

red apple” or ”An apple tree.” These descriptions are then used to create corre-

sponding prompts for DALL-E 3, ensuring the images are relevant and of high

quality. The final output includes both the generated images and their respec-

tive descriptions, which are effectively utilized during the formatting process to

integrate images at suitable locations within the post.

Moreover, reliance solely on the LLM-generated prompts for image creation

can lead to the production of generic or vague images that do not effectively

complement the article. To mitigate this, specific guidelines are incorporated

within the system’s prompts to ensure that DALL-E 3 generates images that are
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not only high quality but also appropriately aligned with the content and style

of the article. This strategic guidance helps maintain the relevance and aesthetic

appeal of the images, thereby enhancing the overall quality of the social media

posts.

Figure 4.10: Refined Prompt for generated pictures

(a) Original Prompt (b) New Prompt

Figure 4.11: Comparison of Dall-E generated images using different prompts

By refining the prompt generation process (PaulBellow, 2023) and enhancing

integration techniques between the Image Generator System and the Layout Fi-

nalizing System, the system effectively supports the creation and placement of
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visually appealing, contextually appropriate images that enhance the impact and

attractiveness of the final posted content.

4.2.4 Data Augmentation System

The Data Augmentation System is designed to address the limitations posed by

the reliance on original news content, which often cannot be extended, especially

when such news includes domain-specific expertise and pronouns that are not

universally understood. This limitation can lead to suboptimal results when the

content does not cover the knowledge domain adequately.

To enhance the understanding and extend the content of such articles, a new

methodology was proposed. This methodology involves fetching the keywords and

pronouns that frequently appear in the article and are likely to be complex for a

highschool student to understand. Utilizing these keywords, the system employs

a Bing search agent to fetch external information, which includes links that can

be referenced back in the article to provide a deeper context and supplementary

data.

The operational flow of the Data Augmentation System starts with the ex-

traction of up to ten key terms from the article. These keywords are then trans-

formed into questions that serve as queries for the Bing search. Each query result

is systematically stored in a vector database, including the fetched information

alongside the questions and their corresponding URLs. This process ensures that

all relevant external information is structured and retrievable.

Once all pertinent data is fetched and stored, the system integrates this infor-

mation with the original news article. This integration involves summarizing the

original and the augmented data to produce a comprehensive version of the article

that is enriched with external references and broader insights. This augmented

version not only extends the article’s content but also enhances its educational
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value, making complex information accessible and understandable to a wider au-

dience, including those without specific domain knowledge.

By leveraging external data sources through intelligent querying and struc-

tured storage, the Data Augmentation System effectively broadens the scope and

depth of news articles, resulting in more informative and comprehensively en-

hanced content. This system not only improves the quality of the information

but also ensures that it caters to a more diverse audience by clarifying complex

terms and integrating essential background information.

4.2.5 Article Enhancement System

The Article Enhancement System employs the principles of generative adversarial

networks (GANs) (Goodfellow et al., 2014) to refine and improve the quality of

articles. This system consists of a loop with two main components: a content

summarization/revision agent (the writer) and a critique agent (the critic). The

design is conceptualized with the writer acting as the creator of the article content,

while the critic evaluates the output, providing detailed feedback on which parts

require revision.

The critique agent systematically assesses the articles generated by the writer,

indicating necessary improvements and suggesting specific areas for refinement.

This feedback is then passed back to the writer along with the original content,

prompting the generation of a revised, enhanced article. This iterative process

is designed to simulate a dynamic environment where continuous improvement is

facilitated through constant critique and revision.

To prevent the process from becoming an infinite loop of revisions, a maximum

iteration count is set, typically limited to three iterations. This cap is strategically

set to balance the quality of the article with practical considerations such as

cost and time efficiency. While a higher number of iterations could theoretically
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produce a more polished article, it also increases the length of the article and

potentially the complexity, which may not necessarily enhance its overall quality.

Extensive revisions could lead to a denser, more convoluted article, detracting

from its readability and effectiveness.

Further enhancing the system’s realism and effectiveness, the summarizer

agent incorporates an imitation prototype designed to mimic the thinking style of

a specific celebrity. This integration allows the summarization process to reflect

the unique style and preferences of the imitated celebrity, making the content

not only high quality but also tailored to resemble the celebrity’s own words and

thoughts. The critique agent then works to refine this content further, ensur-

ing that the final output is not only stylistically consistent with the celebrity’s

manner but also clear, concise, and of high quality.

By combining the iterative critique-and-revise approach with celebrity-style

imitation, the Article Enhancement System effectively produces engaging and

well-crafted articles. This system not only improves the readability and appeal

of the content but also ensures that it resonates well with the intended audience,

reflecting a deep understanding of the celebrity’s distinctive communication style.

This dual approach of continuous refinement and stylistic imitation distinguishes

the system as a sophisticated tool for content enhancement in the realm of auto-

mated article generation.

4.2.6 Layout Finalizing System

The Layout Finalizing System is crucial for preparing and optimizing the con-

tent for publication on various social media platforms, such as Medium (Medium,

2024). This system utilizes both the summarized content and the images gener-

ated by the earlier systems to produce a polished final post. The process involves

several key steps: formatting the article with suitable HTML tags, inserting im-
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Figure 4.12: Workflow for Article Enhancement System

Figure 4.13: Example of summarized content in article enhancement system
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ages, generating relevant tags for the post, and appending external links as related

articles.

HTML Tag Integration The first step in the layout finalizing process involves

the Language Model (LLM) formatting the plain article text by adding various

HTML tags. These tags are essential for structuring the content effectively, mak-

ing the post more appealing and attractive. The choice of tags depends on the

intended layout and the specific elements of the content that need emphasis, such

as headings, paragraphs, and sections.

Image Insertion Following text formatting, the LLM incorporates images gen-

erated from the Image Generator System into the article. This insertion is guided

by the content of the article and the descriptions accompanying the images. The

<img> tag is used to place each image appropriately within the text, enhancing

the visual appeal of the post and helping to illustrate the discussed topics.

Tag Generation for Recommendations The next step involves generating

tags for the article, which are crucial for the post’s discoverability within the

Medium platform’s recommendation system. The LLM analyzes the content of

the article to produce up to five relevant tags that reflect the core themes and

subjects of the post, ensuring that the article reaches its appropriate audience.

Appending External Links Lastly, the system appends external links as re-

lated articles along with the reference source URL and summaries collected from

the Retrieval Augmented Generator (RAG) system. This addition not only pro-

vides further reading options for the audience but also enhances the credibility

and informational value of the post by linking it to established sources.
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Figure 4.14: Workflow of Layout Finalizing System

Automation and Integration Once these steps are completed, the finalized

post is ready to be published. It can be directly posted to the Medium platform

using an API, which automates the appearance settings and tagging, eliminating

the need for manual adjustments. This seamless integration ensures that the

posts are not only stylistically and visually consistent but also optimized for user

engagement and platform compatibility.

By structuring content effectively, integrating multimedia elements smartly,

and enhancing discoverability through strategic tagging, the Layout Finalizing

System plays a pivotal role in transforming raw content into well-crafted articles

ready for social media publishing. This system not only simplifies the content

preparation process but also ensures that each post meets high standards of qual-

ity and coherence, ready to capture the attention of the intended online audiences.

4.3 Prompt Optimization

The extensive utilization of agents within our system has significantly increased

the number of prompts used, which has introduced several challenges in main-
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Figure 4.15: Formatted result after appending external links
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Figure 4.16: Overall system architecture

taining the precision and relevance of the generated content. Simple prompts

often do not provide enough context or specificity, which can lead to responses

that are surface-level and lack a detailed exploration of the topic (Amatriain,

2024). Additionally, such prompts can be too vague or open-ended, resulting in a

wide range of possible responses that complicate controlling the generated results

into a desirable format like JSON. Without adequate context, AI models might

generate content that is inaccurate or irrelevant, missing essential details that

guide the model effectively.

Manually designing all prompts for such a complex system is impractical due

to the excessive effort and time consumption involved. Therefore, prompt opti-

mization is essential before automation to enhance efficiency and effectiveness.

Since the workflow and details of the system remain consistent across different

celebrities, except for celebrity-specific background information and the imitation

prototype, the optimized prompts can be retained and reused.

To optimize the LLM prompts and weights, we use the DsPy framework

(Stanfordnlp, 2024), which separates the prompt flow from parameters like LLM
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Figure 4.17: Example prompt after optimization

prompts and weights. DsPy facilitates the use of built-in optimizers, retriev-

ers, and chain-of-thought processes, among other tools, for tuning the elements

involved in prompt generation. The optimization process involves generating

training and validation data based on the original prompts, which helps the op-

timizer refine the prompts during the training process. Post-optimization, the

prompts undergo post-processing to ensure they are well-tailored and integrated

with the necessary input data, enhancing their specificity and relevance.

However, DsPy does not account for scenarios involving system and human

interactions, which are common in practical applications and may require addi-

tional manual prompt designing to accommodate specific task constraints or re-

quirements. Through these optimization and integration efforts, we significantly

improve the system’s efficiency and accuracy in content generation, providing

more relevant and contextually appropriate content while streamlining the cre-

ation process and making it robust against errors.

4.4 Model Fine-Tuning

In the development of our imitation system, model fine-tuning is a critical step

that ensures the language models perform well with specific types of content and

stylistic nuances. We have explored two main approaches for this purpose: using
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Figure 4.18: Prompt optimization result
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Figure 4.19: Example of the transcript data

the OpenAI API to fine-tune the GPT-3.5 model and employing LoRa (Hu et al.,

2021) to fine-tune a smaller LLM.

4.4.1 Dataset

The dataset compiled for model fine-tuning was specifically designed to assess

the performance of the models in imitating Elon Musk’s writing style as the

comparison. This involved collecting a diverse range of Musk’s written and spoken

communications, including transcripts of his speeches and an extensive selection

of his tweets (Preda, 2023). The data preparation process included not only the

aggregation of these texts but also a preliminary cleaning phase to ensure the data

quality and relevance to the tasks of mimicking Musk’s unique stylistic elements.

4.4.2 OpenAI Fine-Tuning

The first approach involves fine-tuning the GPT-3.5 model directly through the

OpenAI API. This method is highly convenient as it does not require any GPU

resources from our end, which simplifies the setup and reduces the initial technical

overhead. However, this convenience comes at a higher cost compared to other

methods, which can be a significant factor depending on the scope and scale of
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Figure 4.20: Example of Elon Musk Tweets
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Figure 4.21: Comparison of GPT4 comment and Fine-tuned GPT3.5 comment

the project.

4.4.3 LoRA Fine-Tuning

The second approach is more resource-intensive as it involves fine-tuning a smaller

LLM, such as the Mistral-7B model (Jiang et al., 2023), using LoRa. This method

is limited by the availability of GPU resources, which confines us to working with

models no larger than the 7B or 13B sizes. The following are the implementation

detail for fine-tuning:

Model Selection We chose the Mistral-7B model for several reasons. Firstly,

it is a well-known open-source LLM that is versatile across different applications.

Secondly, it can be directly utilized without the complexities associated with other

models like the LLama series, which require additional applications for operation.
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Figure 4.22: Elon Musk Comment using Fine-tuned Mistral7B model.

Optimization Techniques To manage the extensive GPU resource require-

ments of the LLM and make the training feasible on available hardware (like the

T4 GPU on Colab), we employed the Unsloth library (UnslothAI, 2024). This

library enhances the training and inference speeds and reduces memory usage sig-

nificantly. The model was loaded with 4-bit quantization combined with PEFT

(Parameter-Efficient Fine-Tuning) (Xu et al., 2023a) , LoRa, and SFTTrainer

(HuggingFace, 2024), optimizing the fine-tuning process under constrained re-

sources.

4.4.4 Analysis and Results

As detailed in Sections 4.21 and 4.22, fine-tuning the GPT-3.5 model signifi-

cantly enhanced its ability to mimic language styles, particularly in emulating

Elon Musk’s distinctive communicative style, compared to the standard GPT-4

model. The GPT-4 model’s responses often appeared lengthy and overly for-

mal, frequently using complex vocabulary and phrases like “However,” which are

less typical of casual conversation. In contrast, the fine-tuned GPT-3.5 model

effectively captured Musk’s lexical preferences, such as starting statements with

“I think” and concluding with “yeah.” This stylistic accuracy can be attributed

to the specialized dataset discussed in 4.19, which was rich in Musk’s speech
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patterns and written communications. However, the limited size of this dataset

might have constrained the model’s ability to extract a broader array of writing

styles.

Furthermore, the fine-tuned model consistently adopted a first-person per-

spective, using pronouns like “I” and “you,” closely mirroring Musk’s conversa-

tional style, a stark contrast to the GPT-4 model that typically employs a third-

person viewpoint. The GPT-3.5 model not only captured Musk’s typical commu-

nicative methods but also introduced concepts reflecting his thought processes.

For example, it speculated on integrating Small Modular Reactors (SMRs) into

SpaceX projects and discussed potential new energy sources such as solar, wind,

and nuclear energy not mentioned in the original article. These suggestions show-

case the model’s unique ability to incorporate Musk’s personal experiences into

its responses and propose innovative solutions, like using smaller, more modular

components to mitigate risks. Such nuanced perspectives and strategic insights

are rarely produced by the GPT-4 model, highlighting the fine-tuned model’s

capacity to offer tailored and forward-thinking ideas in prevalent discussions.

When comparing the fine-tuned model’s performance in Figure 4.21 and 4.22,

both outputs reflect the stylistic and cognitive elements of Elon Musk’s rhetoric.

However, the comments from Mistral are significantly shorter than those from

the fine-tuned GPT model, possibly due to the different training parameters or

focus areas in the dataset. Additionally, the frequent use of “I think” at the

beginning of sentences is more prevalent in the Mistral model than in the GPT-

3.5 version, potentially indicating an over-fitting issue with the dataset’s narrow

feature range.

Despite the initial appeal of using LoRa for fine-tuning due to its lower op-

erational costs, the ease of use and the comprehensive support provided by the

OpenAI API made fine-tuning GPT-3.5 a more practical choice. The API’s fine-
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tuning process, while more expensive, proved to be less cumbersome in terms of

parameter tuning and yielded strong results with our specific training data. Con-

sequently, the fine-tuned GPT-3.5 model was selected for inclusion in the fifth

version of our imitation prototype.

4.5 Social Media Platform Choosing

Choosing the right social media platform for publishing content is a critical de-

cision based on several criteria, particularly the extent of API automation each

platform allows. Some platforms, like Twitter, restrict API usage to only posting

tweets with the free-tier API (Twitter, 2024), which excludes the ability to read

tweet contents or automate commenting. This limitation makes it less suited for

our needs where interactive capabilities are crucial.

On the other hand, YouTube, while offering unrestricted API usage that in-

cludes content uploads and management, predominantly supports formats that

are not primarily text-based, such as photos and short videos (Google, 2024).

This focus diverges from our system’s primary output, which integrates text with

images, and thus, does not align perfectly with our publishing needs.

After careful consideration of the capabilities and limitations of various plat-

forms, we have selected Medium and initially considered Instagram as our primary

channels for content distribution. Medium is particularly well-suited for articles

that combine text and images, offering a straightforward API that accommo-

dates our content format seamlessly. Instagram, known for its broad multimedia

support, was also a top contender due to its functionalities that align well with

promoting interactive and visually engaging content. However, Medium’s com-

patibility with text-heavy posts and more flexible content integration options

makes it the optimal choice for our purposes. This platform choice ensures that
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we can automate much of the publishing process, maximizing efficiency while

adhering to the specific needs of our content’s nature and format.

4.5.1 Medium

Medium has been chosen as a suitable platform for posting our content, which

primarily consists of summarized news articles enhanced with comments gener-

ated by the LLM to imitate celebrities. This platform is well-suited for our needs

as it supports comprehensive text-based posts integrated with images. However,

Medium does not permit the direct upload of images from local storage. Instead,

images generated by our system must first be uploaded to an external server.

Once uploaded, these images can then be included in posts via Medium’s API,

which involves specifying the image URLs in the HTML content of the article.

This requirement adds a step to our publishing process but ensures that our posts

are visually appealing and fully integrated with the textual content.

4.5.2 Instagram

Initially, Instagram was considered a viable platform for publishing due to its

high engagement with multimedia content and its features that are conducive to

interactive communication. The platform’s ability to fetch users’ posts or com-

ments and facilitate replies, as well as its direct messaging functionality, seemed

ideal for demonstrating the imitation capabilities of our system. We utilized In-

stagrapi (subzeroid, 2024), an unofficial API available on GitHub, to integrate

posting and direct messaging functionalities into our system. This tool allowed

us to automate interactions effectively, showcasing the system’s ability to imitate

celebrities in a dynamic and engaging manner.

However, the use of this unofficial API led to the banning of our test account
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on Instagram, highlighting a significant risk associated with non-compliance with

official API usage policies. The potential for account suspension or banning poses

too great a threat to the sustainability of the project, particularly in a public and

high-stakes environment like Instagram. As a result, we have decided to dis-

continue using Instagram as a platform for posting our content. This decision

prioritizes the long-term viability and compliance of our social media strategy, fo-

cusing on platforms that allow for official and secure API usage, such as Medium,

which supports our content’s format without compromising the project’s goals.

Figure 4.23: Automatically generated post on Instagram 1
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Figure 4.24: Automatically generated post on Instagram 2
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4.6 Result

Figure 4.25: Final post result posting on Medium 1

66



Figure 4.26: Final post result posting on Medium 2
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Figure 4.27: Final post result posting on Medium 3
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4.7 System Automation

To facilitate the automated posting of reviewed articles at scheduled times, we

utilized Microsoft Azure (Microsoft, 2024a) to deploy our system. The deploy-

ment involves isolating the entire system within a container to ensure that the

environment is stable and consistent, which is crucial for maintaining the integrity

and reliability of the system’s outputs.

We configured the system to automatically post content every Monday at

00:00. This routine scheduling helps in maintaining a regular presence on the

selected social media platform, which for our project is Medium, thus keeping the

audience engaged with fresh content at predictable intervals.

The core of our automation lies in the dynamic news fetching system em-

bedded within our setup. This system is designed to automatically fetch a list

of news articles from designated sources and then select the most appropriate

article based on predefined criteria. The criteria could include relevance to cur-

rent events, popularity of the topic among the target audience, or suitability for

enhancement via the LLM’s celebrity imitation commentary.

By deploying the system on Azure and using containerization, we ensure that

the system’s operations are not only isolated from external changes that could

disrupt processing but also scaled efficiently to handle the load of tasks it per-

forms. This setup also allows for modifications and updates to be implemented

with minimal downtime and without affecting the overall system performance.

The use of Azure’s robust cloud services ensures high availability and reliabil-

ity, which are essential for the continuous operation of our social media manage-

ment system. The automated, dynamic fetching of news articles ensures that the

content is timely and relevant, thereby increasing the effectiveness of the posts

in engaging readers and fostering an active social media presence. This automa-

tion of content generation and posting significantly enhances the efficiency of the
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process, reducing manual oversight and allowing for more strategic deployment

of resources.
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Chapter 5

Conclusion

This project represents a notable achievement in the realm of AI, particularly with

the creation of an advanced Imitation System designed to mimic celebrity person-

alities through natural language processing. Our system skillfully replicates the

unique communication styles and thought patterns of various celebrities, which

was continuously enhanced through iterative development and strategic refine-

ments based on comprehensive research.

Our research focused on evaluating the role-playing abilities of LLMs in depict-

ing real individuals. The insights gained were integral in refining the prototype

—improving its accuracy and realism by incorporating sophisticated strategies

to better simulate the nuances of human interaction. This involved adapting the

system to incorporate feedback and varying interaction contexts, which signifi-

cantly boosted its performance and reliability.

We successfully integrated this system into a social platform application,

enabling the automated generation and posting of articles mimicking celebrity

voices. Future efforts will focus on diversifying the application’s versatility to

function across various platforms with enhanced interactive features, making the

technology more accessible and engaging for users.
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Ethical considerations were meticulously addressed, particularly the implica-

tions of using LLMs to replicate real persons or historical figures. We emphasized

the necessity of obtaining proper consent, maintaining transparency, and prevent-

ing misuse, especially in handling the personas of public or deceased individuals.

This is crucial to avoid misrepresentation and the spread of misinformation, as

these systems can convincingly generate realistic and influential content. Clear

guidelines and restrictions were established to ensure the AI’s use remains within

ethical and legal boundaries, safeguarding personal legacies and upholding soci-

etal norms.

In summary, while our system has pushed the boundaries of what’s possible

with LLMs in imitating real individuals, it also highlights the challenges and ethi-

cal considerations inherent in such technologies. These insights not only refine our

understanding of AI’s capabilities but also guide future ethical AI development

practices.
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Chapter 6

Division of Labor

6.1 Derek’s Part

Regarding the research work, I am mainly in charge of searching for and recon-

structing those baselines except the PTT baseline. For those baselines, I mainly

selected the one where we can reconstruct with solely prompt engineering meth-

ods and do so by using LangChain. After learning about the release of GPTs,

I proposed the idea of appending GPTs as another baseline and building up a

systematic way to build the custom GPT for imitating the real person. Mean-

while, we have proposed an idea of building up a heat map where we test how the

baseline performs when reading only part of the background information. Based

on that, I built up various GPTs and generated the heat map manually even

though the result was not used in the final paper. Regarding the paper writing, I

am in charge of writing the draft of the paper and the appendix, refining the sec-

tions introducing the ECHO system, writing different figures based on the main

results, discussing with Billy regarding the experimental results and finishing the

analysis.

For the application part, in term 1, I had implemented part of the fetching
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system, mainly following the idea from RoleLLM and extracting the informa-

tion of the fetched information into QA format as the input in the imitation

process. Regarding the medium blog writer, I am mainly in charge of propos-

ing the idea of building the whole system in a graph feature using LangGraph.

And I implemented different components like the image generator system, article

enhancement system and layout-finalizing system. I have also built the prompt

optimization system using DsPy as well. For the imitation prototype v5, we have

explored the 2 approaches and I am in charge of fine-tuning a local LLM model.

I implemented the fine-tuning process using unsloth to fine-tune a Mistral-7B

model to test whether the result can reflect the writing style of the celebrity or

not.
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