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1 Introduction

1.1 Background

Code generation tasks have garnered considerable attention from researchers and have

evolved significantly since the introduction of Large Language Models (LLMs). There

are many different perspectives in exploring LLM-based code generation. For instance,

code readability, code accuracy, and code robustness. One of the most important metrics

to measure is the efficiency of the code. Ensuring efficiency is a crucial aspect of

programming, particularly when computational resources are limited or the program is

utilized at a large scale[13].

The vast majority of existing research on LLM-based code generation focuses only on

exploring the accuracy and the readability of the code. In these few studies that discuss

the efficiency of generating code, Mandaan et al. and Chen et al. in their studies used

fine-tuning CODEGEN and training seq2seq models respectively, and achieved impressive

improvements in code efficiency [5, 13]. However, their approach requires a lot of

computational resources and a massive code dataset to support model training. How to

enable users who lack computing resources to realize the efficiency improvement of the

code becomes a research topic worth pondering.

Inspired by many previous outstanding studies using LLM-based self-refinement and

multi-agent collaboration frameworks to improve code accuracy [4, 8, 14, 15, 17], we

would like to propose a novel LLM-based self-refinement and multi-agent collaboration
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framework, since relatively small API charges were required to implement methods in

their study. Our framework can achieve similar performance as previous studies, which

can significantly improve code efficiency, under limited computational resources and

training datasets.

Moreover, no existing benchmark can systematically measure the efficiency of code

generation tasks. We would like to create a benchmark that makes it possible to measure

the efficiency of different code generation methods under the same scale.

1.2 TimeEval

To achieve the aforementioned goals, We have introduced a benchmark named timeEval,

rooted in two datasets: the APPS[7] and the CodeContests[12]. TimeEval is an abbrevia-

tion for time evaluation. The specific benchmark build process is described in detail in

Section ??.

The following components are included in the timeEval benchmark:

• Problem set of size 111. The problem set comprises 111 questions designed to

assess the efficiency of generated code. These problems frequently admit multiple

solutions, and opting for a different approach can lead to significant variations

in execution time. These differences in execution time are usually caused by

differences in the time complexity of the algorithms.

• Canonical solution for each problem. We provide an optimal solution for each
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problem. So when exploring the efficiency of the generated code, the efficiency can

be confirmed by comparing the execution time with that of the optimal solution.

It’s important to note that the term optimal solution in this context doesn’t denote

absolute optimality. Rather, a solution is deemed optimal if it attains the best

possible time complexity and successfully passes all test cases. Consequently, we

refer to it as the canonical solution.

• Correct but slow solution for each problem. We also provide a correct but

less efficient solution for each problem, which is generated by the ‘gpt-3.5-turbo-

0613’ model. And we ensure that this solution passes all the test cases, while it

is less efficient compared to the canonical solution. We offer this solution firstly

to demonstrate that all problems in our dataset have room for improvement in

terms of code efficiency, and secondly to facilitate researchers in tasks such as code

optimization or experiments like self-refinement that require original inputs.

• Test cases for each question. We prepared 30 test cases for each problem, which

contained some very small-sized cases to check the correctness of the code, and

some very large-sized cases to highlight the difference between the generated code,

which has a large time complexity, and the canonical solution.

• A framework for automated measurement of code efficiency. We provide

an automated code framework in benchmark to comprehensively measure the

efficiency of the generated code.
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1.3 Empirical Study of Code Efficiency

After establishing the timeEval benchmark, we first conducted an empirical study on the

efficiency of generated code on our benchmark. In this empirical study, we focused on

analyzing the performance in code efficiency of two frameworks: self-refinement and

multi-agent collaboration. This successfully addresses the current research gap concern-

ing the efficiency of generated code. The design and discussion of the experiments are

detailed in Section 5.

1.4 New Framework for Code Efficiency

After conducting an empirical study, we identified several issues within the existing

frameworks. To address these issues, we developed our own framework, which achieves

a balance between improving code efficiency and accuracy. This tradeoff is crucial for

enhancing the performance of code generation systems. The design and discussion of

the experiments are detailed in Section 6.

1.5 Summary of Contributions

The following are some of the main contributions we have made during this semester’s

project.

• Propose metrics. Propose a set of metrics that comprehensively evaluate the

execution efficiency of generated code.
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• Measure and process code contests dataset. We finished in-depth testing of

the code contests dataset. In total, we tested more than 13,000 problems with

520,000 corresponding solutions and 780,000 corresponding test cases. Proposed

a reasonable process for processing the dataset, and filtered out the problems

that were difficult to be solved efficiently by the gpt-3.5-turbo model through this

process.

• Improve timeEval benchmark. We have successfully extended last semester’s

TimeEval benchmark from monolingual Python to encompass multilingual support

for Python, C++, and Java. Additionally, we’ve developed a comprehensive

automated code execution framework, marking it as the first multilingual code

efficiency benchmark of its kind that we have known of.

• Propose multiple frameworks. We explore strategies for improving the efficiency

of generated code from several perspectives. These include, but are not limited to:

simple prompt engineering, chain-of-thought, In-context learning, self-refinement,

and multiagent collaboration frameworks. We first migrated these frameworks to

the code efficiency task and then improved them with encouraging results.
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2 Related Works

2.1 Large Language Models for Code

With the continuous development of LLMs, their applications have expanded broadly

across various domains. Among these, research in the area of LLMs for coding tasks

has emerged as a popular topic, encompassing tasks such as code understanding, code

completion, code generation, and code repair. Notably, the LLM CodeX, pioneered by

Chen et al[2]., has achieved remarkable results in code-related tasks, leading to a surge

of commercial products such as GitHub Copilot, as well as numerous coding models

including StarCoder[10] and Code LLaMA[16][21]. Moreover, general large language

models like ChatGPT, which are not solely focused on coding, also exhibit exceptional

performance in coding tasks. Figure 1, taken from a survey on language models for code

written by Zhang et al.[21], illustrates the current major types of language models for

code and their typical representatives.
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Figure 1: The overview of current language models for code[21]

2.2 Coding Benchmark for LLMs

Existing code benchmarks primarily focus on assessing the functional correctness of code.

For instance, the most popular LLM code benchmark currently is the HumanEval dataset,

proposed by Chen et al. in 2021[2]. It consists of 164 hand-crafted Python programming

problems, primarily testing language understanding, reasoning, algorithms, and simple

mathematical problems. Each problem is accompanied by several test cases and a

canonical solution, allowing for the evaluation of the code’s functional correctness. APPS

is another Python coding dataset, comprising 10,000 coding problems, 131,836 test cases

for checking solutions, and 232,444 human-written actual solutions, aimed at measuring
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coding skills and problem-solving abilities[7]. There are also datasets for testing other

languages, such as HumanEval-X[22], which includes Python, C++, Java, JavaScript,

and Go, and the WikiSQL dataset for evaluating SQL[23], among others. However, we

have observed that most current code datasets focus on the functional correctness of

code generated by LLMs or LLMs’ ability to understand text and code, lacking a dataset

that can assess code efficiency. Therefore, we propose a new benchmark aimed at testing

and evaluating the efficiency of code generated by LLMs.

2.3 Self-refinement

SELF-REFINE is a framework proposed by Madaan et al.[14], aiming to imitate human

thinking to enable LLMs to improve their outputs through iterative feedback. The core

concept of SELF-REFINE is to obtain an initial output generated by LLM and then make

LLM provide feedback on its initial output; finally, the LLM refines its previous output

based on its own feedback.

Figure 2: The process of SELF-REFINE[14]
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The primary process of SELF-REFINE is depicted in Figure 2. It includes two iterative

workflows: ‘Feedback’ and ‘Refine’. Initially, the model generates an output based on

the prompt, which is then fed back to the model, followed by obtaining feedback on

this original output. This feedback is then provided to the model to refine the initial

output. This process can be iterated multiple times to achieve optimal results, simulating

the process of human thinking and correcting errors. The results indicated that in all

seven different tasks, the outcomes generated by SELF-REFINE were an improvement

over those produced directly by GPT-3.5 and GPT-4.

In the empirical study, we followed the experimental setup of the SELF-REFINE frame-

work proposed by Madaan et al[14] to implement this framework on our dataset timeEval.

This framework, which allows the model to think and adjust, inspired us and enabled us

to propose our own framework.
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2.4 LLM-based Multi-Intelligent Agents Collaboration

Figure 3: Related work on using LLMs as brains for agents[20].

14



LLMs possess characteristics of autonomy, reactivity, and pro-activeness, making them

exceptionally well-suited to serve as the main part of the brains of AI agents [20]. As

shown in Figure 3, there is a large amount of work that employs LLMs as a brain for

intelligent agents. Among them, code generation task using LLM-based agents is a

highly promising work. In certain studies, these forms of intelligence iteratively refine

each other’s actions over multiple conversational rounds. Notably, concerning the code

generation task, previous research in references [3] and [8] addressed the critical coding

aspect of software development by employing LLMs in the capacities of Manager, Tester,

and Programmer. It’s worth noting that the majority of existing research tends to involve

the agent’s role in software engineering development, with limited exploration of LLM-

based agents aimed at enhancing the efficiency of specific code. There is still a gap in

research on using multi-agent collaboration to improve code efficiency.

2.5 Prompt Engineering

The generation of outputs by large language models is fundamentally a process of

predicting the next token, and this prediction is based on the prompt provided by the

user. Therefore, the prompt is crucial to the model’s output. Prompts can control

the content generated by the model, and guide it to produce specific outcomes, and

optimizing prompts can enhance the accuracy and efficiency of the model’s outputs.

Consequently, prompt engineering has emerged as a popular research trend. Here, we

introduce several prompt methods that will be utilized in our subsequent experiments.
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Zero-shot Prompt[1]

Figure 4: Example of zero-shot[1]

As illustrated in Figure 4, zero-shot learning involves providing the model directly with

the task description without any examples. In this scenario, the model only relies on

the task description to infer the answer. The advantage of zero-shot learning is its high

flexibility. However, a drawback is that the model may not grasp the subtle nuances of

some tasks, leading to answers that are either inaccurate or overly general.

One-shot Prompt/ Few-shot Prompt[1]

Figure 5: Example of one-shot[1]
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Figure 6: Example of few-shot[1]

One-shot learning involves providing the model with a single example along with a task

description (as shown in Figure 5), while few-shot learning (as illustrated in Figure 6)

entails presenting the model with multiple examples and a task description. These

examples typically include both inputs and expected outputs, enabling the model to

better understand the task requirements. Therefore, the outcomes of one-shot and

few-shot learning are often superior to those of zero-shot learning. However, a downside

is the potential to reach the limits of input and output length.

Chain of Thought (CoT)[19]
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Figure 7: Example of CoT[19]

Chain of Thought (CoT) refers to the process of human thinking. Applying the CoT

concept to language models can encourage the model to reason about questions, allowing

it to decompose a complex problem into multiple intermediate steps to obtain more

accurate answers. CoT is often used in conjunction with one-shot/few-shot learning,

as its principal idea is to provide the model with examples that include explanatory

reasoning processes. Consequently, the model tends to simulate this reasoning process

in the examples. This type of reasoning often leads to more accurate results. Figure 7

illustrates an example of CoT, where the addition of a reasoning process in the example

changes the model’s answer from incorrect to correct.

2.6 Fine-Tuning

Fine-tuning is a common method for enhancing the performance of LLMs. Many studies

have explored the effectiveness of fine-tuning LLMs. Particularly, in the paper ‘Learning

Performance-Improving Code Edits’[18], researchers utilized their own PIE dataset to
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fine-tune pre-trained models, aiming to achieve better performance in code optimization.

They addressed data imbalance issues during the fine-tuning process and implemented

strategies such as introducing high-quality data subsets and performance tags. Their

findings suggest that fine-tuning LLMs can effectively improve their performance in

code optimization tasks. However, it’s important to note that the fine-tuning process

may face challenges, especially regarding its high costs, particularly with large-scale

datasets or when numerous iterations are needed. Therefore, in practice, researchers

need to balance the relationship between the performance benefits of fine-tuning and its

associated costs to determine whether it is worthwhile.

One of the main reasons for our choice not to use fine-tuning is that other studies

have already explored this method in terms of code optimization. Thus, we aim to

explore different approaches to enhance the efficiency of LLMs for code. Additionally, the

relatively high cost of fine-tuning, along with the high requirements for dataset quality

and balance, presents certain challenges for us. Hence, we opted to use other different

strategies to improve the efficiency of the code generated by LLMs.

2.7 Code Efficiency

Code efficiency is another critical aspect of code quality, in addition to correctness. We

typically analyze it from two dimensions: time and space, represented by time complexity

and space complexity, respectively. We employ a universal method, the Big O notation,

to measure and describe complexity. The definition of Big O notation is as follows: A
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function g(n) is said to be O(f (n)) if there exist positive constants c and n0 such that

0 ≤ g(n) ≤ c · f (n) for all n ≥ n0

In this case, we write g(n) =O(f (n)).

This allows us to ignore factors like hardware and analyze code efficiency more funda-

mentally and intuitively. There is an inherent trade-off between time complexity and

space complexity. Generally, it is not possible to optimize both simultaneously. However,

since space complexity is more challenging to assess and measure automatically, our

research focuses on evaluating and improving the time complexity of code.

3 Dataset Processing

3.1 Select the Dataset

Last semester, we presented the Python code efficiency benchmark timeEval. This

semester, we started to extend timeEval to a multilingual dataset. First, we have to pick

a suitable dataset as a cornerstone. The data will be processed and filtered and then

added to timeEval.

The code contests dataset consists of 13328 samples in the training set, 117 samples

in the validation set, and 165 samples in the test set. Additionally, the code contests

dataset covers multiple programming languages, including Python 2, Python 3, Java, and
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C++[11]. In addition, the questions in code contests are derived from programming

competitions, which are generally answered by different algorithms, and the differences

in these algorithms often bring about differences in time complexity and thus differences

in code execution time.

To summarize, the codeContests dataset offers the advantages of large sample size,

support for multiple programming languages, and challenging questions. Therefore, we

have selected this dataset as the foundation for processing and filtering. The processing

flow is as follows.

3.2 Processing Flow

First, we realized that we would face several problems if we randomly selected some

questions directly from APPS as our dataset to evaluate the efficiency of the generated

code.

• Uneven number of test cases. Certain problems within the dataset feature a

limited number of test cases (less than 10), and these cases may involve only

small-sized inputs. In such instances, the disparity in execution time between

algorithms with varying efficiencies, such as different time complexities, is not

notably significant. This can potentially impact the accuracy of the measurement

results.

• The quality of the problem varies. Certain problems within the dataset are

unsuitable for exploring code efficiency. Typically, these problems offer only one
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fixed solution, leaving no room for potential efficiency enhancements.

• The quality of the solutions in the dataset varies. In the solutions that come

with the dataset, certain solutions employ algorithms with high time complexity,

making them unsuitable for evaluation as the ground truth for generated code.

Due to these considerations, in the initial phase of the process, For Python3, C++, and

Java, we conducted tests on the first 20 self-contained solutions within the dataset, which

comprises 13,328 problems. We excluded problems where the number of test cases

was less than 10 or none of the self-contained solutions could pass all the test cases. In

addition, we have also removed languages that only support Python2, as we consider

Python2 to be a niche language nowadays. After completing this step, we can ensure

that all remaining problems have a correct solution in at least one language and that

there are enough test cases for each problem.

Following that, we measured the time and manually analyzed the solutions for each

problem across all test cases to confirm optimal time complexity. After filtering out these

solutions with optimal time complexity. We then select the solution with the shortest

specific execution time from them. We ensured that the selected solution exhibited

the least execution time among all the solutions tested for that specific problem. After

this step, we are guaranteed to have at least one correct solution with optimal time

complexity for the remaining problems, and this solution will be used as the canonical

solution in our benchmark. This canonical solution plays a role similar to ground truth

in our benchmark. We will execute the canonical solution and compare it with the
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execution time of the generated code to discuss the efficiency of the generated code.

Figure 8: Screenshot of some of the data in the flow of processing the APPS dataset.

Next, we employed the gpt-3.5-turbo model to generate code for the remaining problems.

We assessed both the time and accuracy of these generated codes. In detail, we measured

the execution results and execution times of the generated code for each test case in every

problem. The execution results were categorized into three types: correct input/output

correspondence (passed tests), incorrect input/output correspondence (wrong answers),

and timeout (time limit exceeded). In this filtering round, we utilized the ratio of the

execution time (opt time) of canonical solutions to the execution time (gen time) of the
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generated solutions, ordering them in ascending order, as depicted in Figure 8. A smaller

value of opt time/gen time indicates a larger gap between the execution time of the

gpt-3.5-turbo generated code and the execution time of the optimal solution. We also

make a preliminary inference based on this metric that the code generated by LLMs is

less efficient on these problems. So we picked the problem in which opt time/gen time

was in the interval [0,0.5].

Furthermore, we corrected erroneous considerations in how we handled the data last

semester. We aimed to ensure that the chosen questions underwent modeling with gpt-

3.5-Turbo to generate accurate yet inefficient code. In the prior semester, our selection

process focused on questions with fewer than 20% wrong cases, which lacked rigor.

According to the academic definition of code pass or fail, the presence of just one

failed test case deems the code incorrect. Therefore, in the processing procedure, we

eliminated all questions associated with incorrect answers. Moreover, we apply the same

filtering criteria to our previous TimeEval data. Subsequently, the filtered data from the

code contests dataset and the old timeEval dataset are combined to create a new dataset.

In this new dataset, we are able to guarantee that all problems are gpt-3.5-turbo can

directly generate correct but inefficient code, thus allowing us to more accurately measure

the impact of the code generation framework on efficiency as well as correctness. The

statistics of the dataset are shown in the table below:
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Supported Language Number of Problems
C++ only 52
Java only 18

Python only 32
Python and C++ only 1
Java and C++ only 7

C++, Java and Python 1
Intotal 111

Table 1: Supported Languages and Number of Problems

Note: Ours aims to provide a dataset that is challenging on code generation tasks. We

expect that using the gpt3.5-turbo model directly on our dataset will generate slow but

correct code. This allows for a more systematic measurement of methods to improve

code efficiency. For these reasons, a situation may arise where the same problem occurs

in the Python language that meets our filtering criteria, but not in the Java and C++

languages. We then use the problem only as data for testing code efficiency in the Python

language.

3.3 Updated Dataset Structure

After the update, we have a total of 111 samples inside the dataset. The file structure of
each of these samples is shown below.

question.txt

canonical solution.cpp

canonical solution.java

canonical solution.py

input output.json

metadata.json

canonical solution.language denotes the ground truth solution for the corresponding

programming language, as depicted in Figure 10. The content in the file input out.json
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are pairs of input and output test cases. metadata. json file has detailed data about the

source of this question, and the types of programming languages supported. As shown in

the example in Figure 9, the problem supports three languages C++, Java, and Python.
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{

"name": "p02470 Euler ’s Phi Function",

"source": 6,

"difficulty": 0,

"cf_contest_id": 0,

"cf_index": "",

"cf_points": 0.0,

"cf_rating": 0,

"cf_tags": [

""

],

"is_description_translated": false ,

"untranslated_description": "",

"time_limit": {

"seconds": 1,

"nanos": 0

},

"memory_limit_bytes": 134217728 ,

"language": [

"C++",

"Java",

"Python"

],

"dataset_source": "CodeContests_03751"

}

Figure 9: metadata.json in question 157 in the timeEval dataset
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#include <iostream >

#include <map >

#define itr(it ,a) for(auto it=(a).begin ();it!=(a).end();++it)

std::map <int , int > prime_factor( int n )

{

std::map <int , int > ret;

for( int i = 2; i*i <= n; ++i ) while( n % i == 0 )

{

++ret[i];

n /= i;

}

if( n != 1 )

++ret[n];

return ret;

}

int phi( int n )

{

auto m = prime_factor(n);

itr( it , m )

{

n /= it->first;

n *= it->first -1;

}

return n;

}

int main()

{

int n;

std::cin >> n;

std::cout << phi(n) << std::endl;

return 0;

}

Figure 10: canonical solution.cpp in question 157 in the timeEval dataset
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4 Benchmark Creation

In addition to the dataset, we added a framework for measuring the efficiency of

generated code to the timeEval benchmark.

4.1 Code Execution

Last semester, our dataset contained only Python, but now our dataset supports not only

Python but also C++ and Java. Accordingly, we have added frameworks for executing

C++ and Java programs to our benchmark.

As shown in figure 11. After running the timeEval benchmark’s test framework, the test

framework asks the user for the language to be tested. After the user enters the language

to be tested, the code execution framework automatically detects the metadata.json file

in each problem in the dataset. If a problem corresponds to the metadata.json file that

exists in the language, it means that the problem supports that language. The generated

solution and canonical solution of the problem will be executed.

Figure 11: Test framework inquiry.

Python code execution Since Python is an interpreted language, executing Python

does not require compilation. Python codes will be executed directly using subpro-

cess.check output() within the execution framework.

C++ code execution C++ code needs to be compiled for execution. We took g++ to
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compile the C++ code. The compile command is executed by subprocess.run(). The rele-

vant code snippet is shown in the figure 12. If compiled successfully, the output executable

file generated by the compilation will be executed using subprocess.check output(). If

the compilation is unsuccessful, the compilation error message will be displayed in the

result.

It is worth noting that in order not to take up too much storage space. The out-

put executable file is deleted by the code execution framework after each execution.

Moreover, the compilation time will not be counted as part of the program run time.

Figure 12: C++ code compilation

Java code execution Java code not only needs to compile but also to ensure that the

name of the public class and the file name are the same. So the implementation of the

framework to automatically execute the Java code process is more complex. We used

the following strategy to execute the Java program:

First, as shown in Figure 13. We designed the get public java class() function to detect

the name of the public class in each .java file. Then copy the original .java program file

to a temporary folder tmp. And change the name of the .java file to the public class name

we got in the previous step. We then compile the Java file using a Java virtual machine

and execute the compiled executable.

Similar to the execution of a C++ program, we delete the tmp folder after execution to
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reduce the storage footprint. Also, when executing the framework execution to calculate

the code runtime, the time spent on copying, compiling, etc. will not be counted.

Figure 13: Get the public class name.

Our measure of the generated code’s efficiency requires comparing the generated code’s

running time with the optimal solution’s running time. To ensure that they run on

the same hardware environment, e.g., CPU, we execute the canonical solution and

the generated solution for each measurement and generate a report(shown in figure

14). If the result is correct, we label the case as True. If the result is incorrect, it is

marked as False. In the case of a timeout, it is labeled as Timeout. Users employing our

benchmark have the flexibility to adjust the value of the timeout parameter directly from

the command line. Moreover, if the program has a compilation error, then all results will

show a compilation error and the output will be empty.
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Figure 14: TimeEval performs the case-by-case evaluation of the generated code.

4.2 Metrics and Evaluation Framework

Unlike last semester’s less rigorous metrics, we have updated our metrics for code

efficiency this semester. Following the code execution in the previous step, we obtain a

comprehensive record of the generated code’s execution. Subsequently, our evaluation

framework translates these statistics into concise quantitative metrics. In terms of

metrics to measure the accuracy of the code, we have taken the metric Pass@k, which is

commonly used in academia[2].

The five metrics we set up are as follows:

• Total Time TT : Total time(TT) measures the average time it takes for the gen-

erated code to finish executing all test cases. In our experiments, each time we

encountered a timeout case, we added five seconds of penalty to the TT of that

program. TT is defined as:
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T T = 1
N

∑
tgen

This metric allows the user to roughly determine the overall execution time of the

code.

• Efficiency Level %EL : In a problem, find the total execution time of the generated

code on all passed test cases and find the total execution time of the optimal solution

on the corresponding test cases. Efficiency Level (EL) is the ratio of the latter to

the former. In our experiments, we used the average EL of all generated programs

as a metric.

Let’s assume in the kth problem, there are n passed test cases, where each test

case can be divided into two scenarios: the execution time of the generated code,

denoted as Gi , and the execution time of the corresponding optimal solution,

denoted as Oi . Then, two sets can be defined:

G = {G1,G2, ...,Gn}

O = {O1,O2, ...,On}

Then, the Efficiency Level (EL) can be defined as the ratio of the total execution

time of the optimal solution to the total execution time of the generated code:

ELk =

∑
Oi∈OOi∑
Gi∈GGi

%EL = 1
N

∑N
K=1ELk ∗ 100%

This metric allows us to determine the efficiency gap between the generated code
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and the optimal solution. As this metric approaches 100, the efficiency of the

generated code approaches that of the optimal code; conversely, as it approaches 0,

the efficiency of the generated code diminishes relative to the optimal code.

• Timeout Rate %TR : Percentage of timeout test cases out of all test cases. We

use this metric to see what percentage of test cases will make the generated code

unable to complete execution within the time limit.

• Pass@1: The metric was proposed by Chen et al. [2] to measure the accuracy of

the code and is defined as follows:

pass@1 := E

Problems

[
1−

(n−c
1
)(n

1
) ]

(1)

Where c is the number of correct codes passed in all the test cases.

• optimal solution ratio %Opt : Proportion of programs where the execution time

of the generated code is close enough to the execution time of the optimal solution

in the test set (Canonical solution). That is, the code execution time that satisfies

the equation,

tgen−topt
topt

< θ

where tgen represents the execution time of generated code, topt represents the

execution time of optimal code and θ represents the threshold. The execution

time is defined as close enough when the LHS is less than the threshold. In our

experiments, we set θ to 0.5.
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Our benchmark will automatically measure the above metrics and provide feedback

to the user. In addition, the user has the option of exporting the test results to Excel

for more detailed analysis. (Shown in Figure 15) In the table, the user can observe

some additional information, such as the problem index, the number of passed tests, the

number of wrong answers, and the number of time limits exceeded.

Figure 15: An example of generated Excel form.

5 Empirical Study on Code Efficiency

5.1 Self-refine

5.1.1 Overview

To explore the practicality and effectiveness of self-refinement, we conducted an empirical

investigation based on the self-refinement framework proposed in the paper “SELF-

REFINE: Iterative Refinement with Self-Feedback”[14]. This framework is shown in the
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figure 16 and mainly includes two steps: feedback and refinement. The main process is

as follows: First, the model generates an initial output based on the given initial input;

then, this output is fed back to the model to obtain feedback for improvement; next, the

output is refined based on the feedback. This process is iterated continuously until it

meets specific stopping criteria for the iteration.

Figure 16: The process of SELF-REFINE[14]

5.1.2 Experimental Details

Framework and Process

While respecting the original experimental setup in the paper, we modified the framework

according to the structure of timeEval to suit our dataset. The specific process is as

follows:

• Initialization Phase: The model is first provided with a correct yet slow version

of code, and it is tasked to directly generate an optimized version of this code.

• Feedback Phase: Then, the optimized version of code is given back to the model

to obtain feedback.
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• Refine Phase: After receiving the feedback, it is again passed back to the model

for further improvements based on the feedback.

The feedback and refine steps are iteratively continued until the stopping conditions.

There are two conditions for stopping the iteration: one is when the model’s feedback

indicates that the code is efficient enough, and the other is reaching the maximum

number of iterations, which is set to four as per the experimental setup in the paper. For

the first condition, our marker is to check whether the feedback included the words “is

not slow.”

Prompt

Madaan et al[14] also use the few-shot prompt approach to enhance the model’s perfor-

mance. Few-shot prompts were applied during the initialization and feedback phases.

More specifically, the prompts used in the experiment are as follows:

• Initialization Prompt:

# slower version:

a, b = input().split()

n = int(a + b)

flag = False

for i in range(n):

if i ** 2 == n:

flag = True

break

print(’Yes’ if flag else ’No’)

# optimized version of the same code:

a, b = input().split()
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n = int(a + b)

flag = False

for i in range (1000):

if i ** 2 == n:

flag = True

break

print(’Yes’ if flag else ’No’)

### END ###

More examples...

# slower version:

{The correct but slow code provided by timeEval}

# optimized version of the same code:

• Feedback Prompt:

a, b = input().split()

n = int(a + b)

flag = False

for i in range(n):

if i ** 2 == n:

flag = True

break

print(’Yes’ if flag else ’No’)

# Why is this code slow?
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# This code is slow because it is using a brute force

approach to find the square root of the input number.

It is looping through every possible number starting

from 0 until n. Note that the sqare root will be

smaller than n, so at least half of the numbers it is

looping through are unnecessary. At most , you need to

loop through the numbers up to the square root of n.

### END ###

More examples...

{The correct but slow code provided by TimeEval}

# Why is this code slow?

• Refine Prompt:

{The correct but slow code provided by TimeEval}

# Why is this code slow?

{Feedback from the model}

How to improve this code? Please provide the improved version of the code.

5.1.3 Results Analysis

The experimental results (shown in Table 2, 3 & 4) showed that, compared to the

baseline model, the code after self-refinement significantly improved in efficiency. Both

the Efficiency Level and %opt, the metrics used to measure efficiency, showed significant

improvement, indicating that the self-refinement framework is effective in enhancing
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code efficiency. However, the drop in accuracy is also obvious. To address this, we

conducted case studies to explore potential reasons for the decrease in accuracy.

Experiment Language Total Time(TT) Efficiency Level (EL) Timeout Rate (TR) pass@1 %opt

Baseline Python 6.0 31.5 0.0 100.0 8.8

Self-refinement Python 7.0 41.9 2.5 61.8 11.8

Table 2: Experimental Results of Self-refinement in Python

Experiment Language Total Time(TT) Efficiency Level (EL) Timeout Rate (TR) pass@1 %opt

Baseline C++ 3.5 40.4 0.0 100.0 16.4

Self-refinement C++ 4.3 63.4 2.2 52.5 37.7

Table 3: Experimental Results of Self-refinement in C++

Experiment Language Total Time(TT) Efficiency Level (EL) Timeout Rate (TR) pass@1 %opt

Baseline Java 12.6 24.0 0.0 100.0 3.8

Self-refinement Java 7.5 30.7 2.6 46.1 7.3

Table 4: Experimental Results of Self-refinement in Java

Case Studies

A specific example is question 71 in the dataset. The question is: “Once Max found an

electronic calculator from his grandfather Dovlet’s chest. He noticed that the numbers were

written with seven-segment indicators. Max starts to type all the values from a to b. After

typing each number Max resets the calculator. Find the total number of segments printed

on the calculator. For example if a = 1 and b = 3 then at first the calculator will print 2

segments, then - 5 segments and at last it will print 5 segments. So the total number of

printed segments is 12.”. And the slow but correct code provided by TimeEval is:
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a, b = map(int , input ().split())

segments = [6, 2, 5, 5, 4, 5, 6, 3, 7, 6]

total_segments = 0

for num in range(a, b+1):

for digit in str(num):

total_segments += segments[int(digit)]

print(total_segments)

After initialization, the model returned an optimized code:

a, b = map(int , input ().split())

segments = [6, 2, 5, 5, 4, 5, 6, 3, 7, 6]

total_segments = sum(segments [(num // 10) % 10] +

segments[num % 10] for num in range(a, b+1))

print(total_segments)

Analysis revealed that the original code converts each number to a string and then

processed it character by character, which was especially time-consuming for larger

numbers. The optimized code accesses each digitś units and tens directly through

arithmetic operations, avoiding string operations. The optimized code uses the list

segments to directly obtain and sum the corresponding display segment counts. Thus,

the optimized version reduced internal loops and simplified calculations. However, the

optimized code did not pass all the test cases because it assumes that all numbers are two

digits, leading to incorrect results for numbers with more than two digits. For example,

for a three-digit number like 123, the optimized code would only calculate the display

segments for the tens and units of 12, ignoring the contribution of the highest digit 3,

resulting in incorrect outcomes.
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We manually analyzed 20 cases where errors occurred after self-refinement and found

that in 12 cases, errors were present right from the initialization, 5 cases had errors after

the first round of self-refinement, 1 case after the second round, and 2 cases after the

fourth round. It is evident that most cases had errors from the initialization or after

the first round, but since the feedback only concerned code efficiency, subsequent self-

refinements did not correct the errors, leading to worse code. This discovery suggests that

in the self-refinement framework, detection, and feedback regarding code correctness

should be enhanced to ensure that code optimizations do not compromise accuracy.

5.2 Multi-Agent Collaboration

5.2.1 Overview

To explore the practicality and effectiveness of multi-agent collaboration, we conducted

an empirical investigation based on the multi-agent collaboration framework proposed in

the paper “Self-collaboration Code Generation via ChatGPT” [6], as shown in Figure 17

. We chose this framework because it clearly splits the roles into Analyst, Coder, and

Tester. The division of responsibilities among these roles aligns with the conventional

workflow in software engineering, and the structure of the framework is clear, which

facilitated our further adjustments and optimizations.

5.2.2 Experimental Details

Experimental Framework and Process
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Figure 17: Multi-Agent Collaboration Framework

Based on the paper, the multi-agent collaboration framework we chose includes the

following core steps:

• Analysis Phase: The task is first given to the Analyst, who then writes a high-level

plan based on the task requirements.

• Coding Phase: Then, this plan is passed on to the Coder, who writes the corre-

sponding code according to the plan.

• Testing and Iteration Phase: The completed code is handed over to the Tester for

testing, and the Tester summarizes the test results into a report. If the code passes

the test, the process ends, and the correct code is output. If the test fails, the test

report is fed back to the Coder, who then tries to correct the code. This iterative

process continues until reaching the maximum number of iterations mentioned in

the paper, which is four.

Role Instructions and Prompts
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Figure 18: An example of role instruction for coder

To enhance the model’s execution performance, the experiment in the paper employed

the Role Instruction method, setting specific responsibilities for each agent through

targeted prompt information. For example, figure 18 shows the prompt of Coder, which

is composed of Team Description, User Requirement, and Role Description. In our

experiment, we tried as much as possible to replicate the settings mentioned in the

paper. But we made a practical change by splitting the Coder role into two: Coder and

Repairer. The Coder is responsible for writing the original version of the code based on

the Analyst’s plan. The Repairer takes over to adjust the code after getting a report from

the Tester. Below are the specific role prompts we used for the Analyst, Coder, Repairer,

and Tester:

• team description: “There is a development team that includes a requirements
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analyst, a developer, and a quality assurance tester. The team needs to develop

programs that satisfy the requirements of the users. The different roles have

different divisions of labor and need to cooperate with each other.”

• user requirement: “The requirement from users is: {problem}.”

• Analyst: team description + “I want you to act as a requirements analyst on

our development team. You will receive the requirements from users. Your job

is: 1. Decompose the requirement into several easy-to-solve subproblems that can

be more easily implemented by the developer. 2. Develop a high-level plan that

outlines the major steps of the program. Remember, your plan should be high-

level and focused on guiding the developer in writing code, rather than providing

implementation details.” + user requirement.

• Coder: team description + user requirement + “I want you to act as a developer

on our development team. You will receive plans from a requirements analyst. Your

job is: to write code in language that meets the requirements following the plan.

Ensure that the code you write is efficient, readable, and follows best practices.

Remember, do not need to explain the code you wrote.” + “The plans from a

requirements analyst is: {plan}”.

• Repairer: team description + user requirement + “I want you to act as a

developer on our development team. You will receive test reports from a tester.

Your job is: to fix or improve the code based on the content of the report. Ensure

that any changes made to the code do not introduce new bugs or negatively impact
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the performance of the code. Remember, do not need to explain the code you

wrote.” + “The code is script. The test reports from a tester is {report}”.

• Tester: team description + user requirement + “I want you to act as a quality

assurance tester on our development team. You will receive code from a devel-

oper. Your job is: 1. Test the functionality of the code to ensure it satisfies the

requirements. 2. Write reports on any issues or bugs you encounter. 3. If the code

or the revised code has passed your tests, write a conclusion ’Code Test Passed’.

Remember, the report should be as concise as possible, without sacrificing clarity

and completeness of information. Do not include any error handling or exception

handling suggestions in your report.” + “The code from a developer is: {code}”.

5.2.3 Result Analysis

Experiment Language Total Time(TT) Efficiency Level (EL) Timeout Rate (TR) pass@1 %opt

Baseline Python 6.0 31.5 0.0 100.0 8.8

Multi-agent Collaboration Python 24.9 53.0 17.0 20.1 5.9

Table 5: Experimental Results of Multi-Agent Collaboration in Python

Experiment Language Total Time(TT) Efficiency Level (EL) Timeout Rate (TR) pass@1 %opt

Baseline C++ 3.5 40.4 0.0 100.0 16.4

Multi-agent Collaboration C++ 11.9 39.8 6.0 55.7 16.4

Table 6: Experimental Results of Multi-Agent Collaboration in C++
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Experiment Language Total Time(TT) Efficiency Level (EL) Timeout Rate (TR) pass@1 %opt

Baseline Java 12.6 24.0 0.0 100.0 3.8

Multi-agent Collaboration Java 14.8 40.5 6.2 57.7 3.8

Table 7: Experimental Results of Multi-Agent Collaboration in Java

This experimental result shows that, compared to the baseline result, the multi-agent

collaboration framework performed significantly worse on our dataset. Although the

Efficiency Level metric has slightly improved, the %Opt did not increase and even

decreased in the Python language data. Moreover, pass@1 decreased significantly,

particularly in the Python language data, where pass@1 was only 20.1%. This indicates

that this multi-agent collaboration framework is not effective in solving coding problems

on our dataset.

5.2.4 Multi-agent collaboration with new Tester for code efficiency

The original multi-agent collaboration framework completely follows the experimental

setup in the paper[6]. However, the purpose of our project is to test and improve the

efficiency of code generated by LLMs. Therefore, in this experiment, we modified the

Tester to not only check the accuracy of the code but also to analyze its efficiency. The

modified Tester is defined as follows:

Tester = team description + user requirement + “I want you to act as a quality assurance

tester on our development team. You will receive code from a developer. Your job is: 1. Test

the functionality of the code to ensure it satisfies the requirements. 2. Test the efficiency of
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the code to ensure it has good time complexity. 3. Write reports on any issues or bugs

you encounter. 4. If the code or the revised code has passed your tests, write a conclusion

’Code Test Passed’. Remember, the report should be as concise as possible, without sacrificing

clarity and completeness of information. Do not include any error handling or exception

handling suggestions in your report.” + “The code from a developer is: {script}”.

Experimental Results

Experiment Language Total Time(TT) Efficiency Level (EL) Timeout Rate (TR) pass@1 %opt

Baseline Python 6.0 31.5 0.0 100.0 8.8

Original Multi-agent Collaboration Python 24.9 53.0 17.0 20.1 5.9

Multi-agent collaboration with new Tester Python 21.8 46.7 14.3 26.5 5.9

Table 8: Experimental Results of Multi-agent Collaboration with New Tester in Python

Experiment Language Total Time(TT) Efficiency Level (EL) Timeout Rate (TR) pass@1 %opt

Baseline C++ 3.5 40.4 0.0 100.0 16.4

Original Multi-agent Collaboration C++ 11.9 39.8 6.0 55.7 16.4

Multi-agent collaboration with new Tester C++ 8.3 39.0 4.1 50.8 18.0

Table 9: Experimental Results of Multi-agent collaboration with new Tester in C++

Experiment Language Total Time(TT) Efficiency Level (EL) Timeout Rate (TR) pass@1 %opt

Baseline Java 12.6 24.0 0.0 100.0 3.8

Multi-agent Collaboration Java 14.8 40.5 6.2 57.7 3.8

Multi-agent collaboration with new Tester Java 16.0 39.0 6.7 57.7 3.8

Table 10: Experimental Results of Multi-agent collaboration with new Tester in Java

The test results are shown in the Tables 8, 9 & 10. For metrics measuring efficiency,

only the %opt of C++ problems improved, but the ‘Efficiency Level’ all decreased. This

indicates that the changes we made to the Tester do not effectively achieve the desired
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effect of improving code efficiency. And the pass@1 of C++ decreased, while the pass@1

of Python increased. These results seem to be irregular, so next we analyze the reasons

through a few case studies.

Case Studies

• Case One: the 124th problem in the dataset

The question description for this problem is: “One quite ordinary day Valera went

to school (there’s nowhere else he should go on a weekday). In a maths lesson, his

favorite teacher Ms. Evans told students about divisors. Despite the fact that Valera

loved math, he didn’t find this particular topic interesting. Even more, it seemed so

boring that he fell asleep in the middle of a lesson. And only a loud ringing of a

school bell could interrupt his sweet dream. Of course, the valuable material and the

teacher’s explanations were lost. However, Valera will one way or another have to

do the homework. As he does not know the new material absolutely, he cannot do

the job himself. That’s why he asked you to help. You’re his best friend after all, you

just cannot refuse to help. Valera’s home task has only one problem, which, though

formulated in a very simple way, does not have a trivial solution. Its statement looks

as follows: if we consider all positive integers in the interval [a;b] then it is required

to count the number of such numbers in this interval that their smallest divisor will be

a certain integer k (you do not have to consider divisor equal to one). In other words,

you should count the number of such numbers from the interval [a;b], that are not

divisible by any number between 2 and k - 1 and yet are divisible by k.”
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Then the plan given by Analyst is:

To decompose the requirement , we can break it down into

the following subproblems:

1. Determine the range of numbers to consider , given

the values of a and b.

2. Iterate through each number in the range and check

if it meets the conditions specified in the

requirement.

3. Count the number of numbers that meet the

conditions.

4. Print the count as the output.

Based on these subproblems , we can develop a high -level

plan for the program:

1. Read the values of a, b, and k from the input.

2. Initialize a count variable to 0.

3. Iterate through each number in the range [a, b].

4. For each number , check if it is divisible by any

number between 2 and k-1, and not divisible by k.

5. If the number meets the conditions , increment the

count variable.

6. Print the value of the count variable as the

output.

This plan can correctly solve the problem, but it directly traverses the interval

[a, b] and performs a division operation on each number to check if it meets the

conditions. This direct iteration may cause significant performance issues when

the distance between ‘a’ and ‘b’ is very large. Therefore, the test results of the

code written by the Coder according to this plan show that 13 out of 30 test cases

resulted in “timeout”. And the Tester just outputs “Code Test Passed.”, indicating

that the tester cannot effectively judge the efficiency of the code.

• Case Two: the 127th problem in the dataset

After analysis, the Analyst’s high-level plan to solve this problem is also correct

but inefficient. However, the code provided by the Coder has an error: “undefined
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variable”. And the Tester also simply outputs “Code Test Passed.”, which shows

that the Tester also cannot effectively detect errors in the code.

We manually analyzed a total of 20 cases and summarized four situations: Correct but

low-efficient plan, timeout code and useless tester; Correct but low-efficient plan, wrong

code, and useless tester; Wrong plan, wrong code and useless tester; Others. The specific

results are shown in Table 11.

Type Number
Correct but low-efficient plan, timeout code, and useless tester 6
Correct but low-efficient plan, wrong code, and useless tester 11

Wrong plan, wrong code, and useless tester 1
Others 2

Table 11: Analysis result of 20 cases

From the results, we believe that there are mainly two issues:

• The plans given by the Analyst are generally correct but often inefficient;

• The Tester is not able to effectively detect obvious errors in the code, nor can it

effectively judge the efficiency of the code.

6 Methodology

6.1 Generative Executor Module

As mentioned in the previous sections, the accuracy of code testing is very low if it is

done by LLM alone. Neither the self-testing in the self-refine framework nor the Tester
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agent in the multi-agent collaboration framework does a satisfactory job of detecting

problems in the generated code and providing feedback. So we tried to introduce an

external executor to assist LLM in code testing. To involve an external executor, we

must ensure that the test cases differ from those in the dataset to avoid potential test

set leakage issues. Therefore, we aim to leverage the LLM’s generation capabilities to

automatically produce additional test cases.

Thus, we proposed the LLM-based Generative Executor Module to assist in code testing.

The workflow of the Generative Executor Module is shown in the figure 19.

Figure 19: Workflow of generative executor module.

The module is divided into two parts: test case generation and unit test.

In the test case generation phase, we provide the problem description and a sample

test case input to the LLM. The LLM then generates additional test case inputs for the

problem. After obtaining these test case inputs, we execute the slow but accurate code
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that needs optimization, utilizing the inputs generated in the previous step. This process

yields the corresponding test case outputs. At the end of this phase, the module produces

several input-output pairs for subsequent testing. Figure 20 shows the terminal output of

the test cases generation phase in the module. The details of the prompt that triggered

the LLM to generate test case inputs are depicted in Figure 21.

Figure 20: Terminal output after test cases generation phase.

def get_messages(prompt , example_input):

messages = []

system_prompt = f"I will give you a programming problem and

a corresponding test input. The problem is: {prompt }.

And the sample input case is: {example_input }. Please

mimic the format of the test input to generate 5 test

inputs and put them in a list. The list should only

contain the test inputs and should not contain any other

information. For example , if the sample input is ’1 2 3

4\\n’, the list should be [\"1 2 3 4\\n\", \"4 3 2 1\\n

\", \"1 1 1 1\\n\", \"0 0 0 0\\n\", \"1 0 1 0\\n\"]"

messages.append(

{"role": "user", "content": system_prompt}

)

return messages

Figure 21: Prompt of test inputs generation.

In the unit test phase, the module executes the new code intended for testing, verifies

its correctness using the test cases generated in phase 1, and then presents the test

results. Specifically, the module generates a file named feedback.txt. The details of the
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feedback.txt file are as follows:

• Test Result: The first line of the file has only two possibilities: Pass or Fail If

the first line is Pass, it indicates that the newly generated code was compiled

successfully and passed all the generated test cases. Otherwise, if the first line is

Fail, the subsequent content of the file elaborates on the reason for the failure.

• Cause of Error: If a syntax error or compilation error is detected, An error occurred

in the program: will be displayed on the second line of the file. Subsequently, the

output from the Python interpreter, C++, or Java compiler will be presented. As

illustrated in Figure 22, an example of Java program error feedback is provided.

Figure 22: Error message output by the generative executor.

• Failed Test Cases: If the program compiles and runs without syntax errors but

encounters logic errors leading to incorrect test cases, the second line of the file

will state: ”The new code failed following test cases:” followed by the specific

errors. Each test case with errors will be presented in the following format: When

the input is..., The expected output is..., and The output is.... Figure 23 illustrates the

above error scenario.
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Figure 23: Error message output by the generative executor.

6.2 Self-Refine-Executor Framework

6.2.1 Motivation

In the previous empirical study, we conducted experiments with the self-refine framework,

which did not perform well on our dataset. Through case studies, we identified that the

main issue was the focus on code efficiency during feedback, which often led to errors in

the refined code. Unfortunately, the feedback did not correct these errors. Therefore, we

aimed to improve this aspect and consequently developed our framework.
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6.2.2 Framework Description

Figure 24: Workflow of Self-Refine-Executor Framework

A major improvement in our framework is the introduction of the generative executor

module discussed earlier. This means that we use this external code execution module

to obtain feedback on the correctness of the code. After each round of feedback and

refinement, the code is tested, and only the code that passes the test is retained for the
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next round of self-refinement. In essence, we always retain only the correct code. The

specific process is as follows:

• Initialization Phase:

Provide the model with a correct but inefficient version of code and ask for an

optimized version.

• Execution Phase:

Submit the code for testing by the execution module. If the test result is “pass,” the

code is retained. If it fails, the code is discarded, and the previous correct code is

used for the next feedback and refinement.

• Feedback Phase:

The model provides feedback on the efficiency of the code. If the model determines

the code is efficient enough, it outputs “is not slow,” signaling the end of the

iteration.

• Refine Phase:

The model refines or improves the code based on the feedback, and this code is

sent for testing by the execution module.

The Execution, Feedback, and Refinement phases continuously iterate until the model

believes no further optimization is needed or the maximum number of iterations is

reached, which is set to four.

By incorporating an external module to check the correctness of code, we are able
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to ensure that the code retained is always correct. The worst-case scenario would be

retaining the original version we provided to the model, which was correct but inefficient.

6.3 Multi-Agent-Executor Framework

6.3.1 Motivation

In the previous research, we experimented with multi-agent collaboration, but the

outcomes were not as expected. Through 20 case studies, we identified two main issues:

the Analyst’s plans were inefficient, and the Tester relying solely on the model itself

without external feedback to review code often failed to detect errors in the code. Based

on this, we proposed improvements in these two areas, which led to the development of

our own framework.

6.3.2 Framework Description

Our Multi-Agent Executor Framework still consists of three agents: the Analyst, the Coder,

and the Tester. And each agent is still assigned by specific role instructions. But unlike

the original framework, here we added a new component called “Execution”, realized

by the “Generative Executor module” introduced before. This means we introduced an

external code executor to obtain correct feedback on code correctness. Additionally, we

have reduced the role of the Analyst, making it only be called upon when the initial

code generated by the Coder is wrong. Therefore, the Analyst only serves a supportive

function.
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Figure 25: Workflow of Multi-Agent-Executor Framework

More specifically, the workflow of the Multi-Agent Executor Framework is as follows:

• Initialization Phase: The task is firstly given to the Coder, who will write code

according to the requirements of users. The code will then be passed to the

Executing Phase directly. If the execution result of this initial code is “Pass”, it then

goes to the Testing Phase. If the code fails, the Analyst would be called to give a

high-level plan for this task.

• Coding Phase: This plan is passed back to the Coder, and then the Coder will
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write the code according to the plan.

• Executing Phase: The completed code will be executed through the external

“Generative Executor module”. The module returns a result, indicating “Pass” if the

code passes all test cases, or “Fail” along with the test cases that failed and any

error information (if available).

• Testing Phase: The execution result is given to the Tester. If the result is “Pass”,

the Tester analyzes whether there is room to improve the efficiency of the code; if

the result is “Fail”, the Tester drafts a report based on the error information. If the

code is correct and the Tester believes it is efficient enough, the Tester will make a

“Code Test Pass” conclusion, marking the end of the iteration.

• Repairing Phase: If the test is not passed, the test report is sent back to the Coder,

who revises the code according to the report.

The Executing Phase, Testing Phase and Repairing Phase will continuously iterate until

receiving the end signal “Code Test Pass” from the Tester or reaching the maximum

number of iterations, which is set to 4 for this experiment.
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7 Experiments

7.1 Setup

Metrics. We adhered to the evaluation strategy outlined in the timeEval benchmark. The

assessment involves five metrics: Pass rate, Fail rate, Timeout rate, Percent Optimized,

and Speedup, utilized to evaluate the efficiency of the generated code. For a detailed

explanation of these metrics, please refer to Section 4.

Models. Our primary experimental foundation is the gpt-3.5-turbo model. Additionally,

we conducted a comparative experiment in Section 7.6 using the gpt-4 model. In future

work, we aim to explore other types of LLMs to provide a more detailed evaluation of

the efficiency of code generated by different LLMs.

Platform. The timeEval benchmark executes both the canonical solution and the gener-

ated code during each test, comparing their running times. This approach enables tests

to be conducted on different configurations or platforms while maintaining consistent

results. Our experimental platform involves several different personal computers.

Interpreter and compiler version. We used Python 3.11.4 as the interpreter version,

g++ 8.1.0 as the C++ language compiler, and java 18.0.2.1 as the Java language

version in our experiments.
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7.2 Baseline Experiment

The prompt for the baseline experiment is shown in Figure 26. We enforce a constraint

on LLMs to refrain from generating text descriptions for two primary reasons. Firstly,

we aim to eliminate the influence of chain-of-thought (CoT) processes on experimental

outcomes, enabling us to isolate and analyze the impact of CoT on code efficiency in

subsequent experiments. Secondly, in the majority of code-generation scenarios, it is

unnecessary for LLMs to generate textual descriptions before code-generation

def get_messages(prompt , language):

messages = []

system_prompt = "Please generate " + language + "code that

can be run directly to solve the following programming

problem. Do not add any text description!"

messages.append(

{"role": "system", "content": system_prompt}

)

messages.append(

{"role": "user", "content": prompt}

)

return messages

Figure 26: The baseline prompt.
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7.3 Self-Refine-Executor

7.3.1 Experimental Details

Figure 27: Workflow of Self-Refine-Executor Framework

We conducted the experiment of this Self-Refine-Executor framework following the

process mentioned in the Methodology 6. The specific process is shown in Figure 27. For

the prompt, we continue with the design used in the self-refine experiment, utilizing a

few-shot prompt to enhance efficiency. The specific prompt is as follows:

• Initialization Prompt:

# slower version:
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a, b = input().split()

n = int(a + b)

flag = False

for i in range(n):

if i ** 2 == n:

flag = True

break

print(’Yes’ if flag else ’No’)

# optimized version of the same code:

a, b = input().split()

n = int(a + b)

flag = False

for i in range (1000):

if i ** 2 == n:

flag = True

break

print(’Yes’ if flag else ’No’)

### END ###

More examples...

# slower version:

{The correct but slow code provided by timeEval}

# optimized version of the same code:

• Feedback Prompt:

a, b = input().split()

n = int(a + b)
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flag = False

for i in range(n):

if i ** 2 == n:

flag = True

break

print(’Yes’ if flag else ’No’)

# Why is this code slow?

# This code is slow because it is using a brute force

approach to find the square root of the input number.

It is looping through every possible number starting

from 0 until n. Note that the square root will be

smaller than n, so at least half of the numbers it is

looping through are unnecessary. At most , you need to

loop through the numbers up to the square root of n.

### END ###

More examples...

{The correct but slow code provided by TimeEval}

# Why is this code slow?

• Refine Prompt:

{The correct but slow code provided by TimeEval}

# Why is this code slow?

{Feedback from the model}

How to improve this code? Please provide the improved version of the code.
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7.3.2 Results Analysis

Experiment Language Total Time(TT) Efficiency Level (EL) Timeout Rate (TR) pass@1 %opt

Baseline Python 6.0 31.5 0.0 100.0 8.8

Self-refinement Python 7.0 41.9 2.5 61.8 11.8

Self-Refine-Executor Python 7.1 40.2 2.3 91.2 17.6

Table 12: Experimental Results of Self-Refine-Executor in Python

Experiment Language Total Time(TT) Efficiency Level (EL) Timeout Rate (TR) pass@1 %opt

Baseline C++ 3.5 40.4 0.0 100.0 16.4

Self-refinement C++ 4.3 63.4 2.2 52.5 37.7

Self-Refine-Executor C++ 3.4 53.8 0.7 90.1 29.5

Table 13: Experimental Results of Self-Refine-Executor in C++

Experiment Language Total Time(TT) Efficiency Level (EL) Timeout Rate (TR) pass@1 %opt

Baseline Java 12.6 24.0 0.0 100.0 3.8

Self-refinement Java 7.5 30.7 2.6 46.1 7.3

Self-Refine-Executor Java 7.6 33.2 0.9 87.3 4.4

Table 14: Experimental Results of Self-Refine-Executor in Java

The experimental results are shown in the Table. From the data in the tables, compared

to the baseline, our framework shows significant improvements in the Efficiency Level

and %opt, indicating that the code generated through our framework generally has better

time complexity than the baseline, while the decrease in pass@1 is minimal. Compared

to the original self-refine framework, although the Efficiency Level and %opt are not as

high as the original self-refine framework, the pass@1 of our framework remains at a
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relatively high level. This indicates that our framework can ensure high accuracy while

improving the efficiency of the code.

However, we also noticed that according to our hypothesis, the correctness of the code

generated by this framework should be 100% because we always retain only the correct

code. To explore why pass@1 is not 1, we conducted a case study. We identified two

main reasons why the final output code did not pass all the test cases:

• After self-refine, the efficiency of the code actually decreased, but the executor-

generated test cases were not large enough to detect timeout situations, so this

inefficient version of the code passed the tests of the execution module and was

retained.

• After self-refine, the optimized code had errors, but the executor-generated test

cases were not comprehensive enough to detect these errors, so this erroneous

version of the code passed the tests of the execution module and was retained.
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7.4 Multi-Agent-Executor

7.4.1 Experimental Details

Figure 28: Workflow of Multi-Agent-Executor Framework

We conducted the experiment of this Multi-Agent-Executor framework following the

process mentioned in the Methodology 6, and we have accordingly adjusted the prompt.

Specifically, we divided the Coder into Coder1, Coder2, and Repairer. Coder1 generates

code directly based on the task requirements without referring to the Analyst’s plan,
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while Coder2 generates code by referring to the Analyst’s plan. The Repairer modifies

or improves the previous code based on the Tester’s report. We also emphasize to the

Analyst that the plan provided should be efficient. The specific prompt for each agent is

as follows.

• team description: “There is a development team that includes a requirements

analyst, a developer, and a quality assurance tester. The team needs to develop

programs that satisfy the requirements of the users. The different roles have

different divisions of labor and need to cooperate with each other.”

• user requirement: “The requirement from users is: {problem}.”

• Analyst: team description + “I want you to act as a requirements analyst on

our development team. You will receive the requirements from users. Your job

is: 1. Decompose the requirement into several easy-to-solve subproblems that can

be more easily implemented by the developer. 2. Develop a high-level plan that

outlines the major steps of the program. Remember, your plan should be high-

level and focused on guiding the developer in writing code, rather than providing

implementation details. And your plan should have good time complexity.” +

user requirement.

• Coder1 (no plan needed): team description + user requirement + “I want

you to act as a developer on our development team. Your job is: to write code in

language that meets the requirements of users. Ensure that the code you wrote is

efficient, readable, and follows best practices. Remember, do not need to explain
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the code you wrote.”.

• Coder2 (plan needed): team description + user requirement + “I want you

to act as a developer on our development team. You will receive plans from

a requirements analyst. Your job is: to write code in language that meets the

requirements following the plan. Ensure that the code you write is efficient,

readable, and follows best practices. The code you write also should always have

the code for reading the inputs and printing the outputs of test cases from the

tester later. Remember, do not need to explain the code you wrote.”.

• Repairer: team description + user requirement + “I want you to act as a

developer on our development team. You will receive test reports from a tester.

Your job is: to fix or improve the code based on the content of the report. Ensure

that any changes made to the code do not introduce new bugs or negatively impact

the performance of the code. Remember, do not need to explain the code you

wrote.” + “The code is {code}. The test reports from a tester is {report}”.

• Tester: team description + user requirement + “I want you to act as a quality

assurance tester on our development team. You will receive code from a developer

and its execution result on the test cases. Your job is: 1. If the execution result

shows ‘pass’, analyze the efficiency of the code and see if it could have better

time complexity. 2. If the execution result shows ‘fail’, find the reason for the

incorrectness and give suggestions on how to fix the error. 3. Write reports of your

findings and suggestions for the coder to repair the code. 4. Only if the execution
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result of the provided code shows ’pass’ and the provided code is efficient enough,

write a conclusion ’Code Test Passed’ at the end of the report, otherwise, write

’Code Test Failed’. Remember, the report should be as concise as possible, without

sacrificing clarity and completeness of information. And remember your job is

only to write the report for the Coder to repair the code, so please do not include

any detailed code in the report.” + “The code from a developer is: {code}. The

execution result is:{execution result}”.

7.4.2 Results Analysis

Experiment Language Total Time(TT) Efficiency Level (EL) Timeout Rate (TR) pass@1 %opt

Baseline Python 6.0 31.5 0.0 100.0 8.8

Original Multi-agent Collaboration Python 24.9 53.0 17.0 20.1 5.9

Multi-agent collaboration with new Tester Python 21.8 46.7 14.3 26.5 5.9

Multi-Agent-Executor Python 10.2 53.2 4.6 73.5 14.7

Table 15: Experimental Results of Multi-Agent-Executor with New Tester in Python

Experiment Language Total Time(TT) Efficiency Level (EL) Timeout Rate (TR) pass@1 %opt

Baseline C++ 3.5 40.4 0.0 100.0 16.4

Original Multi-agent Collaboration C++ 11.9 39.8 6.0 55.7 16.4

Multi-agent collaboration with new Tester C++ 8.3 39.0 4.1 50.8 18.0

Multi-Agent-Executor C++ 8.9 63.7 3.4 70.2 32.8

Table 16: Experimental Results of Multi-Agent-Executor with new Tester in C++
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Experiment Language Total Time(TT) Efficiency Level (EL) Timeout Rate (TR) pass@1 %opt

Baseline Java 12.6 24.0 0.0 100.0 3.8

Multi-agent Collaboration Java 14.8 40.5 6.2 57.7 3.8

Multi-agent collaboration with new Tester Java 16.0 39.0 6.7 57.7 3.8

Multi-Agent-Executor Java 15.8 45.5 8.0 59.1 7.4

Table 17: Experimental Results of Multi-Agent-Executor with new Tester in Java

The results are shown in the Table 15, 16 & 17. Compared with the previous experiments

of Original Multi-agent Collaboration and Multi-agent Collaboration with a new Tester,

every metric in the result of our Multi-Agent-Executor framework has improved. The

reduction in Total Time and Timeout Rate indicates shorter average execution times,

while increases in Efficiency Level and %opt suggest that more problems are closer to

the optimal solution, and on average each problem is closer to the optimal solution as

well. Compared to the baseline, there is a notable improvement in Efficiency Level and

%opt, while the decrease in pass@1 is not as much as in the previous two experiments.

Overall, our Multi-Agent-Executor framework has found a balance between improving

efficiency and accuracy, performing well in tasks that enhance code efficiency.

7.5 In-context Learning

7.5.1 Experimental Details

In this experiment, we take an in-context-learning approach to improve the efficiency of

LLM-generated code. The experiment was specifically divided into the following steps:
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Problem Collection In this step, selecting the appropriate case is crucial to steer

LLM toward generating more efficient code. We’ve chosen four classic programming

problem types from the LeetCode[9] website and selected a representative topic from

each category. These four problem types include Binary Search, Divide and Conquer,

Dynamic Programming, and Sorting. The details of the problem are represented in

figure 29,30,31, and 32.

Given a string s, return the longest palindromic substring in s

.

Example 1:

Input: s = "babad"

Output: "bab"

Explanation: "aba" is also a valid answer.

Example 2:

Input: s = "cbbd"

Output: "bb"

Constraints:

1 <= s.length <= 1000

s consist of only digits and English letters.

Figure 29: Dynamic programming question in in-context-learning experiment
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Given two sorted arrays nums1 and nums2 of size m and n

respectively , return the median of the two sorted arrays.

Example 1:

Input: nums1 = [1,3], nums2 = [2]

Output: 2.00000

Explanation: merged array = [1,2,3] and median is 2.

Example 2:

Input: nums1 = [1,2], nums2 = [3,4]

Output: 2.50000

Explanation: merged array = [1,2,3,4] and median is (2 + 3) / 2

= 2.5.

Constraints:

nums1.length == m

nums2.length == n

0 <= m <= 1000

0 <= n <= 1000

1 <= m + n <= 2000

-106 <= nums1[i], nums2[i] <= 106

Figure 30: Binary search question in in-context-learning experiment
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Given an integer array nums , find the

subarray

with the largest sum , and return its sum.

Example 1:

Input: nums = [-2,1,-3,4,-1,2,1,-5,4]

Output: 6

Explanation: The subarray [4,-1,2,1] has the largest sum 6.

Example 2:

Input: nums = [1]

Output: 1

Explanation: The subarray [1] has the largest sum 1.

Example 3:

Input: nums = [5,4,-1,7,8]

Output: 23

Explanation: The subarray [5,4,-1,7,8] has the largest sum 23.

Constraints:

1 <= nums.length <= 105

-104 <= nums[i] <= 104

Figure 31: Divide and conquer question in in-context-learning experiment
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Given an integer array nums and an integer k, return the kth

largest element in the array.

Note that it is the kth largest element in the sorted order ,

not the kth distinct element.

Example 1:

Input: nums = [3,2,1,5,6,4], k = 2

Output: 5

Example 2:

Input: nums = [3,2,3,1,2,4,5,5,6], k = 4

Output: 4

Constraints:

1 <= k <= nums.length <= 105

-104 <= nums[i] <= 104

Figure 32: Sorting question in in-context-learning experiment

Sample Creation After successfully obtaining the four problems in the previous step,

we find a positive and negative example pair for each problem. Positive example means

efficient and code, negative example means inefficient but correct code. We designed

two parallel experiments for in-context learning, one with only positive examples and

one with both positive and negative examples. Where the time complexity of the positive

example and negative example for each problem is shown in the table x. In addition, to

eliminate the influence of the programming language of the sample itself on the results

generated by LLM, we set up samples in different languages for different programming
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languages. Samples in different languages are equivalent at the algorithmic level.

Sample Combination In addition to examining the impact of positive and negative

examples in in-context learning techniques on the efficiency of generated code, we

also explore the effects of combining different numbers of examples. Specifically, we

experiment with combining examples in sets of 1, 2, and 4 for in-context learning, with

the combinations being randomized.

Problem Type Negative Positive
Binary search O(m+n) O(log(m+n))

Divide and conquer O(n2) O(n)
Dynamic programming O(n3) O(n)

Sorting O(n logn) O(n)

Table 18: Time Complexity of Different Problem Types

7.5.2 Results Analysis

The experimental results of In-context learning are presented in Table 19, 20, and

21. In-context learning will be replaced with the abbreviation ICL below. From the

experimental data, we observe that utilizing ICL (2 Positive and Negative Examples) in

Python yields balanced efficiency and accuracy, resulting in improved performance. In

the case of C++, employing ICL (2 Positive and Negative Examples) achieves balanced

efficiency and accuracy with superior performance. For Java, employing ICL (4 Positive

and Negative Examples) leads to balanced efficiency and accuracy, along with better

performance. We posit that the optimal parameters for optimizing ICL experiments vary

across programming languages, suggesting no significant correlation between them.
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Experiment Language Total Time(TT) Efficiency Level (EL) Timeout Rate (TR) pass@1 %opt

Baseline Python 6.0 31.5 0.0 100.0 8.8

ICL(1 Positive Example) Python 7.4 32.1 6.8 26.5 2.9

ICL(2 Positive Examples) Python 3.1 36.4 2.0 50.0 8.8

ICL(4 Positive Examples) Python 3.4 32.5 2.5 50.0 8.8

ICL(1 Positive and negative Examples) Python 3.3 30.1 2.5 50.0 11.7

ICL(2 Positive and negative Examples) Python 3.7 39.3 2.0 58.8 8.8

ICL(4 Positive and negative Examples) Python 6.2 34.3 4.3 50.0 5.9

Table 19: Experimental Results of In-Context Learning in Python

Experiment Language Total Time(TT) Efficiency Level (EL) Timeout Rate (TR) pass@1 %opt

Baseline C++ 3.5 40.4 0.0 100.0 16.4

ICL(1 Positive Example) C++ 5.6 38.6 1.1 81.8 21.2

ICL(2 Positive Examples) C++ 5.2 57.1 1.3 90.2 42.6

ICL(4 Positive Examples) C++ 6.7 50.8 1.9 83.6 39.3

ICL(1 Positive and negative Examples) C++ 5.4 48.9 1.3 85.2 26.2

ICL(2 Positive and negative Examples) C++ 5.3 49.1 1.3 83.6 31.1

ICL(4 Positive and negative Examples) C++ 5.6 48.5 1.4 80.3 23.0

Table 20: Experimental Results of In-Context Learning in C++

Experiment Language Total Time(TT) Efficiency Level (EL) Timeout Rate (TR) pass@1 %opt

Baseline Java 12.6 24.0 0 100.0 3.8

ICL(1 Positive Example) Java 10.3 29.8 2.6 65.4 0

ICL(2 Positive Examples) Java 8.8 28.4 1.5 73.0 0

ICL(4 Positive Examples) Java 7.3 23.9 0.5 69.2 3.8

ICL(1 Positive and negative Examples) Java 9.6 27.4 2.0 65.3 3.8

ICL(2 Positive and negative Examples) Java 9.2 26.4 1.5 69.2 0

ICL(4 Positive and negative Examples) Java 7.0 26.2 0 76.9 0

Table 21: Experimental Results of In-Context Learning in Java
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7.6 Others

7.6.1 Simple Prompt Engineering

We explored the effect of different prompts on the efficiency of code generation by simply

modifying the prompt. We try to remind LLM of the time complexity right in the prompt.

The details are shown in Figure 33. The results of the experiment are presented in Table

22, 23, and 24. We can see from these data that a simple prompt change directly does

increase the efficiency of the generated code. But the increase is relatively limited.

def get_messages(prompt , language):

messages = []

system_prompt = "Please generate " + language + "code that

can be run directly to solve the following programming

problem. Do not add any text description!" + "Please pay

attention to the time complexity of your solution."

messages.append(

{"role": "system", "content": system_prompt}

)

messages.append(

{"role": "user", "content": prompt}

)

return messages

Figure 33: Mind time complexity prompt.

Experiment Language Total Time(TT) Efficiency Level (EL) Timeout Rate (TR) pass@1 %opt

Baseline Python 6.0 31.5 0.0 100.0 8.8

Mind time complexity prompt Python 7.49 42.2 5.2 67.7 11.7

Table 22: Experimental Results of Simple Prompt Engineering in Python
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Experiment Language Total Time(TT) Efficiency Level (EL) Timeout Rate (TR) pass@1 %opt

Baseline Java 12.6 24.0 0 100.0 3.8

Mind time complexity prompt Java 11.0 31.1 2.4 80.7 7.7

Table 23: Experimental Results of Simple Prompt Engineering in Java

Experiment Language Total Time(TT) Efficiency Level (EL) Timeout Rate (TR) pass@1 %opt

Baseline C++ 3.5 40.4 0.0 100.0 16.4

Mind time complexity prompt C++ 4.8 50.1 0.6 80.3 37.7

Table 24: Experimental Results of Simple Prompt Engineering in C++

7.6.2 Chain-of-Thought(CoT)

We explored the impact of CoT on code generation. We formed the CoT by allowing

LLMs to generate textual descriptions. The details are shown in Figure 34. The results of

the experiment are presented in Table 25, 26, and 27. We can see from the results that

CoT is useful for improving code efficiency. But it will reduce the accuracy of the code to

some extent.
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def get_messages(prompt , language):

messages = []

system_prompt = "Please generate " + language + "code to

solve the following programming problem. Let’s think it

step by step."

messages.append(

{"role": "system", "content": system_prompt}

)

messages.append(

{"role": "user", "content": prompt}

)

return messages

Figure 34: Mind time complexity prompt.

Experiment Language Total Time(TT) Efficiency Level (EL) Timeout Rate (TR) pass@1 %opt

Baseline Python 6.0 31.5 0.0 100.0 8.8

CoT Python 14.6 40.5 11.3 50.0 11.7

Table 25: Experimental Results of CoT in Python

Experiment Language Total Time(TT) Efficiency Level (EL) Timeout Rate (TR) pass@1 %opt

Baseline Java 12.6 24.0 0 100.0 3.8

CoT Java 9.6 39.8 2.0 69.2 3.8

Table 26: Experimental Results of CoT in Java

Experiment Language Total Time(TT) Efficiency Level (EL) Timeout Rate (TR) pass@1 %opt

Baseline C++ 3.5 40.4 0.0 100.0 16.4

CoT C++ 3.2 54.9 0.7 77.0 31.1

Table 27: Experimental Results of CoT in C++
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8 Conclusion

The following are some of the main contributions we have made during this semester’s

project.

• Propose metrics. Propose a set of metrics that comprehensively evaluate the

execution efficiency of generated code.

• Measure and process code contests dataset. We finished in-depth testing of

the code contests dataset. In total, we tested more than 13,000 problems with

520,000 corresponding solutions and 780,000 corresponding test cases. Proposed

a reasonable process for processing the dataset, and filtered out the problems

that were difficult to be solved efficiently by the gpt-3.5-turbo model through this

process.

• Improve timeEval benchmark. We have successfully extended last semester’s

TimeEval benchmark from monolingual Python to encompass multilingual support

for Python, C++, and Java. Additionally, we’ve developed a comprehensive

automated code execution framework, marking it as the first multilingual code

efficiency benchmark of its kind that we have known of.

• Propose multiple frameworks. We explore strategies for improving the efficiency

of generated code from several perspectives. These include, but are not limited to:

simple prompt engineering, chain-of-thought, In-context learning, self-refinement,

and multiagent collaboration frameworks. We first migrated these frameworks to
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the code efficiency task and then improved them with encouraging results.

9 Division of Labor

In this project, our team made equal contributions throughout the entire year. Together,

we strategized for the project, researched similar projects, wrote code, and collectively

finished the project. In terms of dataset processing, we jointly surveyed existing datasets

and discussed selecting the one that best suited our research purposes. Then, we

worked together on data filtering and analysis, selecting 111 suitable problems for our

dataset. Then for benchmark creation, We also collaborated on designing metrics for our

benchmark and designing the framework for evaluating code efficiency. Details of the

division of work are outlined in the table below:

Details of Work Responsible Member

Research on various related works Canran Liu & Xingyun Ma

Dataset Processing Canran Liu & Xingyun Ma

Benchmark Construction Canran Liu & Xingyun Ma

Empirical study of Self-refinement Xingyun Ma

Empirical study of Multi-Agent Collaboration Xingyun Ma

In-context Learning Experiment Canran Liu

Generative Executor Module Implementation Canran Liu

Self-Refine-Executor Framework and Experiment Canran Liu & Xingyun Ma

Multi-Agent-Executor Framework and Experiment Canran Liu & Xingyun Ma
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9.1 Xingyun Ma

In this semester’s final-year project, I took on several crucial tasks. Firstly, I was primar-

ily responsible for conducting empirical study on our dataset, including implementing

self-refinement and multi-agent collaboration. I strictly adhered to the experimental

settings outlined in the referring papers, while also making necessary adjustments and

modifications based on our dataset to ensure accurate and reference-worthy empirical

research. Through in-depth analysis of experimental data and case studies, I identi-

fied issues existing in both frameworks and actively engaged in discussions with my

teammate, advisor and supervisor, which were crucial for successfully proposing our

framework. Ultimately, based on the outcomes of these discussions, we put forward our

own framework, making a pivotal contribution to the project’s success.

In addition to the individual responsibilities I undertook, I also collaborated with team

members to ensure the project’s consistency and refinement. Overall, through effective

division of tasks and proactive discussions with team members, advisor and supervisor, I

played a key role in this semester’s graduation project.

9.2 Canran Liu

In this semester’s final-year project, I embarked on a multi-faceted journey. Initially, I laid

the groundwork by meticulously crafting a series of scripts engineered to meticulously

measure the dataset’s parameters and facilitate efficient data processing procedures. Fol-

lowing this preparatory phase, I delved into the development of the autorun framework
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tailored specifically for the timeEval benchmark, streamlining its execution process for

enhanced reliability and efficiency. Moreover, I undertook the intricate task of design-

ing and coding the generative executor, a pivotal component essential to our project’s

success. This involved not only conceptualizing its architecture but also implementing

robust coding solutions to ensure its seamless integration and functionality within the

broader project framework. Additionally, my involvement extended beyond individual

components to encompass broader project architecture, where I actively participated in

the design and refinement of various frameworks. By collaborating with team members

and contributing to the conceptualization of these frameworks, I played a key role in

shaping the project’s overall structure and ensuring its coherence and effectiveness.
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