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Background & Overview



LLMs Have Entered Every Aspect of Our Life

4



LLMs Are Not Mere Tools But Vivid Assistants

5

➢It can be imagined: AI and humans work and live in a same society

➢The key initial step: evaluating AI’s human-like abilities

➢Psychological portrayal

➢Emotional ability

➢Decision-making

➢Cognition process

➢…

➢This thesis focuses on these human-machine alignment

➢Why do we care about this?



Is Human-Machine Alignment Important? (1/3)

➢For Computer Science Researchers:

6

[1] X Wang et al. InCharacter: Evaluating Personality Fidelity in Role-Playing Agents through Psychological Interviews. In ACL 2024.

[2] C Li et al. Large Language Models Understand and Can be Enhanced by Emotional Stimuli. In LLM@IJCAI 2023.

[3] H Rao et al. Can ChatGPT Assess Human Personalities? A General Evaluation Framework. In EMNLP 2023.

(2) Understand its performance [2](1) Build human-like AI systems [1] (3) Identify potential biases [3]



Is Human-Machine Alignment Important? (2/3)

➢For Social Science Researchers:

[4] D Dillion et al. Can AI Language Models Replace Human Participants? In Trends in Cognitive Sciences.

[5] M Tomasello. The Cultural Origins of Human Cognition. In Harvard University Press. 7

(2) Understand how cultures shape individuals [5](1) Replace human in surveys [4]



Is Human-Machine Alignment Important? (3/3)

➢For Users and Human Society:

[6] X Li et al. Evaluating Psychological Safety of Large Language Models. arXiv 2212.10529. 8

(2) Build trust among users and AI(1) Facilitate tailored AI assistants (3) Monitor AI’s mental states [6]



Thesis Organization
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PsychoBench [ICLR 2024 Oral]
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Only first-author papers are listed.

GAMA-Bench [ICLR 2025 Review]

MAS-Resilience [ACL 2025 Review]
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LLM as an Individual



Overview

11

PsychoBench (ICLR’24)
Oral Presentation

Scale Reliability (EMNLP’24) EmotionBench (NeurIPS’24)

J Huang et al. On the Reliability of Psychological Scales on Large Language Models. In EMNLP 2024.

J Huang et al. On the Humanity of Conversational AI: Evaluating the Psychological Portrayal of LLMs. In ICLR 2024.

J Huang et al. Apathetic or Empathetic? Evaluating LLMs’ Emotional Alignments with Humans. In NeurIPS 2024.

Paper Code Paper Code Paper Code
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Evaluating LLMs’ Personality Is Popular

13

➢One question remains:

➢Do LLMs possess stable personalities?

➢Do psychological scales generalize (from humans) to LLMs?

➢ Is reliability of psychological scales ensured on LLMs?

➢Some answer NO ➢Some answer YES

[11] G Jiang et al. Evaluating and Inducing Personality in Pre-trained Language 

Models. In NeurIPS 2023.

[12] M Miotto et al. Who is GPT-3? An Exploration of Personality, Values and 

Demographics. In EMNLP 2022 NLP+CSS Workshop.

[13] S Karra et al. Estimating the Personality of White-Box Language Models. 

arXiv:2204.12000.

[14] G Serapio-García et al. Personality Traits in Large Language Models. 

arXiv:2307.00184.

[15] J Huang et al. On the Humanity of Conversational AI: Evaluating the 

Psychological Portrayal of LLMs. In ICLR 2024.

[7] B Shu et al. You don’t need a personality test to know these models are 

unreliable: Assessing the Reliability of Large Language Models on Psychometric 

Instruments. In NAACL 2024.

[8] X Song et al. Have Large Language Models Developed a Personality?: 

Applicability of Self-Assessment Tests in Measuring Personality in LLMs. 

arXiv:2305.14693.

[9] A Gupta et al. Self-Assessment Tests are Unreliable Measures of LLM 

Personality. arXiv:2309.08163.

[10] T Sühr et al. Challenging the Validity of Personality Tests for Large Language 

Models. arXiv:2311.05297.



Reliability in Traditional Psychology Research

14

➢Consistency and stability of the results

➢Psychologists verified reliability with:

➢Cronbach’s Alpha

➢Split-half Reliability

➢ Inter-Rater Reliability

➢Test-Retest Reliability

➢…

J Huang et al. On the Reliability of Psychological Scales on Large Language Models. In EMNLP 2024.

➢Assumption:

➢Humans are reliable

➢Filtering human subjects

➢Passing these carefully designed tests 

with reliable subjects, scales are 

considered reliable



Reliability in LLM Research

15

➢Things are different on LLMs

➢Reliable scales

➢Whether (LLMs) subjects are reliable

➢Tests need to be adjusted because

➢Designed for verifying if scales are reliable

➢Require many human subjects

➢Whether to consider an LLM as an 

individual or a collective?

➢ Individual

➢Collective involves role-play abilities

➢LLM has its default role, “helpful assistant”

J Huang et al. On the Reliability of Psychological Scales on Large Language Models. In EMNLP 2024.

➢Measure the reliability of an individual’s 

responses under different factors

➢We consider five factors:

1. Instructions

2. Items

3. Languages

4. Choice labels

5. Choice orders



An Example of a Psychological Scale

16J Huang et al. On the Reliability of Psychological Scales on Large Language Models. In EMNLP 2024.

1. Instruction

2. Item

3. Language (English)

4. Choice Label

5. Choice Order



Factors Influencing Models’ Responses

17

➢Rephrased instruction templates

➢T1 [15], T2 [11], T3 [12], T4 & T5 [14]

➢Rephrased items

➢Original + Four GPT-4 rewritten versions

➢Languages

➢En, Zh, Es, Fr, De, It, Ar, Ru, Ja, Ko

➢Choice labels

➢U Latin Alphabet (A B C), L Latin Alphabet (a b c), U Roman Numeral (I II III), 

L Roman Numeral (i ii iii), Arabic Numeral (1 2 3)

➢Choice orders

➢Ascending (1 2 3), Descending (3 2 1)

➢5 * 5 * 10 * 5 * 2 = 2500
[11] G Jiang et al. Evaluating and Inducing Personality in Pre-trained Language Models. In NeurIPS 2023.

[12] M Miotto et al. Who is GPT-3? An Exploration of Personality, Values and Demographics. In EMNLP 2022 NLP+CSS Workshop.

[14] G Serapio-García et al. Personality Traits in Large Language Models. arXiv:2307.00184.

[15] J Huang et al. On the Humanity of Conversational AI: Evaluating the Psychological Portrayal of LLMs. In ICLR 2024.



Outlier Analysis

18

➢Model: GPT-3.5, GPT-4, Gemini-1.0, LLaMA-3.1-8B

➢Scale: The Big Five Inventory, the 44-item version (BFI-44)

➢Outlier rate: 3.1%, 5.6%, 4.2%, 4.4% (DBSCAN, eps = 0.3 and minPt = 20)

➢The deeper the color is, the denser the distribution is concentrated

➢The distribution of GPT-3.5 is more concentrated than LLaMA-3.1

J Huang et al. On the Reliability of Psychological Scales on Large Language Models. In EMNLP 2024.

GPT-3.5 GPT-4 Gemini-1.0 LLaMA-3.1



Instruction Influence

19

➢Shaded area: all possible values in the BFI

➢Different options are marked in different colors and shapes

➢Different instructions do not show obvious differences

J Huang et al. On the Reliability of Psychological Scales on Large Language Models. In EMNLP 2024.

GPT-3.5 GPT-4 Gemini-1.0 LLaMA-3.1



Language Influence

20

➢Different languages do not show obvious differences

➢For GPT-3.5, outliers are mainly in Chinese (Zh) and Arabic (Ar)

➢Showing its lower comprehension in these two languages

J Huang et al. On the Reliability of Psychological Scales on Large Language Models. In EMNLP 2024.

GPT-3.5 GPT-4 Gemini-1.0 LLaMA-3.1



Choice Influence

21

➢Different options do not show obvious differences

J Huang et al. On the Reliability of Psychological Scales on Large Language Models. In EMNLP 2024.

GPT-3.5 GPT-4

Gemini-1.0 LLaMA-3.1



Test-Retest Reliability

➢Consistency over time

➢Correlation between results from two 

different times

➢5-month observation on GPT-3.5

➢GPT-3.5-0613

➢GPT-3.5-1106

➢Conclusion: Satisfactory reliability

22J Huang et al. On the Reliability of Psychological Scales on Large Language Models. In EMNLP 2024.



Changing the Distribution
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➢Try to shift the distribution by assigning personalities or characters

1. Positive and Negative characters (historical or fictional)

➢Fix setting: Original English instruction/item; Arabic numerals with ascending order

➢Gray points are the default distribution

➢GPT-3.5’s default is closer to positive roles; Negative roles are more decentralized

J Huang et al. On the Reliability of Psychological Scales on Large Language Models. In EMNLP 2024.



Changing the Distribution (cont’d)

24

2. Maximum and Minimum of each dimension in the BFI

➢E.g., Openness Min: A person of routine and familiarity; Max: An adventurous and creative person

➢Model can recognize the characteristics, reflected in the separate clusters in the figures

J Huang et al. On the Reliability of Psychological Scales on Large Language Models. In EMNLP 2024.



Conclusion

25

➢Models like GPT-3.5 have good reliability on the BFI

➢Their responses are not random

➢Despite the diverse perturbation, models can show a centered distribution

➢The distribution can be shifted by prompting models to role-play

➢Models can easily maximize/minimize each dimension in the BFI

➢Our analysis can generalize to other scales (e.g., Dark Traid)

J Huang et al. On the Reliability of Psychological Scales on Large Language Models. In EMNLP 2024.
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Introducing PsychoBench (1/4)

27

➢ Psychometrics
➢ The field of assessing psychological attributes

J Huang et al. On the Humanity of Conversational AI: Evaluating the Psychological Portrayal of LLMs. In ICLR 2024.



Introducing PsychoBench (2/4)

28

➢ Psychometrics

➢ Personality tests
➢ Individual’s attitudes, beliefs, values

➢ Without absolute right/wrong answers

➢ Ability tests
➢ Individual’s proficiencies in specific domains
➢ With objectively correct answers

J Huang et al. On the Humanity of Conversational AI: Evaluating the Psychological Portrayal of LLMs. In ICLR 2024.



Introducing PsychoBench (3/4)

29

➢ Psychometrics
➢ Personality Tests

➢ Personality Traits (What kind of person?)

➢ Interpersonal Relationships (What’s the role 

in the interpersonal communication?)

➢ Motivational Tests (Self-motivation, self-

confidence, optimism)

➢ Ability Tests
➢ Emotional Abilities (EQ)

J Huang et al. On the Humanity of Conversational AI: Evaluating the Psychological Portrayal of LLMs. In ICLR 2024.



Introducing PsychoBench (4/4)

30

➢13 Psychological Scales

✓Widely used in clinical 

psychology

✓Good reliability and 

validity

J Huang et al. On the Humanity of Conversational AI: Evaluating the Psychological Portrayal of LLMs. In ICLR 2024.



Experiment Design

31

➢Models:

➢ text-davinci-003, gpt-3.5-turbo-0613, gpt-4-0613, llama2-7b-chat, llama2-13b-chat

➢A jailbreak method (CipherChat [16]) on gpt-4-0613

➢To compare to human norms:

[16] Y Yuan et al. GPT-4 Is Too Smart To Be Safe: Stealthy Chat with LLMs via Cipher. In ICLR 2024.



1. Distinct personality traits

2. More negative traits

3. Jailbreak’s influence

32

Highlighted Conclusions (1/4)

J Huang et al. On the Humanity of Conversational AI: Evaluating the Psychological Portrayal of LLMs. In ICLR 2024.



1. Distinct personality traits

2. More negative traits

3. Jailbreak’s influence

4. Bias towards Masculinity

5. Similar vocational preference

33

Highlighted Conclusions (2/4)

J Huang et al. On the Humanity of Conversational AI: Evaluating the Psychological Portrayal of LLMs. In ICLR 2024.



1. Distinct personality traits

2. More negative traits

3. Jailbreak’s influence

4. Bias towards Masculinity

5. Similar vocational preference

6. More self-motivation & self-confidence

34

Highlighted Conclusions (3/4)

J Huang et al. On the Humanity of Conversational AI: Evaluating the Psychological Portrayal of LLMs. In ICLR 2024.



1. Distinct personality traits

2. More negative traits

3. Jailbreak’s influence

4. Bias towards Masculinity

5. Similar vocational preference

6. More self-motivation & self-confidence

7. A higher EQ than human norms

35

Highlighted Conclusions (4/4)

J Huang et al. On the Humanity of Conversational AI: Evaluating the Psychological Portrayal of LLMs. In ICLR 2024.



➢Is the result consistent with how LLMs behave?

➢Experiment design:

➢A Hero, An Ordinary Person, Default (A Helpful Assistant), A Liar, A Psychopath

➢Downstream tasks:

➢TruthfulQA [17], SafetyQA [16]

36

Validity: Beyond Mere Questionnaires

[17] S Lin, et al. TruthfulQA: Measuring How Models Mimic Human Falsehoods. In ACL 2022.

[16] Y Yuan et al. GPT-4 Is Too Smart To Be Safe: Stealthy Chat with LLMs via Cipher. In ICLR 2024.
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EmotionBench Motivation: Observations (1/3)

38

1. People exhibit different emotions towards external stimulus

Fear Anger

Guilt Jealousy

J Huang et al. Apathetic or Empathetic? Evaluating LLMs' Emotional Alignment with Humans. In NeurIPS 2024.



EmotionBench Motivation: Observations (2/3)

39

1. People exhibit different emotions towards external stimulus

2. It is hard to communicate with someone who is emotionally apathetic

➢Exhibit no emotional expression

➢Hard to empathize with others

J Huang et al. Apathetic or Empathetic? Evaluating LLMs' Emotional Alignment with Humans. In NeurIPS 2024.



EmotionBench Motivation: Observations (3/3)

40

1. People exhibit different emotions towards external stimulus

2. It is hard to communicate with someone who is emotionally apathetic

3. We do not like someone who show a strong intensity of negative emotions

➢Easily lose patience

➢Spread anxiety

➢Motivates us to focus on negative emotions

J Huang et al. Apathetic or Empathetic? Evaluating LLMs' Emotional Alignment with Humans. In NeurIPS 2024.



EmotionBench Motivation

41

1. People exhibit different emotions towards external stimulus

2. It is hard to communicate with someone who is emotionally apathetic

3. We do not like someone who show a strong intensity of negative emotions

➢Based on the observations, we require LLMs to:

1. Accurately respond to specific situations

2. Stay calm towards negative situations

J Huang et al. Apathetic or Empathetic? Evaluating LLMs' Emotional Alignment with Humans. In NeurIPS 2024.



➢Emotion selection

➢Parrott's emotions by groups [18, 19]

➢6 basic emotions:

➢Love, Joy, Surprise

➢Anger, Sadness, Fear

➢Choose 8 sub-classes from negative

➢Frustration, Anger, Jealousy, Depression, 

Guilt, Embarrassment, Fear, Anxiety

➢Situation selection

➢Emotion appraisal theory

➢How situations evoke human emotions

➢Search “{EMOTION} situations” on

➢Google Scholar

➢Web of Science

➢Science Direct

➢Collect 428 situations from 18 papers

42

Collecting Situations to Build EmotionBench

[18] W Parrott. Emotions in social psychology: Essential readings. In Psychology Press, 2001.

[19] P Shaver et al. Emotion knowledge: further exploration of a prototype approach. In Journal of Personality and Social Psychology, 1987.



EmotionBench Testing Procedure

43

➢Measuring emotions: Positive And Negative Affect Schedule (PANAS)

➢10 items for each affect

➢Scoring 1 to 5 (min. 10 / max. 50)

➢Good reliability and validity (cited by 55k+)

➢E.g.: From 1 to 5, rate how much you are angry

➢Testing:

1. Take PANAS

2. Imagine a given situation

3. Take PANAS again

J Huang et al. Apathetic or Empathetic? Evaluating LLMs' Emotional Alignment with Humans. In NeurIPS 2024.



Conflict between Goals

44

➢Our requirement for LLMs:

1. Accurately respond to situations

➢Need some emotional expressions

2. Stay calm towards negative situations

➢Need no emotional expressions

➢Solution:

➢Align with humans’ emotional 

expressions

➢Collect 1,266 responses worldwide

Conflict!

J Huang et al. Apathetic or Empathetic? Evaluating LLMs' Emotional Alignment with Humans. In NeurIPS 2024.



Experimental Settings

➢Model selection (7)

➢Commercial: Text-Davinci-003, GPT-3.5-Turbo-0613, GPT-4-0613

➢Open-sourced: LLaMA-2-7B, LLaMA-2-13B, LLaMA-3.1-8B, Mixtral-8x22B

➢Scales to measure emotions:

45J Huang et al. Apathetic or Empathetic? Evaluating LLMs' Emotional Alignment with Humans. In NeurIPS 2024.



Key Takeaways

1. LLMs response accurately

2. LLMs show different intensities

3. Do not align with human norms

➢LLaMA & Mixtral results are in the paper

46J Huang et al. Apathetic or Empathetic? Evaluating LLMs' Emotional Alignment with Humans. In NeurIPS 2024.



A Difference between LLMs and Humans

➢ In Jealousy-3 (Material Possession):

➢ Your friend bought the same laptop with yours but at a 

significantly lower price you have paid

➢All humans show negative emotional changes

➢All LLMs show positive emotional changes

➢  Jealous  Happy

47J Huang et al. Apathetic or Empathetic? Evaluating LLMs' Emotional Alignment with Humans. In NeurIPS 2024.

Image generated by DALL-E 3 by OpenAI



More Challenging Tests

➢PANAS contains straightforward items

➢Scales with indirect items:

➢GPT-3.5 cannot comprehend the underlying evoked emotions to establish a link 

between two situations

48J Huang et al. Apathetic or Empathetic? Evaluating LLMs' Emotional Alignment with Humans. In NeurIPS 2024.



THREE

49

LLMs as a Collective



Overview

50

MAS-Resilience (ACL’25)GAMA-Bench (ICLR’25)

J Huang et al. Competing Large Language Models in Multi-Agent Gaming Environments. In ICLR 2025 (Under Review).

J Huang et al. On the Resilience of Multi-Agent Systems with Malicious Agents. In ACL 2025 (Under Review).

Paper Code Paper Code
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GAMA-Bench Motivation

52J Huang et al. How Far Are We on the Decision-Making of LLMs? Evaluating LLMs' Gaming Ability in Multi-Agent Environments. arXiv 2403.11807.

➢How is LLMs’ decision-making ability in game theoretic scenes?

1. Multiparty: theory-of-mind reasoning

2. Calculation: arithmetic reasoning

3. Understanding: environment & game rules

➢Games: ideal test bed for LLM evaluation

1. Scope: abstraction of real-world scenarios

2. Quantifiability: compute scores with math models

3. Variability: changing game parameters



Limitations in Existing Frameworks

53

1. Two-player setting

➢Prisoner’s Dilemma; Ultimatum Game;

➢Diner’s Dilemma; Pirate Game;

2. Pure strategies

➢Games without Pure Strategy Nash Equilibrium: Rock-Paper-Scissors; El Farol Bar Game

➢Mixed Strategy Nash Equilibrium (MSNE)

3. Fixed and classic setting

➢Guess 2/3 of the Average

➢Guess R of the Average

J Huang et al. How Far Are We on the Decision-Making of LLMs? Evaluating LLMs' Gaming Ability in Multi-Agent Environments. arXiv 2403.11807.



GAMA-Bench Game Types

54J Huang et al. How Far Are We on the Decision-Making of LLMs? Evaluating LLMs' Gaming Ability in Multi-Agent Environments. arXiv 2403.11807.



Highlighted Games 1/4 (Cooperative Game)

55

➢Guess 2/3 of the Average

➢Average of [0, 100] -> 50 -> Take 2/3 -> 33.33

➢-> Take 2/3 -> 22.22 -> Take 2/3 -> 14.81 -> … -> 0!

J Huang et al. How Far Are We on the Decision-Making of LLMs? Evaluating LLMs' Gaming Ability in Multi-Agent Environments. arXiv 2403.11807.

21 37

64 95

Average: 54.25 Take 2/3: 36.17

21 37

64 95

Win!



Highlighted Games 2/4 (Cooperative Game)

56

➢El Farol Bar Game

➢The most historic and iconic bar in Santa Fe, NM, USA

➢Rules

➢N players decide independently whether to go to the bar

➢Bar has its capacity:

➢ If < 60% of N are in the bar, they have More fun than staying home

➢ If >= 60% of N are in the bar, they have Less fun than staying home

➢There is no PSNE!

➢ If everyone acts the same, either All or None are in the bar; Less total utility!

➢MSNE: (60%) Go + (40%) Not Go

J Huang et al. How Far Are We on the Decision-Making of LLMs? Evaluating LLMs' Gaming Ability in Multi-Agent Environments. arXiv 2403.11807.



➢Public Goods Game

➢Dollars in the public pot multiply by R (1 < R < N)

➢Players tend to free-ride

Highlighted Games 3/4 (Betraying Game)

57

$20 $20

$20 $20

$13 $17

$20 $2

J Huang et al. How Far Are We on the Decision-Making of LLMs? Evaluating LLMs' Gaming Ability in Multi-Agent Environments. arXiv 2403.11807.

$28
$7 $3

$0 $18
x2 $56

$27 $31

$34 $16

$14 $14

$14 $14



Highlighted Games 4/4 (Sequential Game)

58

➢Pirate Game

➢1st Pirate: 0 for 2nd, 1 for 3rd, 0 for 4th, 1 for 5th … And keep the remaining

J Huang et al. How Far Are We on the Decision-Making of LLMs? Evaluating LLMs' Gaming Ability in Multi-Agent Environments. arXiv 2403.11807.

$100
$100 $0 $0

$100 $0

$99 $0 $1



GAMA-Bench Evaluation Metrics

59J Huang et al. How Far Are We on the Decision-Making of LLMs? Evaluating LLMs' Gaming Ability in Multi-Agent Environments. arXiv 2403.11807.

1. Optimal Strategy

➢For self-interest

➢For social welfare: Require priors

2. Human Choices

➢Require user studies

➢We mainly study optimal strategy 

for Self-Interest in GAMA-Bench

➢The scores are re-scaled to 0-100 

(the higher the better)



How Does GPT-3.5 Perform?

60J Huang et al. How Far Are We on the Decision-Making of LLMs? Evaluating LLMs' Gaming Ability in Multi-Agent Environments. arXiv 2403.11807.



How About the Generalizability?

61J Huang et al. How Far Are We on the Decision-Making of LLMs? Evaluating LLMs' Gaming Ability in Multi-Agent Environments. arXiv 2403.11807.

➢Vary in different games

➢GPT-3.5 has very low generalizability; Especially on extreme settings (0)



Our Leaderboard

62J Huang et al. How Far Are We on the Decision-Making of LLMs? Evaluating LLMs' Gaming Ability in Multi-Agent Environments. arXiv 2403.11807.
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Motivation

➢Resilience of a system

➢ In Human teamwork, we allow some errors made by teammates

➢How about LLM teamwork?

➢Possible factors

1. Organization structure

64J Huang et al. On the Resilience of Multi-Agent Systems with Malicious Agents. arXiv 2408.00989.

2. Downstream tasks 3. Error severity/type



Structures & Tasks

65J Huang et al. On the Resilience of Multi-Agent Systems with Malicious Agents. arXiv 2408.00989.



Normal Agent Collaboration

66J Huang et al. On the Resilience of Multi-Agent Systems with Malicious Agents. arXiv 2408.00989.

➢Questions can be given to either All agents or Specific agent

➢Systems have different division of labor (analyst, coder, tester, etc.)

➢Typically, answers are from a Single agent



Introducing Malicious Agents

67J Huang et al. On the Resilience of Multi-Agent Systems with Malicious Agents. arXiv 2408.00989.

1. Agents with any purposes

2. Keep functionalities

3. Output nuanced errors



Introducing Errors Directly

68J Huang et al. On the Resilience of Multi-Agent Systems with Malicious Agents. arXiv 2408.00989.

➢AutoTransform cannot control 

precise error rates and types

➢AutoInject intercepts messages 

and inject errors directly



Experimental Settings

69J Huang et al. On the Resilience of Multi-Agent Systems with Malicious Agents. arXiv 2408.00989.

➢Downstream tasks (4)

➢Code Generation: HumanEval (arXiv 2021, 3.3k+ citations)

➢Math Problem Solving: CIAR (EMNLP 2024)

➢Translation: CommonMT (EMNLP Findings 2020)

➢Text Evaluation: FairEval (ACL 2024)

➢Multi-Agent Systems (6)

➢Linear: MetaGPT (ICLR 2024); Self-collaboration (TSE 2024);

➢Flat: Camel (NeurIPS 2023); SPP (NAACL-HLT 2024);

➢Hierarchical: MAD (EMNLP 2024); AgentVerse (ICLR 2024);



Conclusions on Structures and Tasks

70J Huang et al. On the Resilience of Multi-Agent Systems with Malicious Agents. arXiv 2408.00989.

1. Hierarchical structure performs the best with malicious agents

2. Objective tasks are more sensitive to the errors



Introducing Errors to Improve Performance

71J Huang et al. On the Resilience of Multi-Agent Systems with Malicious Agents. arXiv 2408.00989.

1. Double Checking: more errors make existing ones more visible

2. Divergent Thinking: agents with diverse opinions can facilitate problem solving



Key Takeaways on Error Rates and Types

72J Huang et al. On the Resilience of Multi-Agent Systems with Malicious Agents. arXiv 2408.00989.

1. Increasing errors in a single message has a bottleneck

2. Semantic errors bring more performance drop than syntactic errors



Defense Methods

73J Huang et al. On the Resilience of Multi-Agent Systems with Malicious Agents. arXiv 2408.00989.

1. The Challenger: modify agents’ profile to enable them to challenge others’ results

➢AutoTransform: modify agents’ profile into malicious

2. The Inspector: inspect all messages in the system and correct the erroneous ones

➢AutoInject: intercept messages to inject errors

➢Our defense methods can recover partial performance under malicious agents
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Conclusion & Future Work
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Human-Machine 
Alignment

LLM as an 
Individual

LLMs as a 
Collective

Personality Traits

Emotions

Competition

Cooperation

Scale-Reliability [EMNLP 2024]
PsychoBench [ICLR 2024 Oral]

EmotionBench [NeurIPS 2024]

GAMA-Bench [ICLR 2025 Review]

MAS-Resilience [ACL 2025 Review]

Cognition OpenFRCT [Work In Progress]

Social Simulation AgentChat [Work In Progress]
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➢The Cognitive Processes of Vision-Language Models (VLMs)

➢The Factor-Referenced Cognitive Test (by ETS)

➢Spatial Relations; Visualization;

➢Current VLMs perform badly even with detailed instructions



Future Work: AgentChat (2/2)
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➢The Social Process among LLM agents

➢Common phenomena in human society:

➢Rumor Chain Effect

➢Spiral of Silence Theory

➢Contagion Effect

➢We build a system:

➢Concurrent multiparty

➢Low-latency

➢Flexibility
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