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Humans Background Information Role-Play LLMs

! !

Philesophical Questions: -
A1: | think it is impossible, p| Is it possible to have knowledge | quumm— e A2: idk maybe, but sounds
‘knowledge' needs ... without evidence? Please explain like guessing o me
your reasening.

Which one of the answer do you
think is written by your friend?

Acquaintances




ECHO




How Well Can LLMs Echo Us?

Evaluating Al

Ch¥%* N U $adei Blay Ability with

(Submitted to the Conference on Language Modeling (COLM))

ECHO

Under soview as a confe vonoe paper at CC MM 2024

How Well Can LLMs Echo Us?
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Abstract

sy ability of Lange Lamguage Models (LLMs) has emenged as 2
r research dizection. However, existing studios focus on the imitabon

of either well- known public figuees or fictional chagacters, averlooking the
potentaal for simulating everyday indivaduats. Such an oversgght limits
the posential for advancements in digatal buman dones and non-player
characters in video games. Addoessin ¥
the Turing Test and proguose ECHO, an evaluation |
the target individual’s aoquaintances o differenti
penerated by hun 1 those by machines, This a
by the scenano of imitating everyday individuals inss of historical
avkebrities or fictional characters, We benchmark three role-playving LEMs
with ECHO, utlizing both GPT-3.5 and GPT-4 as backbones. Additionally
we abso assess the capabdity of role-playing of GPTs, the Litest onkine
apphcation from OpenAl Our fndisgs indicate that GPT-4 moee effectively
¥ human evaluatons, with GPTs leading the pack by achieving

this gap, we draw inspiration from
mework that involves

between nesponaes

is provided

y vantagy

A

rof 45 5% The code and resudts ane made publicly available vaa *

1 Introduction

Lange Language Models (LLMs) have recently made sigmificant breakthroughs in the fiedd
of Artificial Intelligence (ALl Notably, ChatGPT? the-art commercial
models, has showcased its capabslities acrons different Natural Language Processing (NLP)
tasks, such as & ation eetneval (Zha et al, 2023), computer programaning (Suramoory
shoe, 2123), grammar checking (Wis et al
Traiowd on extersive datasets, LLMs

o0 Of the state.c
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» demonstrate applicability beyond NLP
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Gven LLAMS extensive capabilities, rese
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sinw it s a complicased task n
roke-playing ability is a relatively undenexploned anca. Previoas sty
Wang ot 2l 202%) mainly focus on instructing LLMs to impersonate celebnities or fictional
characters. These approaches nestrict the scope of assessing LLMs” role-playing capabilitees
could ¢ dal clones of humans, nos-player

chers hove exploned their resemblance to ha
2 one’s Bebavsor to falfill o

o the act of ehangng
luats LMs (Shamaban et al, 202%)
pairing various abdlities. However, the evaluation of LM«
foes (Shoo et ol 202%

mans (Huar

od as 2 crtlenon fos

spaxific rol

and overlook situativers where LL

, e sed maliciously to
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1, ordinaey individuals instes

charactens in video s and
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this gap, our study directs LLMs
figunes, a rotably sy

e individuals, spresd

of famous
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To effectively assess the capabulity of LLMs to emvulate speaific individuals, our approach
t» inspieed by the Turing test, s initially proposed by Turing W), This st gauges
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ECHO

Table 1: Success rates of role-playing LLMs in deceiving human evaluators. The human
evaluators are instructed to identify human-generated responses.

Success Rate (%) GPT-3.5-Turbo GPT-4-Turbo GPTs  Overall
RPP RoleGPT Juliet RPP RoleGPT Juliet

Creativity 40.0 53.3 31.3 26.1 37.0 37.5 47.8 39.0

Ethical Dilemmas 43.5 30.0 444 389 273 44 4 47.8 39.5

Logical 23.5 50.0 36.4 421 47.6 47.1 41.7 41.2

Philoso phica | 26.7 38.9 43.5 44.0 28.0 40.9 34.8 36.7

Problem Solving 17.4 23.3 348 462 46.7 48.0 54.6 38.7
In-depth Personals  42.1 452 40.0 35.0 83.3 41.7  56.0 49.0

Emotional 444 57.9 22.2  66.7 25.0 55.6  45.8 454
Future Prediction 38.9 59.1 37.5  60.0 50.0 50.0  50.0 49.4
Insightful 50.0 34.8 61.5 45.0 50.0 355  50.0 46.7
Interest 48.0 41.7 30.0  66.7 22.7 333 539 42.3

Overall 37.5 434 382 471 41.8 434 482 42.8
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l Philesophical Questions: -
A1: | think it is impassible, p| s it possible to have knowledge | qummm— e AZ: idk maybe, but sounds
‘knowledge' needs ... without evidence? Please explain like guessing o me

YOUF reasoning.

Which one of the answer do you
think is written by your friend?

@ v
Gemini

Strong LLMs




ECHO (Auto Evaluation)

Table 2: Success rates of ruIL-plmr ing LLMs in deceiving evaluator LLMs. The evaluator
LLMs are instructed to identify human-generated responses.

GPT-3.5-Turbo GPT-4-Turbo

Success Rate (%) - SPTs Owerall
RPP  RoleGPT Juliet RPP RoleGPT Juliet

GIPT-4 85.3 923 88.3 63.7 93.0 91.3 95.7 91.4

GPT-4-Turbo a95.0 a94.0 953 957 99,0 98.0 983 9,5

Gemini-1.0-Pro 52.7 52.7 62.7 56.3 a0.7 58.3 54.0 56.8

Ve rlmsit:-.' Bias Bi.0 78.0 &7.0 a5.0 31.0 5.0 78.0 H2.9

Table 3: Success rates of role-playing LLMs in deceiving evaluator LLMs. The evaluator
LLMs are instructed to identify non-human-generated responses.

Success Rate (%) GPT-3.5-Turbo GPT-4-Turbo GPTs  Owerall
RPP  RoleGPT Juliet RPP RoleGPT Juliet

GPT-4 25.7 247 260 257 29.0 52.3 11.7 27.9

GPT-4-Turbo 61.7 62.7 533 343 (0.0 58.0 (2.3 56.5

Gemini-1.0-Pro 51.0 49.0 423 487 54.3 50.0 48.7 41.0
Verbosity Bias 14.0 220 33.0 5.0 69,0 95.0 22.0 37.1
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Fine Tuning Method

Elon Musk Tweets

OpenAl Fine - Tuning Data Card Code (12) Discussion
o] £8Nt| 5ecagt K)\ZSUQQNUN?’/4|; & user_name = A text
Tuning Method User name
Elon Musk 99%
w—— Mr. Tweet 1% 5831

unique values

- A b TR g,

Training process in fine tuning gpt -3.5-turbo
One of the training dataset

-
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Fine Tuning result

Comment from Elon Musk

1 Al data centers with Small Modular Reactors

The concept of powe

(SMRs) is both fascinating and promising. Given the exponential growth in

Al and its energy demands, finding sustainable and efficient power sources

L

iz erucial. The tradit i fossil fuels, are

t be able to meet

not only et

MMmeT

the future er

arly SMERs, is a step in the

exploration of nuclear power, particy

direction.

Muclear en 1 its high energy density and low carbon footprint,

offers a compelling solution to the power challenges taced by Al data

srovide a more flexible

centers. SMRs, with their scalability, oo

1al nuclear reactors. Their smaller size

potentially safer option than tra

and modular nature make them table to the specific needs of data

centers, potentially revolutionizing how we power the digital infrastructure

that underpins the Al revaolution.

Iins

However, the transition to nuclear-powered A Centers is not with

dles are siggnificant concerns

challenges. Safety, cost, and regulatory hu

that need to be addressed. The nucles stry's history has shown

public perception and regulatory framew ficantly impact the

i

Lilel bRl MeEnt of

and depl

Comment from Elon Musk
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Fine Tuning result

Comment from Elon Musk

Yeah. I think that’s a very sensible approach. I mean, I'm not [inaudible] a huge
fan of nuclear energy, but I think it’s J'L_'.'ir:.f:u'll'gn_-‘ a place. I think SMRs
.fr.'r.r..'.'.."L.'l_'I-' -'I;';:'u't' a I."!I-.h':.'. .'.":'.l" .’I\. FETET( "||'I IIIrL ST Ell.l.r .rlrll‘. Tedq rI"l. H. I!"L [Ter. I flh'"'
the big reactors are just L:.skc'r:_:..'u." trouble. And so, just like I think you should do
with anything, and I try to apply that same thinking to SpaceX as well, is you
want to have redundant systems, you want to have a lot of little things as
opposed to a few big things so that if something goes wrong with one of them, it’s
not a crisis. And so I think in general the future of energy will actually be a mix
-',."m'."u'.' and wind and nuclear, and then you'll have hydro and geothermal,
maybe a few other things in there. But I think it's going to be mostly solar and
'-.'r'.'Li. and then the r:‘.',r;':'m." will be predominantly SMR. And then, if it’s done

well, it will be done in such a way that it’s not a risk to the public. Yeah

Thinking and Thought Strategy




Fine Tuning result

Comment from Elon Musk

Yeah. I think that’s a very sensible approach. I mean, I'm not [inaudible] a huge
fan q."'.'.':e-_'."hu energy, but I think it’s definitely got a place. I think SMRs
definitely have a place. I think generally the smaller the reactor, the better. I think
the big reactors are just asking for trouble. And so, just like I think you should do
vt th . "'_||r'."' .J‘I-.-.r_ .1.1'.rf F eAT e |[.'.-.".-.'H. i Y 'il. T P

W LETL ..I.l!_‘; .nl';j." ...!h..; I.|l.|| L'u:'\.-... 1 ...|!|,.|!. SUTTTE f Ll!ll.llxl.u.:'_ iy h"l.l:' LEI...I.'.... Sy Wells \I..l'_'I.I-I..I:
want to have redundant systems, you want to have a lot of little things as
opposed to a few big things so that if something goes wrong with one of them, it’s
O | nd so I think in general the future of enerey will actually be a mix
NOU 3 CrLSLS. .1.2..! LT, ININK 1n Fenerdat tie JNUire |J|l ENergyY Wil 4« PLECTEEW & e a mieLx
of solar and wind and nuclear, and then you'll have hydro and geothermal,
maybe a few other things in there. But I think it's going to be mostly solar and
'-.'r'.'m and then the nuclear will be predominantly SMR. And then, if it’s done

well, it will be done in such a way that it’s not a risk to the public. Yeah.

Words Style Representing




Fine Tuning Method

Elon Musk Tweets - 80
LoRA Fine - Tuning Data Card Code (12) Discussion (2) Sug
0 Mistral -7B model for rm— = | opie -
training and testing on
colab =

unique values

0 Using Unsloth library for: , e
- Faster training and 18 Tos cock
inference speeds » —
- Loading with 4bit
guantization 7
- Using LoRA and PEFT | : o
- Training with SFTTrainer foF ths Santrg

guy Qets 1t
One of the training dataset




Fine Tune result

Innovation,

rapidly evolving landscape of technology, artificial intelligence forefront, promising

which has achieved a valuation of more than $1 billi erves as a testament to the positive
Al-induced job displacement is not unf ut it often overlooks the broader picture. Al,
highlight the potential for misuse, such as privacy and e amplification of

the narrative surrounding AI and job displacement needs a recalibr nstead of

right
Al acceleration is going to be much han the labor f«

11 probably see a 10x increase in Al over the next few years,

11 see a lot of job displa , but I think over time,

Final Result Using LORA to Fine Tune
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Goals of the application

0 The Role Playing LLM is able to
mimic a celebrity and post their
reviews on recent news with
images

0 The content is able to reveal a

unique view from the celebrity
with his/her writing style




Posting Platform




