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Humans Background Information Role-Play LLMs

Acquaintances
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How Well Can LLMs Echo Us?
Evaluating AI Ch¾ǂÑŲǂƨƛƽro le - Play Ability with ECHO
(Submitted to the Conference on Language Modeling (COLM))



ECHO



ECHO (Auto Evaluation)

Humans Background Information Role-Play LLMs

Strong LLMs



ECHO (Auto Evaluation)
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Finalised Imitation Architecture



Finalised Imitation Architecture



Fine Tuning Method

ǒ £ƨŅŧıƽeƈąŧ KƛƨƽŲğğŅÜŅ¾ŕƽBŅŧąƽ
Tuning Method

OpenAI Fine - Tuning

One of the training dataset
Training process in fine tuning gpt - 3.5- turbo



Fine Tuning result



Fine Tuning result

Thinking and Thought Strategy



Fine Tuning result

Words Style Representing



Fine Tuning Method

ǒ Mistral - 7B model for 
training and testing on 
colab

ǒ Using Unsloth library for:
- Faster training and 

inference speeds
- Loading with 4bit 

quantization
- Using LoRA and PEFT
- Training with SFTTrainer

LoRA Fine - Tuning

One of the training dataset



Fine Tune result

Final Result Using LoRA to Fine Tune
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Goals of the application

ǒ The Role Playing LLM is able to 
mimic a celebrity and post their 
reviews on recent news with 
images

ǒ The content is able to reveal a 
unique view from the celebrity
with his/her writing style



Posting Platform


