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Project Goal
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3. Evaluate the performance on various factor, such as personality
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4. Combine text to image function using stable diffusion and
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ABSTRACT

The advent of Large Language Models (LLMs) has paved the way for complex tasks such as
role-playing. which enhances user interactions by enabling models to imitate various characters.
However. the closed-source nature of state-of-the-art LLMs and their general-purpose training limit
role-playing optimization. In this paper, we introduce RolelLM, a framework 1o benchmark, elicit,
and enhance role-playing abilities in LLMs. RolelLM comprises four stages: (1) Role Profile
Construction for 100 roles: (2) Context-Based I Generation (Context-I ) for role-
specific knowledge extraction; (3) Role Prompting using GPT (RoleGPT) for speaking style imitation:
and (4) Role-Conditioned Instruction Tuning (RoCIT) for fine-tuning open-source models along with
role customization. By Context-Instrct and Ruk(;ﬂ' we create RoleBench, the first systematic and
dataset for role-playing with 168,093 samples. Moreover,
RoCITon k.\usemh neld« RoleLLaMA umgn\m.mu RoleGLM (Chinese), significantly enhancing
role-playing abilities and even achieving comparable results with RoleGPT (using GPT-4)".

Figure 1: We introduce RoleLLM, a role-playing framework of data construction and evaluation (RoleBench), as well
. solutions for both closed-source and open-source models (RoleGPT, RoleLLaMA, RoleGLM). We also propose
ct for long-text ge extraction and rol knowledge injection
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Does GPT-4 Pass the Turing Test?

Cameron Jones and Benjamin Bergen
UC San Diego,
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Abstract

We evaluated GPT-4 in a public online Turing
Test. The best-performing GPT-4 prompt
passed in 41% of games. outperforming
baselines set by ELIZA (27%) and GPT-3.5
(14%), but falling short of chance and the
baseline set by human participants (63%).
Participants’ decisions were based mainly on
linguistic style (35%) and socio-emotional
traits (27%). supporting the idea that intel-
ligence is not sufficient to pass the Turing
Test. Participants’ demographics, including
education and familiarity with LLMs. did
ot predict delection rate, suggesting that
even those who understand systems decply
and interact with them frequently may be
susceptible to deception.  Despite known
limitations as & test of intelligence, we argue
that the Turing Test continues to be relevant as
an assessment of naturalistic communication
and deception. Al models with the ability to
masquerade as humans could have widespread
societal consequences, and we analyse the
effectiveness of different strategies and criteria
for judging humanlikeness.

ywords: Turing Test, Large Language
Models. GPT-4, interactive evaluation

Introduction

Turing (1950) devised the Imitation Game as an in-
direct way of asking the question: “Can machines
think?". In the original formulation of the game,
two witnesses—one human and one artificial—
attempt to convince an interrogator that they arce
human via a text-only interface. Turing thought
that the open-ended nature of the game—in which
interrogators could ask about anything from roman-
tic love to mathematics—constituted a broad and
ambitious test of intelligence. The Turing Test,
as it has come to be known, has since inspired a
lively debate about what (if anything) it can be said
to measure, and what kind of systems might be
capable of passing (French, 2000),

Figure 1: Chat interface for the Turing Test experiment
featuring an example conversation between a human
Interrogator (in green) and GPT-4,

Large Language Models (LLMs) such as GPT-4
(OpenAl, 2023) seem well designed for Turing's
game, They produce fluent naturals textand are
near parity with humans on a variety of language-
based tasks (Chang and Bergen, 2023; Wang etal..
2019). Indeed, there has been widespread public
speculation that GPT-4 would pass a Turing Test
23) or has implicitly done so already
). Here we address this question em-
pirically by comparing GPT-4 to humans and other
language agents in an online public Turing Test
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Overall Design
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Reasons/Advantage
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Comprehensive Simulation

letting the LLM have a full understanding of the
celebrity before replication.

Efficiency

Pre-processing can help LLM no need to
perform searching during the imitation which
will improve the speed.

2%

Overcoming Limitations of LLM

Saving the summarized result can avoid LLM
reading the lengthy input which will affect the
result.

Consistency

The summarized result can be the reference for
LLM to mimic to ensure the consistency in the
imitation.
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Data Types
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persona, we train LLM to fetch two types of information.

First - Hand Information Third - Party Information

Source Source

- Direct Communication from the

External content about the celebrity

C?'eb”Fy - - Biographies and new articles
- Speeches, interviews, writings
Representing Representing
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speech and writing patterns impact, career trajectory




Task List

6yEHEéya gcx ¢axyg§g ga lauuxi g™ ggx |
public image and work, we have designed various tasks for the agent to search
for.
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