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Have you ever thought about that 
you can talk to either one of them?

2



Congrats !!!
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Oppenhimer

Trinity

Oppenhimer
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Project Goal

1. )GCN;N? ; =?F?<LCNSlM NIH?r QLCNCHA MNSF? ;H> NBIOABN MNL;N?ASͯq

2. "OCF> ; LCAILIOM ?P;FO;NCIH MSMN?G IH ,,-lM )GCN;NCIH !<CFCNSͯq

3. Evaluate the performance on various factor, such as personality 

>;N;r GI>?F ;L=BCN?=NOL;Fr ,,- GI>?Fr ?N=qͯ

4. Combine text to image function using stable diffusion and 

J;=E;A? NB? CG;A? QCNB JIMN =IHN?HN NIA?NB?Lͯqͯ
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Value of this project
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Value of this project
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Overall Design
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Fetching 
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Efficiency

Reasons/Advantage

letting the LLM have a full understanding of the 
celebrity before replication.

Saving the summarized result can avoid LLM 
reading the lengthy input which will affect the 
result.

Pre-processing can help LLM no need to 
perform searching during the imitation which 
will improve the speed.

The summarized result can be the reference for 
LLM to mimic to ensure the consistency in the 
imitation.

Comprehensive Simulation Overcoming Limitations of LLM

Consistency
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Data Types
- |ąˉ×ÿĘĤĔ×ˉç¿ĳêÿâˉğç×ˉÍąþđĔ×ç×ÿĘêĳ×ˉ¿ÿÓˉ¿ÍÍĤĔ¿ğ×ˉĳê×Ĵˉąáˉğç×ˉÍ×ù×ÌĔêğĺ˼Ęˉ

persona, we train LLM to fetch two types of information.

Source
- Direct Communication from the 

celebrity
- Speeches, interviews, writings

First -Hand Information

Source
External content about the celebrity

- Biographies and new articles

Third -Party Information

Representing
- ,×ù×ÌĔêğê×Ę˼ˉđ×ĔĘąÿ¿ùˉ×ğçąĘ˞ˉ

speech and writing patterns

Representing

- Public persona, soceital 
impact, career trajectory
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Task List
- 6ÿĘĤĔêÿâˉğç×ˉ¿â×ÿğˉğąˉÍąùù×Íğˉğç×ˉÍąþđĔ×ç×ÿĘêĳ×ˉêÿáąĔþ¿ğêąÿˉąáˉğç×ˉÍ×ù×ÌĔêğĺ˼Ęˉ

public image and work, we have designed various tasks for the agent to search 
for.
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