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Nowadays, a wide variety of online services are emerging on the Internet, serving many aspects of our daily life including Web searching, social networking, online shopping, etc. Unlike traditional shrink-wrapped desktop software, most of these online services are designed as large-scale distributed systems operating on a 24x7 basis. The success of an online service is highly dependent on the delivered quality of service (QoS), which has direct effects on user experience and revenues of service providers. However, the ever-increasing scale and complexity of online service systems, coupled with the use of Web services, make it an enormous challenge for service providers to engineer their systems with high quality guarantees. In this thesis, we propose data-driven approaches to quality management of online service systems.

Firstly, we propose a Web service positioning framework for response time prediction of Web services. Response time, as one of the most important QoS attributes, is critical for many performance optimization tasks. But it is difficult to acquire comprehensive response time information in practice. By leveraging network coordinate systems, our Web service positioning framework achieves joint response time monitoring and prediction for Web services, which alleviates the limitation of data sparsity in existing approaches.

Secondly, we propose an online QoS prediction approach for runtime service adaptation. To meet QoS guarantees, online service
systems have to become resilient against the QoS variations of underlying Web services. Runtime service adaptation has been recognized as a key solution to achieve this goal. To make timely and accurate adaptation decisions, an effective and efficient QoS prediction approach is desired to obtain the QoS values of Web services. Inspired from the matrix factorization model used in recommender systems, we propose an adaptive matrix factorization approach to achieve online, accurate, and scalable QoS predictions.

Thirdly, we propose a privacy-preserving QoS prediction framework for Web service recommendation. To enable QoS-based Web service recommendation, existing studies make use of collaborative filtering techniques for personalized QoS prediction. However, the requirement to collect users’ historical QoS data likely puts user privacy at risk, thus making them unwilling to contribute their usage data. To cope with this issue, we propose a simple yet effective privacy-preserving framework by applying data obfuscation techniques, and further develop two representative privacy-preserving QoS prediction approaches under this framework.

Lastly, we propose a “learning to log” framework to help developers make informed logging decisions during development. Logging is a common practice used for runtime service monitoring. However, currently there is a lack of rigorous specifications for developers to guide their logging behaviours. Logging has become an important yet tough decision which mostly depends on the domain knowledge of developers. Our “learning to log” framework is able to automatically learn the common logging practices from existing code repositories and further leverage them for actionable suggestions to developers.

In summary, this thesis targets at the use of data analytics to gain actionable insights from service-generated data and further enable data-driven quality management of online service systems. Extensive experiments on real-world datasets validate the effectiveness and efficiency of our proposed approaches.
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摘要：

現如今，互聯網上湧現出各式各樣的在線服務，並服務於我們生活的方方面面，包括網頁搜索，社交網絡，在線購物等等。與傳統的桌面軟件不同，大多數的在線服務都設計成7x24小時運行的大規模分佈式系統。在線服務的成功非常依賴於所提供的服務質量，因為它對用戶體驗和服務提供商的效益有直接影響。然而，在線服務系統日益增長的規模與複雜度，伴隨著Web服務的使用，使服務提供商構建有高質量保證的在線服務系統成為一個極大的挑戰。在本論文中，我們提出以數據為驅動的在線服務系統質量管理方法。

首先，我們提出了一個用於Web服務響應時間預測的Web服務定位框架。響應時間作為一項最重要的服務質量指標，對很多性能優化任務都很關鍵。但是，實際中很難獲取全面的響應時間信息。我們的Web服務定位框架利用網絡座標系統，能夠實現對Web服務響應時間的聯合監測及預測，並且緩解了已有方法中的數據稀疏性問題。
其次，我們提出了一種應用于服務實時自適應調整的在線服務質量預測方法。為了滿足服務質量保證，在線服務系統一定要對底層 Web 服務的服務質量變化有容忍性。服務實時自適應調整被認為一種能達到這一目標的關鍵性方案。為了做出及時和準確的自適應調整決策，需要有效的服務質量預測來獲取 Web 服務的服務質量信息。受到推薦系統中使用的矩陣分解技術的啟發，我們提出了一種自適應的矩陣分解方法來實現在線、準確、及可擴展的服務質量預測。

再次，我們為 Web 服務提出了一種含隱私保護的服務質量預測方法。為了促進基於服務質量的 Web 服務推薦，已有研究使用協同過濾技術來完成個性化服務質量預測。但是，這些方法需要收集用戶的歷史服務質量數據，對用戶隱私造成威脅，所以用戶往往不願意貢獻他們的歷史數據。為了解決這一問題，我們基於數據混淆技術提出了一種簡單而有效的隱私保護框架，並根據這一框架開發了兩種具有代表性的含隱私保護的服務質量預測方法。

最後，我們提出了一個基於學習的日誌記錄框架來幫助程序員在程序開發過程中做出有效的日誌記錄決策。日誌記錄是一種用於實時服務監測的慣常做法。然而，目前缺乏嚴格的說明文檔來指導程序員如何進行日誌記錄。日誌記錄已經成為開發過程中一個重要但困難的決策，往往依賴於程序員的領域知識。我們提出的基於學習的日誌記錄框架能夠從已有的代碼庫中自動化地學習出常用的日誌記錄規則，然後利用它們來為程序員提供可行的日誌記錄建議。
綜上所述，本論文旨在利用數據分析技術來獲取可行的信息，進而達到以數據為驅動的在線服務系統的質量管理的目的。大量基於真實數據的實驗驗證了我們提出方法的有效性和高效性。
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Chapter 1

Introduction

This thesis presents our research towards data-driven quality management of online service systems, which is currently an important field of study and practice in software development and maintenance. We provide a brief overview of the research problems under study in Section 1.1, and highlight the main contributions of this thesis in Section 1.2. Section 1.3 outlines the thesis structure.

1.1 Overview

Nowadays, online services play an indispensable role in our daily life, by providing a wide variety of services including Web searching, social networking, online chatting, online shopping, etc. Unlike traditional shrink-wrapped desktop software, most of these online services are designed as large-scale distributed systems operating on a 24x7 basis to serve millions of users globally. The success of an online service is highly dependent on the delivered quality of service (QoS), including availability, reliability, responsiveness, etc. QoS has direct effects on user experience and revenues of service providers. Any service outage or degradation of service quality can lead to user dissatisfaction and cause significant revenue loss. For example, it is reported that in August 2013, Amazon.com probably lost $4.8 million after going down for 40 minutes [5], while Google’s
5-minute outage caused about $545K revenue loss and 40% drop in global website traffic [11]. The high cost of such service incidents reveals the critical importance of quality management of online service systems.

With the ever-increasing demand to enable more functionality, online service systems are becoming more and more large-scale in size and complex in structure. To allow for flexible development and maintenance, large-scale online service systems are commonly built on service-oriented architecture, where invocations of underlying component services are applied to fulfill complex application logic. Even more, some services may be developed by third parties and be provisioned as black-box Web services, which have no access to source code. As a typical example of online services, Figure 1.1, provided by Google [4], illustrates the prototype structure of Google search. As shown in the figure, the Google search service actually comprises a wide variety of component services. Infrastructure services such as storage, scheduling, and naming are managed to support the delivery of various application services including images, maps, news, Web, videos, blogs, and books. A super root...
service further coordinates these component services and provides the final aggregated search results to users. Moreover, a spelling correction service is employed to enhance query inputs of users, while an ad system is engaged to present relevant ads to users. The whole online service system involves the composition of all these component services.

On the other hand, cloud computing has gained much popularity for provisioning a pool of computational resources on demand to deliver various large-scale online services over the Internet. Many cloud providers like Amazon, Google and Microsoft have built large data centers in geographically distributed locations. For example, Amazon EC2\(^1\) currently provisions cloud services over nine geographically dispersed regions, where users have options to deploy their applications in different data centers from Virginia, Oregon, California, Ireland, Singapore, Tokyo, Sydney, São Paulo and GovCloud. With the prevalence and benefit of cloud computing, more and more online services (e.g., Twitter, Netflix) are migrated to cloud computing platforms to achieve reliability and better performance. To better serve millions of users globally, component services of a large-scale online service system have to be deployed across multiple geographically distributed data centers (e.g., [24, 148, 176]), so that resources are located closer to end-users. The ever-increasing scale and complexity of online service systems, coupled with the geographical-distribution of different component services, make it a notoriously challenging task for service providers to engineer their systems with high quality guarantees.

With all these new challenges, traditional engineering techniques, such as software testing and modelling in the lab, would not suffice to deal with service problems in production settings. In many cases, it is extremely difficult or even impossible to simulate production environment in the lab. Therefore, even with heavy lab testing, dynamic production environment may still lead to service failure or

\(^1\)http://aws.amazon.com/ec2
degradation of service quality. Besides, it is also hard to predict the effects of potential performance optimizations (e.g., dynamic service deployment) based on lab modelling, without enough performance data acquired in the field.

In this context, data-driven service quality management has recently emerged as a promising solution to deal with practical service quality problems. Online service systems, with the continuous operation, are generating a variety of service data. As illustrated in Figure 1.2, some typical examples of service-generated data include service logs, quality of service (QoS) information of Web services, service dependency graphs [169]. These data contain a wealth of valuable information that can aid in service quality management. For instance, service logs are usually used as a principal tool of runtime service monitoring to perform anomaly detection and failure diagnosis tasks. QoS information, on the other hand, is critical to many performance optimization tasks, such as latency-aware service deployment, QoS-aware fault tolerance of Web services, QoS-driven runtime service adaptation, and so on. Moreover, service relation-
ships, which can be denoted as service dependency graphs, also play an important role in many tasks such as dynamic service deployment and fault localization. As a result, the objective of this thesis is to establish a data-driven engineering framework, under which data-driven approaches are leveraged to gain actionable information and uncover powerful insights for service quality management of online service systems. The research of this thesis comprises four parts. In the first three parts, we focus on the study of QoS prediction of Web services. In particular, in the first part, we present response time prediction with a case study on latency-aware service deployment. In the second part, we propose online QoS prediction for runtime service adaptation. In the third part, privacy-preserving QoS prediction is investigated in the scenario of QoS-aware Web service recommendation. Finally, we propose a learning to log framework for runtime service monitoring in the fourth part.

1.2 Thesis Contributions

In this thesis, we make contribution to data-driven quality management of online service systems in the following ways:

1. **Response time prediction of Web services**

   Response time is one of the most important QoS attributes, which is critical for many performance optimization tasks. In practice, it is difficult to acquire comprehensive response time information from users due to the large overhead for active measurement. Recent work proposes the use of collaborative filtering for QoS (and response time) prediction. But these methods suffer from the data sparsity of available historical QoS data, which greatly degrades the prediction accuracy. To address this problem, we propose a Web service positioning (WSP) framework [174] for response time prediction, by combining both advantages of collaborative filtering and
network coordinate systems. To evaluate our approach, we collect a response time dataset from real-world Web services, which involves 359,400 response time records between 200 users and 1,597 Web services. The experimental results show that our WSP framework alleviates the data sparsity problem and significantly enhances the prediction accuracy. Besides, this reusable research dataset is publicly released to allow for reproducing our experiments and to promote future research.

2. **Online QoS prediction of Web services**

To meet QoS guarantees, online service systems have to become resilient against the QoS variations of underlying Web services. Runtime service adaptation has been recognized as a key solution to achieve this goal. To make timely and accurate adaptation decisions, effective QoS prediction is desired to obtain the QoS values of Web services. To achieve this goal, we propose an online, accurate, and scalable QoS prediction approach [172]. The main contributions are three-fold: (1) This is the first work to address the problem of QoS prediction to guide candidate service selection for runtime service adaptation; (2) A novel QoS prediction approach, adaptive matrix factorization (AMF), is proposed by employing techniques of data transformation, online learning, and adaptive weights; (3) Comprehensive experiments are conducted based on a real-world large-scale QoS dataset of Web services to evaluate our proposed approach in terms of accuracy, efficiency, and scalability. Moreover, for ease of reproducing our results, we publicly release our source code and dataset of our study.

3. **Privacy-preserving QoS prediction of Web services**

To facilitate QoS-based Web service recommendation, existing studies employ collaborative filtering techniques for personalized QoS prediction. These approaches leverage partially observed QoS values from users to make predictions on the
unobserved QoS values. However, the requirement to collect users’ QoS data likely puts user privacy at risk, thus making them unwilling to contribute their historical usage data. To address the privacy issue in developing practical Web service recommender systems, we propose a simple yet effective privacy-preserving framework for QoS prediction of Web services [173]. Specifically, we make the following key contributions: (1) This is the first work to cope with the privacy issue for QoS-based Web service recommendation; (2) We propose a privacy-preserving collaborative filtering framework, and further develop two representative privacy-preserving QoS prediction approaches, P-UIPCC and P-PMF, under this framework; (3) We conduct experiments on a real-world large-scale QoS dataset of Web services to evaluate the effectiveness of our proposed approaches. Moreover, we have publicly released both of our source code and dataset for future study.

4. Learning to log for runtime service monitoring

Logging is a common programming practice of practical importance to collect system runtime information for postmortem analysis. However, in current practice, there is a lack of rigorous specifications for developers to guide their logging behaviours. Logging has become an important yet tough decision which mostly depends on the domain knowledge of developers. To reduce the effort on making logging decisions, we propose a “learning to log” framework [171], which aims to provide informative guidance on logging during development. As a proof of concept, we provide the design and implementation of a logging suggestion tool, LogAdvisor, which automatically learns the common logging practices on where to log from existing logging instances and further leverages them for actionable suggestions to developers. We evaluate LogAdvisor on two industrial software systems from Microsoft.
and two open-source software systems from Github (totally 19.1M LOC and 100.6K logging statements). The encouraging experimental results, as well as a user study, demonstrate the feasibility and effectiveness of our logging suggestion tool.

1.3 Thesis Organization

The remainder of this thesis is organized as follows:

- **Chapter 2**
  In this chapter, we review some background knowledge and related work on data-driven quality management of online service systems. First, we briefly introduce online service systems, with focuses on the characteristics of service-oriented architecture, the use of Web service, and the importance of quality of service. We then review some related studies on data-driven service quality management, which is the main objective of this thesis. Finally, we provide some fundamental background on the techniques of data analytics that we have used in our work.

- **Chapter 3**
  In this chapter, we present a Web service positioning framework for response time prediction of Web services. The framework is based on the use of network coordinate systems, and also incorporates the historical data that is originally used by existing collaborative filtering based approaches. More specifically, we first introduce the response time prediction problem in Section 3.1, and then provide an overview of Web service positioning framework in Section 3.2. The detailed response time prediction approach based on WSP framework is further described in Section 3.3, which comprises four steps: (1) landmark coordinate computation, (2) Web service coordinate computation, (3) service user coordinate computation,
and (4) response time prediction. Section 3.4 presents the data collection from real-world Web services, and provides the evaluation results of WSP approach compared to existing approaches. Furthermore, a case study of latency-aware service deployment is conducted in Section 3.5, which demonstrates the practical use of response time prediction. Finally, Section 3.6 summarizes this chapter.

• Chapter 4

In this chapter, we present online QoS prediction of Web services, which is crucial for accurate and timely decision making in runtime service adaptation. More specifically, we first introduce the problem and motivation of online QoS prediction in Section 4.1, and then provide the framework of QoS-driven service adaptation in Section 4.2. The detailed online QoS prediction algorithm is further described in Section 4.3, which extends conventional matrix factorization into an online, accurate, and scalable model, namely adaptive matrix factorization (AMF). In Section 4.4, we conduct evaluation of AMF based on a real-world large-scale QoS dataset of Web services, with detailed results provided in terms of accuracy, efficiency, and scalability. In addition, we perform a case study on dynamic request routing in Section 4.5 to demonstrate the practical use of online QoS prediction for runtime service adaptation. Finally, Section 4.6 summarizes this chapter.

• Chapter 5

In this chapter, we present a simple yet effective privacy-preserving Web service recommendation framework and further develop two representative privacy-preserving QoS prediction approaches under this framework. In particular, we introduce the privacy issue in QoS-based Web service recommendation in Section 5.1, and present the proposed privacy-preserving Web service recommendation framework in Section
5.2. By use of data obfuscation techniques, in Section 5.3 we describe two representative privacy-preserving QoS prediction approaches, namely P-UlPCC and P-PMF. Section 5.4 provides the evaluation of P-UlPCC and P-PMF with comparison to UlPCC and PMF, two counterpart QoS prediction approaches. Finally, Section 5.5 summarizes this chapter.

- **Chapter 6**

This chapter presents our work of learning to log for runtime service monitoring. Learning to log is a data-driven framework that we propose, with the aim to provide informative suggestions to developers by automatically learning common logging practices from existing logging instances. More specifically, in Section 6.1, we provide some key observations that motivate our work. We further present our learning to log framework with implementation details of our logging suggestion tool LogAdvisor in Section 6.2. Section 6.3 provides the comprehensive evaluation of LogAdvisor conducted on two industrial online service systems from Microsoft and two open-source software systems from Github. We also provide a user study with developers to validate the effectiveness of LogAdvisor in Section 6.4. We discuss the limitations in Section 6.5 and conclude this chapter in Section 6.6.

- **Chapter 7**

The last chapter summarizes this thesis and provides some future directions that deserve for further exploration.

To make each chapter self-contained, we may briefly reiterate the critical contents, such as model definitions and motivations, in some chapters.

☐ **End of chapter.**
Chapter 2

Background Review

This chapter briefly reviews some background knowledge and related work of our research, including online service systems in Section 2.1, data-driven service quality management in Section 2.2, and data analytics in Section 2.3.

2.1 Online Service Systems

Online services are typically used to describe the provision of online access by users to software services and data over the Internet. Nowadays, online services play an indispensable role in our daily life, by providing a wide variety of services including Web searching, social networking, online chatting, online shopping, email, online entertainment, e-banking, e-health, just to name a few [147]. Unlike traditional shrink-wrapped desktop software, most of these online services are designed as large-scale distributed systems operating on a 24x7 basis to serve millions of users globally. Quality of service (QoS) is of vital importance to the successful delivery of online services. A high-quality online service can offer pleasant user experience to service customers, and thus contributes to revenue generation by keeping old customers as well as attracting new ones. In contrary, any service outage or degradation of service quality can lead to user dissatisfaction and cause significant revenue
loss. Furthermore, building high-quality online service systems can save the cost of service maintenance. As a result, there is a high demand for effective quality management of online service systems. However, as the user demand to enable more software features and functions is ever increasing, modern online service systems are becoming very complex in structure, large-scale in size, and highly dynamic during operation, which make them more vulnerable to service incidents (e.g., service outage and QoS degradation) compared to traditional software systems. On one hand, large-scale online service systems are commonly built on service-oriented architecture, where some components may rely on invocations of underlying Web services to fulfill complex application logic. Some of them may be developed and maintained by third-parties, often without any source code, and invoked over unpredictable Internet connections. On the other hand, cloud computing has gained increasing prevalence in recent years for hosting and delivering various online services over the Internet. As an online service system scales up, it is desired to provision the online service not only from single data centers but also spanning across multiple geographically distributed data centers, so as to extend functions and services with global expansion [148]. The use of Web services, coupled with the geographical-distribution of different service components, makes it a significant challenge for service providers to engineer their systems with high quality guarantees, which thus motivates our research in this thesis.

2.1.1 Service-Oriented Architecture

Service-oriented architecture (SOA) is an increasingly popular architectural style for software system development [18], in which component services are coordinated in a loosely-coupled way to fulfill complex application logic. Typically, a service-oriented system is built on SOA with a number of component services and a workflow. Individual component services are composed together to
form a higher-level functionality, where the interaction relationship between these component services are defined by the workflow. The workflow can be specified in BPEL (Business Process Execution Language) and runs on a BPEL engine, like Apache ODE\(^1\).

Figure 2.1 provides a concrete example of a service-oriented system, which shows a prototype application for online shopping. It comprises a simplified workflow with five abstract tasks. A workflow may consist of sequential, branch, parallel, and loop compositional structures [143]. For simplicity, we only consider sequential and parallel structures in this example. In detail, a customer begins with item search and browsing (\(s_1\)). Then the user can make an order (\(s_2\)) and the request is sent to the corresponding supplier to check the availability of the item. The supplier reserves the item for the customer and waits for further confirmation. Next the customer confirms the order (\(s_3\)), and confirms the shipment method (\(s_4\)). Once the order is confirmed, a payment transaction via online payment service (e.g., paypal) will be launched (\(s_5\)). After the payment, the item purchase is completed.

Service-oriented architecture promotes flexibility and resilience to changes, as service invocations can be accomplished without considering how the underlying services have been implemented. Changes to the implementation details by the service provider will not affect the service user, while the service interface remains stable. In addition, the use of SOA makes it feasible to build new business

\(^1\)http://ode.apache.org
functionality based on existing services not from scratch, which thus enables features of high re-usability, fast development, and reduced cost. Due to these attractive features provided by SOA, many online service systems are currently designed in the SOA style. For example, Amazon’s e-commerce platform is built on SOA by composing hundreds of component services hosted world-wide to deliver functionalities ranging from item recommendation to order fulfillment to fraud detection [51]. In particular, we target at online service systems built on SOA in this thesis.

2.1.2 Web Service

Web service is an essential building block of service-oriented architecture. It is typically designed as a black-box software component, providing a well-defined functionality to users over the Internet via some standard interfaces (e.g., XML-RPC, SOAP, REST) [19]. Recent advances in cloud computing as well as dramatic increase in user demand promote the abundance of available Web services. Typical examples range from simple operations like retrieving currency exchange rates, to various Web APIs such as Google Map API and Dropbox API, to complex processes running customer relationship management (CRM) systems. The use of such Web services, integrated with SOA, significantly eases the development and maintenance of online service systems.

According to the report from seekda.com² in 2012, there are totally 7,739 service providers and over 28,600 public Web services on the Internet. With the widespread of Web services, more and more providers begin to offer Web services even with equivalent or similar functionalities. For example, both providers, CDYNE.COM and WebserviceX.NET, offer equivalent Web services for querying global weather information [172]. In this context, quality of service has become an important factor in distinguishing those functionally-

²http://seekda.com
equivalent Web services. There is an urgent need for QoS assessment of Web services.

2.1.3 Quality of Service

To build high-quality online applications, it is a critical task for application designers to select appropriate services that fulfill both functional requirements and non-functional requirements. While functional requirements specify what a service does, non-functional requirements are concerned with quality-of-service (QoS) attributes. The importance of QoS can be also well identified by its various usages in the literature, such as QoS-based service discovery [151], QoS-based service selection [143, 25], QoS-based service adaptation [40, 67], and so on. To be specific, we identify the most representative QoS attributes as follows:

1. **Availability**: This attribute measures the percentage of time that a Web service is normally operating during a certain time interval.

2. **Reliability**: This attribute measures the percentage of successful service invocations out of all the service invocations requested [158].

3. **Response time**: This attribute measures the time duration between a user sending out a service request and receiving a response.

4. **Failure probability**: This attribute measures the percentage of failed service invocations out of all the service invocations requested, which equals to $1 - \text{reliability}$.

5. **Throughput**: This attribute measures the data transmission rate (e.g., kbps) of a service invocation.

6. **Price**: This attribute measures the cost that a user needs to pay for a service invocation.
7. **Popularity**: This attribute measures how often a service is requested by users. For example, we can measure popularity by the number of invocations of a service during a certain time interval.

8. **Reputation**: This attribute measures the certainty that a service behaves as expected from the service description. The reputation of Web service is concerned with many aspects such as user ranking, compliance, and verity.

In general, the set of QoS attributes can be divided into two types: positive QoS attributes (*e.g.*, availability, throughput) and negative QoS attributes (*e.g.*, response time) [25]. Values of positive attributes need to be maximized, whereas values of negative attributes should be minimized.

Ideally, the QoS values of services can be directly specified in the service-level agreements (SLAs) by service providers. However, except attributes like price, most of the QoS values are time-varying, which at a large extent depends on the network conditions and server status. Consequently, many QoS attributes should be evaluated at runtime. In particular, evaluating real-time QoS values is notoriously difficult due to the following characteristics.

- **Time-varying**: QoS attributes like response time and throughput are time-varying. For instance, due to the impact of varying server workload and dynamic network conditions, QoS delivered to users may vary widely during different time periods. Figure 2.2(a) depicts a real-world example of the response times of a user at Pittsburgh (IP: 12.108.127.138) invoking a Web service located at Iran (http://profiles.roshd.ir/security.asmx?WSDL) over 64 consecutive time slices (at 15-minute interval), where the data is extracted from a real-world QoS dataset collected in [152]. The curve confirms that the user-perceived response time fluctuates around an
average QoS value along the time. Therefore, some QoS attributes should be evaluated at runtime.

- **User-specific**: The online service systems built on SOA are typically loosely coupled, where users and services are distributed at different locations. For instance, the shopping cart services provided by Amazon.com [51] may be hosted at different data centers located worldwide. With the increase of geographic distribution of services, the impact of the network on user-perceived QoS becomes non-negligible. Thus, users from different locations may observe different QoS values even on the same service. Figure 2.2(b) confirms such observation by a real-world example, which presents the response times (sorted in ascending order) perceived by 100 randomly-selected users that invoke the same service. The large variation of the curve implies that QoS attributes like response time are user-specific and should be evaluated independently from each user side.

- **Measurement overhead**: As mentioned before, real-time QoS can only be observed at runtime. However, it is infeasible for
each user to actively measure the real-time QoS values of all the candidate services by periodical invocations, since it will incur prohibitively large overhead. First, some Web service invocations may be charged which heavily increase the cost of service users. Second, it is time-consuming and resource-consuming to invoke all the services periodically, as there may exist a huge number of candidate services.

Due to the unique characteristics of QoS attributes, it becomes a critical challenge to obtain real-time QoS data without causing much overhead. In this context, QoS prediction has been emerged as a key solution to estimate the unknown QoS values by employing the historical usage data, while requiring no additional service invocations.

2.2 Data-Driven Service Quality Management

In recent years, there is a new trend towards data-driven software system management. Various data are generated throughout the software lifecycle, including source code, revision histories, bug reports, runtime logs, and so forth. These data contain a wealth of information that can aid software system management tasks. The goal to explore the potential of such rich data motivates a large body of research topics related to mining software engineering data[133, 134], software intelligence [63], and software analytics [145, 146]. Typical examples include defect prediction [77], method specifications mining [99], bug localization [170], system failure diagnosis [47], log analysis [58, 98], and so on. All these studies leverage techniques of data analytics (e.g., data mining and machine learning) to gain actionable information and uncover powerful insights for better software development and maintenance. Following this line of research, our work in this thesis focuses mainly on data-driven quality management of online service systems, with a set of unique research problems.
2.2.1 QoS Management of Web Services

Currently, Web services have widespread use in building loosely-coupled distributed systems, especially for large-scale online service systems. Web services aim for black-box service delivery to users, thus must be designed for both availability and stability. Quality of service (QoS), as a widely-used criterion to evaluate the non-functional aspects of Web services, has become a key to the success of service provision. Any QoS degradation may harm the reputation of a Web service, and further cause revenue loss of the service provider. With the prevalence of Web services, QoS management has become a task of vital importance for Web services. In the following, we will introduce some specific issues towards this goal.

QoS Evaluation and Prediction

QoS evaluation aims to measure the service quality delivered to users. With comprehensive QoS evaluations on Web services, service users are able to obtain accurate information on the non-functional characteristics of all the Web service candidates, based on which they can examine whether a service meets their requirements or make good selection among the services with identical or similar functionalities. As described in Section 2.1.3, to acquire the QoS information needed, it is necessary to perform QoS evaluation at runtime from user side. To achieve so, the most straightforward way is to directly measure the QoS value of each Web service. However, it is usually infeasible in practice due to the following reasons: 1) Active measurements of Web services can bring large overhead to users, especially when there are a large number of candidate Web services. 2) Most of service invocations may not be free, which further increases the cost of service users. 3) Intensive service invocations for measurement will also consume additional resources of service providers. As a result, effective and efficient QoS prediction approaches are highly desired to estimate the QoS.
values of Web services without the need of any real-world service invocations.

Inspired from the rating prediction problem encountered in recommender systems (e.g., movie recommendation in Netflix), recent studies [161, 150, 45] suggest the use of collaborative filtering for QoS prediction. By collaborative filtering [123], the observed user ratings are leveraged to learn user preferences on the unrated movies or items and further make predictions on the unknown ratings. As with the user-movie rating matrix collected in a movie recommender system, users invoking services can produce a user-service QoS matrix with respect to each QoS attribute. We denote a QoS matrix by $R$, whose entry $R_{ij}$ represents the observed QoS value (e.g., response time) of user $u_i$ invoking service $s_j$. Figure 2.3(b) illustrates a QoS matrix with four users ($u_1, ..., u_4$) and five services ($s_1, ..., s_5$), produced by the user-service invocation graph in Figure 2.3(a). In practice, the QoS matrix is very sparse (i.e., most of the entries are unknown), since each user usually invokes only a few services. As shown in Figure 2.3(b), the grey entries are observed QoS values (e.g., $R_{11} = 1.4$) and the blank entries are unknown QoS values (e.g., $R_{12} = ?$). As a result, the QoS prediction problem can be modelled as a collaborative filtering problem. The intuition is that similar users may observe similar QoS values on the same service because of their shared network, service resources, etc. Figure 2.3(c) shows the predicted QoS matrix from the observed QoS matrix in Figure 2.3(b), where the unknown values are approximately
reconstructed.

In recent literature, many efforts have been invested to achieve the goal of QoS prediction. According to the techniques and data used for QoS prediction, we broadly classify existing studies into the following categories:

- **Neighbourhood-based QoS prediction**: This type of collaborative filtering approaches use the observed QoS data to compute the similarity values between users or services, and further leverage them for QoS prediction. Typical examples include user-based approaches (e.g., UPCC [115]) that leverage the QoS information of similar users for prediction, item-based approaches (e.g., IPCC [111]) that employ the QoS information of similar items (i.e., services) for prediction, and their hybrids (e.g., UIPCC [161, 162]) that combine user-based and item-based approaches together for accuracy improvement. These approaches are easy to implement, but they fail to deal with the data sparsity problem, which limits their performance in practice.

- **Model-based QoS prediction**: Model-based collaborative filtering approaches provide a predefined model to fit the observed QoS data, and then the trained model can be used to predict the unknown QoS values. Matrix factorization (e.g., PMF [109]) is one of the most popular model-based CF approaches, which was first introduced to address the QoS prediction problem in [79]. Matrix factorization model handles the sparsity problem well and usually achieves better performance than neighbourhood-based approaches. More recently, some studies such as CloudPred [152], NIMF [164], and LNLFM [138] integrate neighbourhood-based and model-based CF approaches to further improve prediction accuracy.

- **Ranking-based QoS prediction**: Both neighbourhood-based and model-based QoS prediction approaches target at estimat-
ing every QoS value in a user-service QoS matrix as accurately as possible. However, accurate QoS value predictions do not necessarily result in accurate QoS ranking of Web services. Therefore, some recent studies [166, 165] propose to address the QoS ranking prediction problem instead of direct QoS value prediction. The ranking prediction results enable users to make natural selection of top-ranking services.

- **Context-aware QoS prediction**: Most of previous studies only make use of historical QoS data for QoS predictions. However, the historical QoS is usually sparse in practice, because each user only invokes a few out of all the available Web services at each time. The data sparsity problem limits the performance of existing approaches. More recent studies have attempted to alleviate the data sparsity problem by employing additional contextual information, such as location information [45], time information [137, 172], and reputation information [105]. It has been shown that context-aware QoS prediction approaches usually provide better prediction accuracy than previous approaches.

The QoS information obtained by QoS prediction approaches can be employed in a set of tasks for QoS management of Web services, such as Web service selection [28, 25, 72, 143], Web service recommendation [43, 44, 45, 162], fault tolerance of Web services [159, 168, 160], runtime service adaptation [40, 39, 172], and so on.

**QoS-based Web Service Selection and Recommendation**

QoS-based Web service selection and recommendation has recently attracted much attention from the service computing community, for providing a promising way to help users select high-quality services out of all the candidate services according to the user-perceived QoS values.
Specifically, Web service selection aims to optimize the overall QoS of a given composite service by selecting proper component services from a set of candidate Web services with different QoS values. Because QoS is a multi-dimensional vector with different QoS attributes, including availability, response time, and etc. Optimize one QoS attribute may lead to degradation of another. Zeng et al. [143] propose a QoS-aware middleware for Web service selection, in which integer programming is applied to deriving the optimal solution. Alrifai et al., further improve the efficiency of QoS-based Web service selection by either combining global optimization with local selection [25], or applying skyline operators for fast computation [26]. More recent work [64] proposes the use of iterative multi-attribute combinatorial auction, which achieves the current state-of-the-art results in QoS-based Web service selection.

On the other hand, Web service recommendation [82] aims to leverage recommendation techniques to help users find the appropriate service that they need timely. A typical example is the application of collaborative filtering for QoS prediction, which thus facilitates QoS-based Web service recommendation [162]. More recent studies further consider location-aware Web service recommendation [45], time-aware Web service recommendation [127, 150], domain-aware Web service recommendation [132], topic-aware Web service recommendation [78].

To enable effective QoS-based selection and recommendation, a major challenge lies in the difficulty in achieving accurate QoS predictions, which is the goal of our partial research in this thesis.

QoS-aware Fault Tolerance of Web Services

With the ever-increasing complexity and scale of online services, it is almost impossible to build fault-free online service systems. Fault tolerance is one of the major techniques used to build reliable software systems [81]. With the prevalence of Web services, it is common that a number of Web services with identical or similar
functionalities are provisioned by different service providers. Many studies (e.g., [159, 168, 160]) have suggested the use of these alternative Web services for fault tolerance.

In the literature, a number of fault tolerance strategies have been proposed. Typical examples include retry, recovery block, N-version programming, and so on [156]. Traditionally, software fault tolerance strategy is determined at design time. Each fault tolerance strategy may have a different effect on the overall service quality. However, because of the highly dynamic operational environment of online service systems, there is no single fault tolerance strategy that can handle all situations [156]. In recent work, adaptive fault tolerance strategies for Web services have been investigated [159], with the aim to make optimal strategy determination based on QoS information of alternative services and QoS requirements from users.

2.2.2 Dynamic Service Deployment

Recently, much attention has been paid on the service deployment problem in the cloud. Some studies [128, 55, 54, 130] consider the service deployment problem in a single cloud, where services are dynamically replicated and mapped into different servers with various resources to optimize a set of proposed metrics, such as performance, resource utilization and operational cost.

The service deployment model shares some similar properties with the popular facility location problem (a.k.a. the k-center problem), which concerns optimal placement of facilities to minimize transportation costs. An extensive review of this problem can be found in [86]. Some classical algorithms (e.g., k-median model) are also introduced to solve the replica placement problem [104]. Although traditional replica placement algorithms (e.g., [104, 125]) have been extensively investigated in recent literature, these approaches primarily focus on the scenario of content replicas place-
ment in content delivery networks with static topology and thus fail to take the dynamics into consideration in current cloud systems.

With the growing of data center infrastructures, more research work has been conducted to address the challenge of deploying services across geo-distributed clouds. However, in most of the work (e.g., [148, 70, 121, 24, 41]), individual services are independently deployed to optimize the corresponding performance and operational cost. Service dependencies, which is necessary for online service systems, are not taken into consideration. Zhang et al. [148] propose a dynamic service placement strategy to adapt to the fluctuating service demand of different graphical regions so as to minimize the operational cost while assuring the key performance requirements. The work [142] identifies the composite service placement problem with service dependencies in the cloud and solve the model by evolutionary algorithms. However, it focuses on the resource optimization from the perspective of cloud providers, and does not characterize the service deployment across geo-distributed data centers. Moreover, each service component is only deployed as one service instance, which is not the case in reality. In [69], the service co-deployment problem is addressed by modeling it as an integer programming formulation. However, the integer programming model fails to scale to large-scale service-oriented applications deployment problem across multiple data centers, since its complexity grows exponentially with the number of services and candidate data centers.

2.2.3 Runtime Service Adaptation

Self-adaptation is a key solution for cloud applications to cope with the changing operational environments [39]. In contrast to the well-studied traditional adaptive software systems [110], the dynamic cloud environment imposes a number of new challenges to the adaptation of cloud applications. In service-based cloud applications, the
application logic is typically expressed as a workflow with a set of abstract tasks, as shown in the leftmost panel in Figure 2.4. These abstract tasks (e.g., A, B, C) are then implemented by invocations to the underlying component services (e.g., A2, B1, C2) provided in the cloud. It is expected that the proliferation of cloud computing will bring substantial deployment of services into the cloud, so that for each abstract task there are a set of functionally-equivalent candidate services. Conventional service composition approaches (e.g., [143]) focus on how to make optimal service selection from those candidate services at design time. However, due to the dynamic nature of cloud environment, original services may become unavailable, new services may emerge, and the QoS values of services may change from time to time, thus leading to violations of SLA (service-level agreement). In such a setting, QoS-driven service adaptation is desired. Figure 2.4 presents such an illustrative example, where services B1, C2 are replaced with services B2, C1 respectively in an adaptation action, in the cases that the invocation to B1 fails and the QoS of C2 degrades.

To achieve this goal, a large body of research work has been conducted in recent literature. For example, the work [90] and [31] extend BPEL (Business Process Execution Language) engines with an interception and adaptation layer to enable monitoring and recovery of services. The work [36] employs autonomic configuration
of performance parameter settings to achieve self-adaptation for online Web applications. Some other work, such as [92] and [39], provides feasible adaptation mechanisms (e.g., replacing the component services, or re-structuring the workflows) to support QoS-driven service adaptation. While most of these studies focus on adaptation mechanism design, our work targets at another key challenge, namely online QoS prediction [87], which is also fundamental for service adaptation.

Accurate QoS prediction is fundamental for QoS-driven service adaptation. The predicted QoS values directly impact the service adaptation decisions. For example, inaccurate predictions may cause improper adaptations and thus lead to SLA violations. For this purpose, online monitoring and prediction approaches, as presented in [129, 27], have been proposed to detect service failures and QoS deviations of the working services, but QoS prediction on candidate services is still not well explored. The approach introduced in [67] proposes to collect QoS values by sampling and invoking the candidate services, which is heavily limited by the incurred overhead. Thus, our work is motivated to address the QoS prediction problem for candidate services.

2.2.4 Service Logs Management

Logs are immensely useful in failure diagnosis. When software systems fail in the field, in many cases, developers can only rely on the logged messages to pinpoint the root causes, because it is notoriously challenging to reproduce production failures in the lab. Sometimes, it is also infeasible to get access to the failure-triggering input data due to privacy concerns [140]. Online service systems are typically deployed in large-scale data centers, logs are used as a principal tool for troubleshooting the failures because in production settings. Thus, it has become an industry common practice for service providers (e.g., Microsoft, Google, IBM, etc.) to actively
collect their logs for postmortem analysis [140].

**Log Management**

With the systems scaling up, the volume of logs is rapidly growing, for example, at a rate of about 50 gigabytes (around 120~200 million lines) per hour [88]. Therefore, log management on such huge volume of log data becomes a challenging problem. The difficulty may be further exacerbated by the situation that logs are distributed in different machines or even different data centers. There is a high demand for powerful log management infrastructures to assist log analysts in searching, filtering, analyzing, and visualizing a mountain of logs. Towards this end, some promising solutions, such as commercial Splunk\(^3\), and open-source Logstash\(^4\), Kibana\(^5\), have been provided. All these solutions focus on the management of exiting logs.

**Log Analysis**

Logs contain a wealth of information that are useful in aiding software system maintenance, and, as such, have become an important data source for postmortem analysis [98]. For instance, logs have been widely analyzed for various tasks, such as anomaly detection [58, 135], problem diagnosis [91, 139], program verification [112], security monitoring [89], usage analysis [74], etc. In addition to the usage of logs, Shang et al. [114] studied how to automatically enrich the produced log messages with development knowledge (e.g., source code, commits, issue reports) and further assist users in log understanding. Instead, our work in this thesis aims to improve the underlying logging practice, thus can potentially benefit these tasks on log analysis and log understanding.

\(^3\)http://www.splunk.com  
\(^4\)http://logstash.net  
\(^5\)http://kibana.org
CHAPTER 2. BACKGROUND REVIEW

Logging Practices

Current research has mostly focused on the usage of logs, but little on logging itself. Two empirical studies [59, 140] have recently been conducted to characterize the logging practices. Yuan et al. [140] reported the characteristics of logging modifications by investigating the revision histories of open-source software systems. Our previous work [59] focused on studying where developer log through both code analysis and developer survey at Microsoft, and summarized five typical categories of logging strategies. Additionally, Shang et al. [113] studied the relationship between logging characteristics and the code quality of platform software. All these studies provide comprehensive logging characteristics that shed insights into our design of LogAdvisor in Chapter 6.

Towards improving the logging quality, Yuan et al. have recently pioneered two prior studies: LogEnhancer [141] and ErrLog [139]. LogEnhancer [141] aims to enhance the recorded contents in existing logging statements by automatically identifying and inserting critical variable values into them. ErrLog [139] summarizes a set of generic exception patterns (e.g., exceptions, function-return errors) that potentially cause system failures, and then suggests conservative logging to automatically log all of them (e.g., log all exceptions). Their work takes the first step towards automatic logging and provides promising results in reducing diagnosis time of system failures. In our work, we make an initial attempt to help developers make informed logging decisions.

2.2.5 Privacy Issue

Privacy is an important issue that has raised particular concerns among many research areas. In the following, we review the privacy studies related to our research.
Privacy in Service Composition

In service-oriented architecture, applications are typically built by composing Web services offered by different service providers. User information often needs to be shared across the providers to fulfil an overall application task. This can raise privacy issues between users and service providers when the selected Web services for composition have privacy policies that are not compliant with users’ privacy requirements. In this regard, privacy-aware Web service selection and composition (e.g., [136, 118, 48, 126]) have been studied. For example, Costante et al. [48] propose an approach to rank the candidate Web services with respect to the privacy level they offer. Tbahriti et al. [126] further provide a mechanism to verify and negotiate privacy constraints between users and service providers to enable privacy-compatible service composition. Different from these studies, our work in this thesis aims to address privacy issues for Web service recommendation.

Privacy in Recommender Systems

In recommender systems [106], users want to gain useful recommendations without compromising their privacy. To achieve so, a variety of privacy-preserving collaborative filtering approaches [33] have been proposed by using techniques such as randomization [100], cryptography [96], anonymization [66], and so on. Privacy is also of vital importance to the realization of QoS-based Web service recommendation, where users might not be willing to disclose their private usage data. However, there is currently a lack of studies on how to cope with the privacy issues for QoS-based Web service recommendation. Existing privacy-preserving collaborative filtering approaches are not directly applicable because of the unique challenges posed by Web service recommendation. For example, most of these approaches (e.g., [37, 38, 144]) require multi-party or peer-to-peer collaboration between users, which is inapplicable to
service users. Some other approaches (e.g., [85, 96]) are developed based on trusted server settings, thus cannot be applied to the Web service recommendation problem. In this thesis, we make the first attempt to build a privacy-preserving QoS prediction framework for Web service recommendation.

2.3 Data Analytics

In this section, we briefly introduce some techniques of data analytics that are closely related to our research in this thesis.

2.3.1 Collaborative Filtering

Collaborative filtering (CF) techniques are currently widely used in commercial recommender systems, such as movie recommendation in Netflix\(^6\) and item recommendation in Amazon\(^7\). The CF model has been extensively studied in recent years. In recommender systems, CF works through the rating prediction problem. Specifically, users likely rate the items that they know about, such as 1~5 stars for the movies they have watched or books they have read. As illustrated in Figure 2.5, the values in grey entries are observed rating data, and the blank entries are unknown values. For example, the rating value between user \(u_1\) and item \(i_1\) is 5, while the rating value between user \(u_1\) and item \(i_5\) is missing, because \(u_1\) has not rated \(i_5\). In practice, each user usually rate only a small set out of all of the items, due to the large number of items. As a result, the user-item rating matrix is very sparse.

The basic idea of CF is to exploit and model the observed data to predict the unknown values, based on the insight that similar users may have similar preferences on the same item, and thus have similar ratings. To achieve this goal, two types of CF techniques have

\(^6\)http://www.netflix.com  
\(^7\)http://www.amazon.com
been studied in recent literature: neighbourhood-based approaches and model-based approaches [123].

**Neighbourhood-based approaches**: Neighbourhood-based approaches include user-based approaches (e.g., UPCC) that leverage the similarity between users, item-based approaches (e.g., IPCC) that employ the similarity between items, and their fusions (e.g., UIPCC [83]). However, neighbourhood-based approaches are incapable of handling the data sparsity problem and have high time complexity.

**Model-based approaches**: Model-based approaches provide a predefined compact model to fit the training data, which can be further used to predict the unknown values. Matrix factorization [109] is one of the most popular model-based approaches used for collaborative filtering. In addition, matrix factorization model can usually achieve better performance than neighbourhood-based approaches.

In recent literature, CF has been introduced as a promising technique for various system engineering tasks, such as service recommendation [162, 79], system reliability prediction [157], and QoS-aware datacenter scheduling [52].

### 2.3.2 Matrix Factorization

Matrix factorization (MF) is a popular model to address the above collaborative filtering problem, which constrains the rank of the
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Figure 2.6: An Illustrative Example of Matrix Factorization

rating matrix, \( \text{rank}(R) = d \). The low-rank assumption is based on the fact that the entries of \( R \) are largely correlated, thereby resulting in a low effective rank in \( R \). For instance, close users may have similar network conditions, and thus experience similar QoS on the same service. Figure 2.6 illustrates an example that makes use of matrix factorization for rating prediction. Concretely, factoring a matrix is to map both users and items into a joint latent factor space of a low dimensionality \( d \) (e.g., \( d = 2 \) in Figure 2.6(b)), such that values of the rating matrix can be captured as inner products of latent factors in that space. Then the latent factors can be employed for further prediction on unknown rating values. For example, as shown in Figure 2.6(c), the predicted rating value between user \( u_1 \) and item \( s_2 \) is 0.8.

Formally, latent user factors are denoted as \( U \in \mathbb{R}^{d \times n} \) and latent item factors as \( S \in \mathbb{R}^{d \times m} \), which are used to fit the rating matrix \( R \), i.e., \( R \approx U^T S \). To avoid overfitting, regularization terms that penalize the norms of the solutions (i.e., \( U \) and \( S \)) are added. Thus we aim to minimize the following loss function:

\[
\mathcal{L} = \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{m} I_{ij} (R_{ij} - U_i^T S_j)^2 + \frac{\lambda_U}{2} \| U \|^2_F + \frac{\lambda_S}{2} \| S \|^2_F, \tag{2.1}
\]

where \( I_{ij} \) acts as an indicator that equals to 1 if \( R_{ij} \) is observed, and 0 otherwise (e.g., \( I_{11} = 1 \) and \( I_{12} = 0 \) in Figure 2.6(a)). \( \lambda_U, \lambda_S \) are two parameters to control the extent of regularization, and \( \| \cdot \|_F \) denotes the Frobenius norm. Frobenius norm \( \| \cdot \|_F \) is a matrix norm.
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Given a matrix $A \in \mathbb{R}^{n \times m}$, its Frobenius norm is defined as follows:

$$
\|A\|_F = \sqrt{\sum_{i=1}^{n} \sum_{j=1}^{m} a_{ij}^2} \tag{2.2}
$$

where $a_{ij}$ is the element of $A$. When $A$ reduces to a vector, the Frobenius norm is equivalent to the Euclidean norm.

It is worth noting that Salakhutdinov et al. has provided proper probabilistic interpretation [109] to the matrix factorization model in Equation 2.1, which is also known as probabilistic matrix factorization (PMF).

**Gradient Descent Algorithm**

Gradient descent is a widely used algorithm to find a local minimum of an objective function in an iterative way. For matrix factorization, gradient descent works by updating $U_i$ and $S_j$ simultaneously from random initialization using the following updating rules:

$$
U_i \leftarrow U_i - \eta \frac{\partial \mathcal{L}}{\partial U_i}, \quad S_j \leftarrow S_j - \eta \frac{\partial \mathcal{L}}{\partial S_j}, \tag{2.3}
$$

In particular, the derivatives of $U_i$ and $S_j$ can be derived from Equation 2.1 as follows:

$$
\frac{\partial \mathcal{L}}{\partial U_i} = \sum_{j=1}^{m} I_{ij}(U_i^T S_j - R_{ij}) S_j + \lambda_U U_i, \tag{2.4}
$$

$$
\frac{\partial \mathcal{L}}{\partial S_j} = \sum_{i=1}^{n} I_{ij}(U_i^T S_j - R_{ij}) U_i + \lambda_S S_j. \tag{2.5}
$$

Hence, the updating rules in Equation 2.3 can be rewritten as follows:

$$
U_i \leftarrow U_i - \eta \left( \sum_{j=1}^{m} I_{ij}(U_i^T S_j - R_{ij}) S_j + \lambda_U U_i \right), \tag{2.6}
$$

$$
S_j \leftarrow S_j - \eta \left( \sum_{i=1}^{n} I_{ij}(U_i^T S_j - R_{ij}) U_i + \lambda_S S_j \right). \tag{2.7}
$$
Algorithm 1: Gradient Descent for MF

**Input:** The collected rating matrix $\bar{R}$, the indication matrix $I$, and the model parameters: $\eta$, $\lambda_U$ and $\lambda_S$. /* $I_{ij} = 1$ if $R_{ij}$ is known; otherwise, $I_{ij} = 0$ */

**Output:** The rating prediction results: $\hat{R}_{ij}$, where $I_{ij} = 0$.

1. Initialize $U \in \mathbb{R}^{d \times n}$ and $S \in \mathbb{R}^{d \times m}$ randomly;
2. repeat /* Batch-mode updating */
   3. foreach $(i, j)$ do /* Compute $\frac{\partial L}{\partial U_i}$ and $\frac{\partial L}{\partial S_j}$ */
       4. $\frac{\partial L}{\partial U_i} \leftarrow \sum_{j=1}^{m} I_{ij}(U_i^T S_j - R_{ij}) S_j + \lambda_U U_i$;
       5. $\frac{\partial L}{\partial S_j} \leftarrow \sum_{i=1}^{n} I_{ij}(U_i^T S_j - R_{ij}) U_i + \lambda_S S_j$;
   6. foreach $(i, j)$ do /* Update each $U_i$ and $S_j$ */
       7. $U_i \leftarrow U_i - \eta \frac{\partial L}{\partial U_i}$;
       8. $S_j \leftarrow S_j - \eta \frac{\partial L}{\partial S_j}$;
9. until converge;
10. foreach $(i, j) \in \{I_{ij} = 0\}$ do /* Make prediction */
11. $\hat{R}_{ij} = U_i^T S_j$;

Gradient descent works on batch-mode, which needs all the data to be available. The latent factors $U_i$ and $S_j$ move iteratively by a small step of the average gradient, i.e., $\frac{\partial L}{\partial U_i}$ and $\frac{\partial L}{\partial S_j}$, where the step size is controlled by $\eta$.

The detailed algorithm of gradient descent for MF is presented in Algorithm 1.

**Stochastic Gradient Descent Algorithm**

The scheme of stochastic gradient descent (SGD) is to update the stochastically using the sequentially coming data. At each step, the model can be adjusted by only considering the current data sample. Thus, SGD naturally provides an online algorithm, where we can adjust the model using each data sample from the data stream in an online fashion.

Formally, The loss function $L$ in Equation 2.1 can be seen as the
Algorithm 2: Stochastic Gradient Descent for MF

Input: Sequentially observed data samples: \((u_i, s_j, R_{ij})\), and the model parameters: \(\eta, \lambda_u\) and \(\lambda_s\).

Output: The rating prediction results: \(\hat{R}_{ij}\), where \(I_{ij} = 0\).

1. Initialize \(U \in \mathbb{R}^{d \times n}\) and \(S \in \mathbb{R}^{d \times m}\) randomly;

2. repeat /* Online-mode updating */
3. \hspace{1em} foreach \((u_i, s_j, R_{ij})\) do
4. \hspace{2em} \(\frac{\partial \ell}{\partial U_i} \leftarrow (U_i^T S_j - R_{ij}) S_j + \lambda_u U_i;\)
5. \hspace{2em} \(\frac{\partial \ell}{\partial S_j} \leftarrow (U_i^T S_j - R_{ij}) U_i + \lambda_s S_j;\)
6. \hspace{2em} \(U_i \leftarrow U_i - \eta \frac{\partial \ell}{\partial U_i};\)
7. \hspace{2em} \(S_j \leftarrow S_j - \eta \frac{\partial \ell}{\partial S_j};\)
8. until converge;

9. foreach \((i, j) \in \{I_{ij} = 0\}\) do /* Make prediction */
10. \hspace{1em} \(\hat{R}_{ij} = U_i^T S_j;\)

The detailed algorithm of stochastic gradient descent for MF is presented in Algorithm 2.

sum of pairwise loss functions:

\[
\mathcal{L} = \sum_{i=1}^{n} \sum_{j=1}^{m} I_{ij} \ell(U_i, S_j),
\] (2.8)

and the pairwise loss function \(\ell(U_i, S_j)\) with respect to \((U_i, S_j, R_{ij})\) is defined as

\[
\ell(U_i, S_j) = \frac{1}{2} (R_{ij} - U_i^T S_j)^2 + \frac{\lambda_u}{2} \|U_i\|_2^2 + \frac{\lambda_s}{2} \|S_j\|_2^2,\] (2.9)

Note that the regularization parameters \(\lambda_u\) and \(\lambda_s\) are on different scale from those in Equation 2.1. Similarly, we can derive the following updating equations for each iteration:

\[
U_i \leftarrow U_i - \eta ((U_i^T S_j - R_{ij}) S_j + \lambda_u U_i),
\] (2.10)

\[
S_j \leftarrow S_j - \eta ((U_i^T S_j - R_{ij}) U_i + \lambda_s S_j).
\] (2.11)

The detailed algorithm of stochastic gradient descent for MF is presented in Algorithm 2.
2.3.3 Network Coordinate System

Network coordinate system is originally proposed in [95] to estimate the network distances (i.e., round-trip times) between pairwise Internet hosts in peer-to-peer (P2P) distributed networks. Due to its simplicity and effectiveness, network coordinate system has been widely studied in recent years. To date, the adoption of network coordinate systems has benefited a variety of applications, such as file sharing via Bit-Torrent [120], content distribution networks (CDN) [30], P2P multimedia streaming [75], shortest distance estimation in massive social networks [101, 154], etc. For more applications of network coordinate systems, we refer the reader to a recent survey [53].

Among various network coordinate systems, triangulated heuristic and global network positioning (GNP) are two widely employed approaches, due to their simplicity and generality. Triangulated Heuristic [95] employs a kind of relative coordinates based on the triangle inequality. A fixed set of landmarks are deployed in the network as references. Then each ordinary host is assigned an n-tuple relative coordinate, composed of the network distances between the ordinary host and the landmarks. Given the relative coordinate of each host, we can obtain the upper bound $U$ and the lower bound $L$ of the network distance between two hosts by triangle inequality. The network distance can be estimated by the convex combination of $U$ and $L$ (e.g., $\frac{U+L}{2}$). It is reported in [95] that taking the upper bound $U$ as the network distance prediction result can achieve better performance. The triangulated heuristic approach is widely used in online shortest path distance prediction in large graphs [103].

GNP [95] is a typical landmark-based network coordinate system, which embeds the Internet hosts into an Euclidean space for network distance estimation. After obtaining the coordinate of each host, the network distance between two Internet hosts can be well
approximated by the corresponding Euclidean distance. First of all, the landmarks first measure the network distances between each other and compute their own coordinates by minimizing the sum of the squared error between the computed Euclidean distances and the measured distances. Then each ordinary host has to measure the network distances to the landmarks and minimize the sum of the squared error to obtain its coordinate. After the coordinates computation, the Euclidean distance between two Internet hosts can be used to predict the corresponding unknown network distance. Figure 2.7 illustrates a prototype of the network coordinate system. As we can see from the figure, the four Internet hosts are embedded into a 2-dimensional Euclidean space by assigning each host a coordinate, and then the original network distances obtains good estimation results using the corresponding Euclidean distances.

Figure 2.7: A Prototype of Network Coordinate System
Chapter 3

Response Time Prediction of Web Services

For many online services, response time is one of the most important QoS attributes to measure the user experience on service quality. Response time information of Web services is crucial to conduct performance optimization tasks (e.g., service selection and service deployment) of large-scale online service systems. In this chapter, we focus on the study of joint response time monitoring and prediction of Web services. Specifically, we first introduce the research problem and motivation of this work in Section 3.1. Then, we present the framework of Web service positioning in Section 3.2, and describe the detailed response time prediction algorithm in Section 3.3. Evaluation results and a case study on our collected real-world Web service dataset are provided in Section 3.4 and Section 3.5, respectively. Finally, Section 3.6 concludes this chapter.

3.1 Problem and Motivation

Large-scale online service systems are commonly built on service-oriented architecture (SOA) [147]. The adoption of SOA enables flexible system management with its features of loose coupling and dynamic binding, where invocations of underlying Web services are applied to fulfilling complex application logic. The use of such
Web services significantly eases the development and maintenance of online service systems. However, it may also bring non-negligible influence to the overall system quality, because of its dependence on the quality of underlying Web services. To build high-quality online service applications, it is a critical task for application designers to select appropriate services that fulfill both functional requirements and non-functional requirements. While functional requirements specify what a service does, non-functional requirements are concerned with QoS attributes such as availability, reliability, and performance measures like response time and throughput [163].

With the widespread proliferation of Web services, providers begin to offer more and more services even with equivalent or similar functionalities. For example, both providers, CDYNE.COM and WebserviceX.NET, offer equivalent Web services for querying global weather information [172]. QoS is an important factor in distinguishing those similar services, according to which services can be ranked and selected by application designers. As a result, there is a high demand for obtaining QoS information of available services. For many online services, response time, which stands for the time duration between user sending out a request and receiving a response, is one of the most important QoS attributes for service quality management. For example, according to the report in [122], a half-second delay will cause a 20% drop in Google’s traffic, and a tenth of a second delay can cause a drop in one percent of Amazon’s sales. In this chapter, we focus primarily on response time assessment of Web services.

Unlike quality assessment for traditional shrink-wrapped software, it is more challenging for user-perceived service quality assessment. Service invocations, especially for third-party Web services, usually rely on the Internet for connectivity. Due to the heavy influence of dynamic network conditions, users at different locations may have different QoS experiences even on the same Web service [72]. Therefore, QoS is user-specific, whereby traditional
software quality models become ineffective and inappropriate for QoS assessment of Web services. It is straightforward to measure the QoS values through direct invocations of Web services. However, it is infeasible in practice due to the prohibitive overhead incurred when each user actively invokes a large number of service candidates over the Internet. As a result, effective QoS prediction approaches are desired to provide accurate predictions for user-perceived QoS values of different Web services, without the need of additional service invocations.

In recent literature, a number of QoS prediction approaches have been proposed [44, 68, 116, 163]. These approaches apply collaborative filtering (CF) techniques to achieve QoS predictions based on the historical QoS data collected from different users. With evaluations on real-world QoS datasets, these approaches have been shown to achieve good overall prediction accuracy under dense historical QoS data. However, the CF-based approaches suffer from a major problem that is the sparsity of the available historical QoS data. For a response time matrix, each row represents a user, each column represents a Web service, and each entry denotes the response time of a certain user invoking a certain Web service. As reported in [163], the performance of CF-based approaches is significantly degraded when the response time matrix is very sparse. This is, however, the case in practice, since a user usually invokes only a few number of the numerous Web service candidates each time. Therefore, the collected historical response time matrix is usually sparse. Moreover, influenced by unpredictable network conditions and dynamic service workload, it is common that user-perceive response time of a Web service is changing from time to time. In this case, we cannot make use of out-of-date historical QoS data for QoS prediction, which further exacerbates the data sparsity problem.

On the other hand, network coordinate systems (e.g., GNP [95]) are widely used in P2P networks to estimate the network distance
between pairwise Internet hosts. The basic idea of network coordinate systems is to embed the Internet hosts into a high dimensional Euclidean space by assigning each host a coordinate in that space, such that the measured network distances (i.e., latencies) between hosts can be well approximated by the corresponding Euclidean distances. In this scheme, after obtaining the coordinates of different hosts, we can use a simple Euclidean distance to accurately predict the unknown network distance between any two Internet hosts in constant time.

Inspired by the success of network coordinate based prediction approaches, we propose a Web service positioning (WSP) framework [174] to address the data sparsity problem of CF-based approaches. Our WSP framework combines the advantages of network coordinate based approaches and CF-based approaches. More specifically, we first re-design the traditional GNP algorithm (typically employed in peer-to-peer scenarios) to fit the response time prediction of Web services in our client-server scenario. Then, the available historical data of users (these data are employed in CF-based approaches for making prediction) are adopted to optimize the coordinate computation of users, which further enhances the prediction accuracy. Finally, comprehensive experiments are conducted based on our collected response time data from real-world Web services. The experimental results show that our WSP-based response time prediction approach achieves significant accuracy improvements over both the existing network coordinate based approaches and CF-based approaches.

3.2 Web Service Positioning Framework

To address the data sparsity problem of CF-based prediction approaches, we propose a Web service positioning (WSP) framework to make response time prediction for Web services, as illustrated in Figure 3.1. Built on network coordinate systems, the WSP
framework targets at collective monitoring and prediction, whereby the data sparsity issue is mitigated. In the framework, a small number of landmarks are deployed to periodically monitor the available Web services and further construct a network coordinate system. By integrating the available historical QoS data used in CF-based approaches with the network coordinate model, our proposed WSP approach combines the advantages of network coordinate based approaches and CF-based approaches. As a result, our WSP framework can not only serve for users without valid historical data (e.g., mobile users) but also enhance the prediction accuracy for users with sparse historical data.

The WSP framework involves the following procedures of offline coordinates updating and online response time prediction.

1) **Offline Coordinate Updating:** a) The deployed landmarks measure the network distances between each other (e.g., use ping to
measure the round-trip time), and then construct a network coordinate system by embedding the landmarks into an high-dimensional Euclidean space such that each landmark obtains a coordinate in that space. b) The landmarks monitor the available Web services with periodical invocations. The coordinate of each Web service is obtained by taking the landmarks as references and embedding each Web service as a coordinate in the same space.

2) Online Response Time Prediction: a) When a service user requests for a Web service invocation, it first measures the network distances to the landmarks (e.g., by ping). Then the measurement results are used to compute the user’s coordinate. To optimize the coordinate computation, we also combine the available historical response time data of this user. b) The user-perceived response times of all the available Web service candidates can be easily predicted as the corresponding Euclidean distances between the user’s coordinate and each Web service’s coordinate. c) Based on the response time prediction results of Web service candidates, optimal Web service can be selected for the user. d) The user invokes the optimal Web service for service invocation, and also obtains the real response time data of this Web service. e) The response time database is updated with the new observation to contribute to the coordinate updating for next Web service selection.

3.3 WSP-based Response Time Prediction

According to the above Web service positioning framework, in this section, we describe the response time prediction algorithm in detail. The algorithm involves four steps: landmark coordinate computation, Web service coordinate computation, service user coordinate computation, and response time prediction.
### 3.3.1 Landmark Coordinate Computation

In our WSP framework, a small number of landmarks are deployed to build a network coordinate system. Suppose \( n \) landmarks are set up, denoted by \( L = \{ l_i | i = 1, 2, \ldots, n \} \). The network distances between landmarks are measured using ping messages, and then transmitted to a central node for coordinate computation. The pairwise network distances can be expressed as an \( n \times n \) distance matrix as follows:

\[
D_L = \begin{bmatrix}
0 & d(l_1, l_2) & \cdots & d(l_1, l_n) \\
d(l_2, l_1) & 0 & \cdots & d(l_2, l_n) \\
\vdots & \vdots & \ddots & \vdots \\
d(l_n, l_1) & d(l_n, l_2) & \cdots & 0
\end{bmatrix},
\]

where the entry \( d(l_i, l_j) \) denotes the network distance between landmarks \( l_i \) and \( l_j \). The distance matrix \( D_L \) is assumed to be symmetric along the diagonal, which is set as 0 where \( l_i = l_j \).

The goal of our first step is to build a network coordinate system by embedding these \( n \) landmarks into an \( m \)-dimensional Euclidean space \( R^m \), such that each landmark obtains a coordinate. We denote it as \( x_{l_i} = (x_{l_i}^1, x_{l_i}^2, \cdots, x_{l_i}^m) \), where \( x_{l_i}^k \in R, 1 \leq k \leq m \). To optimize the embedding, we define the objective function to represent the sum of squared errors between predicted distances and real distances.

\[
f_L(x_{l_1}, \cdots, x_{l_n}) = \sum_{l_i, l_j \in L, i > j} [\hat{d}(l_i, l_j) - d(l_i, l_j)]^2,
\]

where \( \hat{d}(l_i, l_j) \) denotes the predicted network distance that is computed as the Euclidean distance between \( l_i \) and \( l_j \) as follows:

\[
\hat{d}(l_i, l_j) = \| x_{l_i} - x_{l_j} \|_2 = \sqrt{\sum_{k=1}^{m} (x_{l_i}^k - x_{l_j}^k)^2}.
\]
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However, directly minimizing Equation 3.2 usually suffers from the overfitting problem. In other words, optimal solutions can lead to an accurate model with small errors on the landmarks embedding while having large errors on the unseen data, i.e., the unknown response time values to be predicted. To address this problem, we make use of regularization to penalize the norms of the solutions, expressed as follows:

\[ f'_L(x_{l_1}, \cdots, x_{l_n}, \lambda_l) = \sum_{l_i, l_j \in L, i > j} [\hat{d}(l_i, l_j) - d(l_i, l_j)]^2 + \lambda_l \sum_{i=1}^{n} \|x_{l_i}\|^2. \] (3.4)

Note that there are many solutions for minimizing Equation 3.2, because any rotation or translation of the landmark coordinates will not influence the inter-landmark distances [95]. In addition to overcoming the overfitting issue, the regularization term can also help avoid the coordinate drift of the solution by choosing the coordinates with the smallest norm. We will further study the impact of the regularization term in Section 3.4.7.

With this formulation, the optimal coordinates of landmarks can be obtained by minimizing Equation 3.4, as a generic multi-dimensional global minimization problem. As with GNP [95], in this work, we apply simplex downhill algorithm [94] to solve this minimization problem.

Finally, the coordinates of the \( n \) landmarks are obtained and stored in a management node to provide references to the coordinate computation of Web services and users. To track the changes of network conditions, the coordinates of landmarks should keep updating periodically. For ease of periodical re-computation, we can simply input the old coordinates as the initialization solution each time, which can greatly accelerate the convergence of the minimization problem.

Note that for an \( m \)-dimensional Euclidean space, at least \( m + 1 \)
landmarks should be used for coordinate computation, as it is impossible to construct an unique Euclidean space with less landmarks. But it still remains an open question about how to deploy the landmarks. In our study, we select the landmarks from a set of candidate nodes using the spectral clustering based approach as described in [84]. The impact of number of landmarks will be studied in Section 3.4.5.

### 3.3.2 Web Service Coordinate Computation

In the WSP framework, a small number of landmarks monitor the available Web services by periodically invoking them. Suppose there are \( w \) available Web services, denoted by \( S = \{ s_i \mid i = 1, 2, \cdots, w \} \). Then an \( n \times w \) matrix composed of network distances between \( n \) landmarks and \( w \) Web services can be obtained, which is expressed as follows:

\[
D_{LS} = \begin{bmatrix}
  d(l_1, s_1) & d(l_1, s_2) & \cdots & d(l_1, s_w) \\
  d(l_2, s_1) & d(l_2, s_2) & \cdots & d(l_2, s_w) \\
  \vdots & \vdots & \ddots & \vdots \\
  d(l_n, s_1) & d(l_n, s_2) & \cdots & d(l_n, s_w)
\end{bmatrix}, \tag{3.5}
\]

where the entry \( d(l_i, s_j) \) denotes the network distance between landmark \( l_i \) and Web service \( s_j \).

The network distances to Web services are measured by landmarks and then transmitted to a management node to compute the coordinate for each Web service. Therefore, each Web service is embedded into the same Euclidean space with the landmarks by by taking the coordinates of the landmarks as references. Given a Web service \( s_j \) \((1 \leq j \leq w)\), the \( m \)-dimensional coordinate \( x_{s_j} \) can be obtained by minimizing the following objective function:

\[
f_S(x_{s_j}, \lambda_s) = \sum_{l_i \in L} [\hat{d}(l_i, s_j) - d(l_i, s_j)]^2 + \lambda_s \| x_{s_j} \|_2^2, \tag{3.6}
\]
where \( \hat{d}(l_i, s_j) \) denotes the predicted network distance between landmark \( l_i \) and Web service \( s_j \). Likewise, \( \lambda \| x_{s_j} \|_2^2 \) is the regularization term.

The minimization of Equation 3.6 can also be cast as a generic multi-dimensional global minimization problem so that we can solve it with \textit{simplex downhill algorithm}. Meanwhile the coordinates of the available Web services should also update periodically.

### 3.3.3 Service User Coordinate Computation

Any service user can request our WSP system for optimal Web service selection. At the beginning, the user measures the network distances to the landmarks using ping messages, and then transmit the results to the management node for coordinate computation. The measured network distances can be denoted as a vector in the following:

\[
D_{uL} = [d(u, l_1), d(u, l_2), \ldots, d(u, l_n)] ,
\tag{3.7}
\]

where \( d(u, l_i) \) denotes the network distance between the user \( u \) and the landmark \( l_i \).

To enhance the prediction accuracy, we also incorporate the advantage of CF-based approaches by making effective use of the available historical usage data. Suppose the available response time data between the user \( u \) and the Web services is denoted as \( \{d(u, s_i) \mid s_i \in S_A\} \). \( S_A \) is the Web service set that user \( u \) has used before, where historical usage data are collected. With available historical data, we propose to minimize the following objective function to obtain the coordinate of the user, \textit{i.e.} \( x_u \).

\[
f_u(x_u, \lambda_u) = \sum_{l_i \in L} [\hat{d}(u, l_i) - d(u, l_i)]^2 + \sum_{s_i \in S_A} [\hat{d}(u, s_i) - d(u, s_i)]^2 + \lambda_u \| x_u \|_2^2 ,
\tag{3.8}
\]
where $\hat{d}(u, l_i)$ denotes the predicted network distance between user $u$ and landmark $l_i$, and $\hat{d}(u, s_i)$ denotes the predicted response time value between user $u$ and the Web service $s_i$ in $S_A$. The first part of the objective function $f_u(x_u, \lambda_u)$ employs the reference information of landmarks, while the second part takes advantage of the available historical data. Additionally, the regularization term is integrated in the third part. The same optimization algorithm, simplex downhill, is used to solve the problem.

### 3.3.4 Response Time Prediction

When a new user requests for Web service invocation, it first measures the network distances to the landmarks, and then send the results to the central management node, whereby the user’s coordinate can be obtained according to the above step. After obtaining the coordinate of the user, as well as the coordinates of all the monitored Web services, the response time prediction can be easily made as the Euclidean distance between the coordinates as follows:

$$
\hat{d}(u, s_i) = \|x_u - x_{s_i}\|_2, \quad s_i \in S, s_i \notin S_A,
$$

where $\hat{d}(u, s_i)$ denotes the prediction value between user $u$ and Web service $s_i$. The conditions $s_i \in S, s_i \notin S_A$ denote the set of Web services with unknown response time data.

With the prediction results for all available Web services, the Web services can be ranked and selected for the user according to user-perceived response time performance. However, we target primarily on response time prediction in this section, and refer to Section 3.5 for a detailed case study on latency-aware service deployment to show the practical use of response time information.
3.4 Evaluation

This section presents the collection of our Web service dataset and the experimental results obtained based on this dataset for evaluation purpose.

3.4.1 Data Collection and Description

To evaluate the response time prediction approach, real-world Web service data is needed. Although several QoS datasets for Web services have been collected in the previous work [163], they are not applicable to this work because of the lack of network distances among landmarks to construct a network coordinate system. As a result, we collect a new response time dataset for our evaluation by use of the PlanetLab platform. PlanetLab\(^1\) is an open platform for system and networking research, currently consisting of 1,353 nodes at 717 global sites. The collected dataset involves response time records between 200 users (simulated by PlanetLab nodes) and 1,597 Web services. In particular, the pairwise network distances between the 200 distributed PlanetLab nodes are also collected, which can be set as landmarks in our WSP approach.

To collect the real-world data of Web services, we first get a list of 588 active PlanetLab nodes via CoMon\(^2\) service, since it is common that some nodes shut down or lose connection of the Internet. Meanwhile, about 5,800 Web services are obtained by crawling Web service information from the Internet. To obtain response time data, we use ping messages to measure the round-trip time (RTT) from each PlanetLab node to each Web service, assuming that the service-running time is equivalent for each Web service of the same functionality. We send 32-byte ping packets continually for ten times and take the average RTT from all replies as the response time. Similarly, the network distances among the PlanetLab nodes

\(^1\)http://www.planet-lab.org
\(^2\)http://comon.cs.princeton.edu
are obtained as well. The raw data is then post-processed to retain the nodes and Web services that are all reachable. Finally, we are left with 200 PlanetLab nodes and 1,597 Web services. The relatively low yield is partially due to the case that some Internet hosts are ping unavailable, and partially due to the failure of the Internet connection. Consequently, a 200-by-1597 matrix of response times and a 200-by-200 matrix of network distances are obtained.

The data statistics of our QoS dataset are summarized in Table 3.1. The minimal and maximal values of the response time data are 0.008 ms and 2.9714 ms, respectively. The mean and standard deviation values are 71.984 ms and 64.746 ms, respectively, which implies that the observed response time values for different service users have a great variation. For ease of reproducing our experimental results, and to facilitate future research, we have publicly released our dataset on our project page.

3.4.2 Evaluation Metrics

In our experiments, we employ two metrics, Mean Absolute Error (MAE) and Median Relative Error (MRE), to evaluate the prediction accuracy of our proposed WSP approach in comparison with other existing approaches. The two metrics are defined as follows:

- **MAE**: This metric is widely employed to measure the average
prediction accuracy [153], where smaller MAE means better prediction accuracy.

\[
MAE = \frac{\sum_{i,j} |\hat{d}(u_i, s_j) - d(u_i, s_j)|}{N},
\]

(3.10)

where \(\hat{d}(u_i, s_j)\) and \(d(u_i, s_j)\) denote the predicted value and the measured value, respectively, between service user \(u_i\) and Web service \(s_j\). \(N\) is the number of predicted records.

- **MRE**: This metric is median value of all the pairwise relative error values.

\[
MRE = \text{Median}_{i,j} \left(\frac{|\hat{d}(u_i, s_j) - d(u_i, s_j)|}{d(u_i, s_j)}\right),
\]

(3.11)

which means 50% of the relative errors are below \(MRE\). While MAE focuses on absolute error measurement, MRE evaluates the relative error. The selection of the evaluation metrics is dependent on the specific application scenario.

### 3.4.3 Accuracy Comparison

In this section, in order to evaluate the prediction accuracy of our proposed WSP approach, we compare our approach with other existing approaches in the following:

- **UPCC**: This is a user-based collaborative filtering approach, which was first introduced to Web service QoS prediction in [116]. UIPCC exploits the similarity between users to predict the response time values.

- **IPCC**: This is a item-based collaborative filtering approach, which exploits the similarity between Web service items for Web service QoS prediction in [163].
- **UIPCC**: This is a hybrid method, proposed in [163], by combining both user-based and item-based collaborative filtering approaches. UIPCC can make full use of the similarity between users and the similarity between Web service items.

- **Triangulation**: This is a heuristic approach based on the triangle inequality in the metric space, which has been described in Chapter 2. Specifically, we take the upper bound as the response time prediction result as indicated in [95].

- **GNP**: GNP is proposed in [95] as a landmark-based network coordinate system to estimate network distances between Internet hosts for P2P networks.

In this experiment, we choose 16 nodes as landmarks from our dataset as did in GNP [95] (the impact of the number of landmarks will be discussed in Section 3.4.5), while the remaining 184 computer nodes are taken as service users. Therefore, the measured response time data between 184 service users and 1,597 Web services can be denoted as a $184 \times 1597$ matrix. As we mentioned in the previous section, the available historical data is very sparse. In order to simulate the sparse situation in real world, we randomly remove entries from the data matrix such that each user only keeps a few available historical values. In this way, we vary the matrix density as 0, 5%, 10%, 15%. Particularly, matrix density = 0 means no historical data of users are employed, such as for mobile users, whose historical data may vary significantly due to their high mobility and are not applicable for response time prediction. Matrix density = 5%, for example, indicates that each user has 5% \( \text{(i.e. about 80)} \) response time data out of all the Web services. The removed entries are used as the expected values to verify the prediction quality. In the sequel, for simplicity, we set $\lambda_l = \lambda_s = \lambda_u = \lambda$, and denote $n$ as the number of landmarks, $m$ as the coordinate dimensionality. In this experiment, the parameter settings are $\lambda = 0.1$, $m = 10$. Each approach is performed 100 times.
Table 3.2: Prediction Accuracy w.r.t. MAE

<table>
<thead>
<tr>
<th>Methods</th>
<th>Matrix Density</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
</tr>
<tr>
<td>UPCC</td>
<td>N/A</td>
</tr>
<tr>
<td>IPCC</td>
<td>N/A</td>
</tr>
<tr>
<td>UIPCC</td>
<td>N/A</td>
</tr>
<tr>
<td>Triangulation</td>
<td>33.9315</td>
</tr>
<tr>
<td>GNP</td>
<td>29.2793</td>
</tr>
<tr>
<td>WSP</td>
<td><strong>28.3502</strong></td>
</tr>
<tr>
<td>Improvements (%)</td>
<td>3.17%</td>
</tr>
</tbody>
</table>

Table 3.3: Prediction Accuracy w.r.t. MRE

<table>
<thead>
<tr>
<th>Methods</th>
<th>Matrix Density</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
</tr>
<tr>
<td>UPCC</td>
<td>N/A</td>
</tr>
<tr>
<td>IPCC</td>
<td>N/A</td>
</tr>
<tr>
<td>UIPCC</td>
<td>N/A</td>
</tr>
<tr>
<td>Triangulation</td>
<td>0.1733</td>
</tr>
<tr>
<td>GNP</td>
<td>0.1375</td>
</tr>
<tr>
<td>WSP</td>
<td><strong>0.1316</strong></td>
</tr>
<tr>
<td>Improvements (%)</td>
<td>4.29%</td>
</tr>
</tbody>
</table>

and the average values are reported. In contrast, we set Top-K = 10, \( \lambda = 0.1 \) for CF-based approaches [163]. The prediction accuracy of different approaches under two evaluation metrics are shown in Table 3.2 and Table 3.3.

As we can see from the experimental results, our WSP approach obtains smaller MAE and MRE results consistently under different data densities, which indicates that our approach outperforms the others. The last row of each table shows the percentages of the accuracy improvements of our WSP approach (marked in bold), compared with the best of other existing methods (marked with underline). While CF-based approaches are heavily influenced by the matrix density, our WSP approach is less sensitive to the matrix density and obtains good prediction accuracy even under sparse historical data. For instance, the WSP has about 20% improvement
compared with the UIPCC method, with 10% historical data. Especially, for matrix density = 0, the CF-based approaches (UPCC, IPCC and UIPCC) run into a malfunction (denoted as N/A) while landmark-based approaches (Triangulation, GNP, and WSP) achieve good overall prediction accuracy. It implies that our WSP approach can also serve well for newly joining users or mobile users without available historical data.

On the other hand, our WSP approach outperforms the traditional network coordinate based approaches, triangulated heuristic and GNP, even at matrix density = 0, indicating that our WSP approach makes improvement based on GNP. We can also see that the IPCC approach performs worse than the UPCC approach in our experiments. This is because the IPCC method cannot find enough similar neighbours as the number of users is much smaller than the number of Web services. In other words, it is the data sparsity that significantly degrades the performance of the IPCC method. The results shown that with the increase of matrix density, the triangulated heuristic approach and GNP approach have no performance improvement since they make no use of the historical data.

To sum up, our proposed WSP approach combines the advantages of network coordinate based approaches and CF-based approaches, and achieves better accuracy compared to the existing prediction methods.

### 3.4.4 Impact of the Matrix Density

As shown in Table 3.2 and Table 3.3, both the CF-based approaches and landmark-based approaches are influenced by the matrix density, that is, the sparsity of the historical data. To further study the impact of the matrix density on the prediction accuracy, we vary the matrix density from 0 to 20% at the step of 2.5%, where matrix density = 0 means making response time predictions without using
historical data, \(i.e.\ S_A = \emptyset\) in Equation 3.8. In this experiment, without loss of generality, we set \(n = 16, m = 10,\) and \(\lambda = 0.1.\)

The experimental results are shown in Figure 3.2, composed of MAE and MRE values under different data densities. We can observe that dense historical data can benefit the prediction performance. However, after significantly decreasing when the matrix density varies from 0 to 2.5%, MAE and MRE both keep steady with a little reduce when the matrix density becomes denser. In other words, the prediction performance of WSP approach is less sensitive to the sparsity of data matrix, as a result, addresses the limitations of practical data sparsity problem of CF-based approaches.

3.4.5 Impact of the Number of Landmarks

The landmark deployment (\(e.g.,\) the position and number) is very essential to the performance of our WSP approach. In this experiment, we select the landmarks from the candidate nodes using the spectral clustering based approach in [84]. To characterize the impact of the number of landmarks, we conduct the experiment by varying the number of landmarks from 11 to 45. We also set \(m = 10,\)
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Figure 3.3: Impact of the Number of Landmarks

\( \lambda = 0.1 \) and matrix density = 5%. Note that there should be more than 11 landmarks for 10-dimensional Euclidean space construction. The results of MAE and MRE are illustrated in Figure 3.3. We can observe that the MAE and MRE values both decrease slightly when the number is less than 20, and then rise when the number is larger than 25. We can find that the large number of landmarks may not make for the prediction performance improvement, since there exist larger errors when embedding the Web services and users into Euclidean space with too many reference nodes, as a result of the triangle inequality violations (TIV) of network latencies [84]. In practice, we can deploy enough landmarks while each Web service and user only choose \( n \) landmarks as references, which can also avoid the single point of failure of landmarks.

3.4.6 Impact of the Coordinate Dimensionality

Dimensionality is a key factor when embedding the Internet hosts into an Euclidean space. We may wonder how many dimensions should be used to construct the coordinate system in WSP. Intuitively, higher dimensionality contributes to more accurate coordinate
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computation. To characterize the impact of the dimensionality, we conduct experiments with our dataset and vary the dimensionality from 2 to 14 at the step of 2. We also set $n = 16$, $\lambda = 0.1$ and matrix density = 5%. The experimental results are illustrated in Figure 3.4. We can observe that both MAE and MRE values decrease with the increase of the dimensionality of coordinates, but the accuracy improvement diminishes when the dimensionality is larger than 8. As a result, higher dimensionality beyond a certain point only makes little performance improvement.

3.4.7 Impact of the Regularization Term

For accurate response time prediction, we are supposed to minimize the prediction errors between users and Web services. To address the overfitting problem when computing coordinates, we introduce a regularization term to penalize the norms of the solutions which is widely adopted in machine learning area. In addition, the regularization term can also avoid the coordinate drift due to the non-uniqueness of the solution by choosing the coordinates with the smallest norm.
3.5 Case Study

In this section, we provide a case study on latency-aware service deployment in geographically-distributed clouds [176] to illustrate the practical use of response time information obtained by our WSP framework.
3.5.1 Latency-Aware Service Deployment

With the prevalence and benefit of cloud computing, many cloud providers like Amazon, Google and Microsoft have built large data centers in geographically distributed locations to achieve reliability and serve millions of users world-wide. For example, Amazon EC2⁴ nowadays provisions cloud services over nine geographically dispersed regions, where service providers have options to deploy their applications in data centers from Virginia, Oregon, California, Ireland, Singapore, Tokyo, Sydney, São Paulo and GovCloud. Moreover, as the ideas of InterCloud and cloud federation [60, 80] become mature, more and more geo-distributed data centers will be cooperatively utilized for the tasks of performance optimization, operational cost minimization, traffic load balancing, demand spikes accommodation, and catastrophic recovery.

Among these tasks, a key challenge faced by service providers is how to scale their applications across these geographically distributed data centers. That is how to optimize the deployment strategies to take full advantage of the geo-diversity to achieve better performance (e.g., response time) and minimize the operational cost when serving globally dispersed users. Although service management framework in a single data center has been well studied, such as auto scaling and elastic load balancing, there is an absence of efficient service deployment and management framework for geo-distributed data centers. In addition to the conventional resource constraints (e.g., resource capacity, CPU and memory requirements of virtual machines) and on-demand resource assignment of service deployment in a single data center, the dynamic pricing [148] in different data centers and non-negligible time-varying communication latencies between data centers also need to be considered when deploying applications across multiple data centers. Moreover, the dynamic service demand and geographical distribution of end users [102]

⁴http://aws.amazon.com/ec2
further increase the difficulty of this task. As a result, there is high demand for a dynamic and adaptive deployment strategy to scale cloud applications into geo-distributed clouds.

In this case study, we present a dynamic service deployment framework to cope with the deployment of online service systems across geo-distributed clouds. Online service systems are typically built on SOA, which consist of a number of dependent service components and data components. Therefore, the deployment should be aware of these dependencies, since the deployment strategy of each service will directly impact the performance (e.g., response time) of the application. To achieve so, in our framework, we focus on the data center selection problem for each service that takes service dependencies into account, which is formulated as an optimization problem. While the original model is a NP-hard problem, we tailor the genetic algorithm to solve it, which provides a good trade-off between the computational efficiency and the quality of the result.

### 3.5.2 Deployment Framework

Figure 3.6 illustrates our dynamic deployment framework, which aims to periodically optimize the deployment strategies of services while taking service dependencies into consideration. The process to deploy service-oriented applications across geo-distributed data
centers typically involves the following two phases: 1) deciding the deployment strategy for each service component, \textit{i.e.}, selecting data centers to deploy each service component; and 2) automatically deciding the number of service instances for each service running in the data center. Our framework comprises a two-level management framework to solve these problems, including a deployment manager in data center level and a local scheduler in service instance level (either physical server or virtual machine). In the high level (\textit{i.e.}, the data center level), the deployment manager is employed to analyze the service dependencies and predict the request demand to decide the number and locations of each service across data centers. In the low level (\textit{i.e.}, the service instance level), the local scheduler is used to automatically scale the service instances according to the workload assigned to this data center.

- **Deployment Manager:** The deployment manager is a key component in our framework to determine the locations of each service in the geo-distributed clouds. Generally, the service provider makes an initial deployment and then iteratively improve the deployment. Towards this end, the request logs are collected and analysed to capture the user demand, and the network latencies can be measured periodically to adapt to the network dynamics. As such, the service deployment can be optimized periodically to improve the application performance, while service dependencies are considered in addition to the network condition, cloud service prices, and other additional constraints (\textit{e.g.}, some data components are required to be placed in certain data centers for privacy concern). It is worth mentioning that there is a large body of work demonstrating the effectiveness of network coordinate systems for network performance prediction, which can also be incorporated into our framework to reduce the measurement overhead.

- **Local Scheduler:** After deploying the services into the s-
elected data centers, each local scheduler will automatically scale service instances according to the dynamic request workload and route the service requests with load balancing. For example, we can employ the auto scaling\(^5\) and elastic load balancing\(^6\) services in Amazon EC2 to implement the local scheduler. Furthermore, the request logs will be collected in each data center (e.g., with the approach proposed in [22]) to facilitate the log analysis in the deployment manager. In each local scheduler, the platform-level resource allocation can be achieved, where the resource constraints of virtual machines are considered.

For simplicity of presentation, we focus only on the deployment manager component in this case study. In other words, we address how to select the candidate data centers for deployment, whereas the local scheduler problem is well studied in the literature (e.g., [34]) as a resource allocation problem in a single data center.

### 3.5.3 Deployment Model and Algorithm

Application-level latency (i.e., response time) typically denotes the time duration starting with a user request sent out and ending with a response to the user finally received, during which multiple invocations across services are performed. Generally, it can be computed as a summation of three elements: the involved communication delays between user and data centers and also those between data centers, the involved communication delays inside data centers, and the processing time for the service request. The second element, i.e., the communication delays inside data centers, are negligible compared with the other elements, since machines in a data center are all connected by high-speed links. In addition, as the processing time of each service request is only affected by the computing capa-

\(^5\)http://aws.amazon.com/autoscaling
\(^6\)http://aws.amazon.com/elasticloadbalancing
Table 3.4: Notations of Deployment Model

<table>
<thead>
<tr>
<th>Notations</th>
<th>Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>Number of users</td>
</tr>
<tr>
<td>$M$</td>
<td>Number of service components in an application</td>
</tr>
<tr>
<td>$f_{ij}$</td>
<td>Frequency of invocations between user $i$ and service $j$</td>
</tr>
<tr>
<td>$c_{jm}^m$</td>
<td>The $m$-th datacenter deployed by service $j$</td>
</tr>
<tr>
<td>$d(i, c_{jm}^m)$</td>
<td>Latency between user $i$ and datacenter $c_{jm}^m$</td>
</tr>
<tr>
<td>$f_{jk}^i$</td>
<td>Frequency of invocations between service $j$ and service $k$ for user $i$</td>
</tr>
<tr>
<td>$C_j$</td>
<td>Deployment strategy of service $j$ (the selected data centers for service $j$)</td>
</tr>
<tr>
<td>$C$</td>
<td>The set of candidate datacenters</td>
</tr>
<tr>
<td>$K_j$</td>
<td>The number of instances of service $j$</td>
</tr>
</tbody>
</table>

Responsibility of a service instance, we assume each service instance is the same and the total processing time is constant for each application. Consequently, for simplicity, we only study the relationship between the first element and the service deployment strategy. Note that the processing time can also be easily incorporated into our following formulation.

$$
\text{min} \quad \sum_{i=1}^{N} \left( \sum_{j=1}^{M} f_{ij} \cdot \min_{c_{jm}^m \in C_j} d(i, c_{jm}^m) \right) \\
+ \sum_{j=1}^{M} \sum_{k=1}^{M} f_{jk}^i \cdot \min_{c_{jm}^m \in C_j} \min_{c_{kn}^n \in C_k} d(c_{jm}^m, c_{kn}^n) \\
\text{s.t.} \\
C_j \subseteq C, \quad \forall j = 1, 2, \ldots, M \\
|C_j| = K_j, \quad \forall j = 1, 2, \ldots, M
$$

Equation 3.12~3.14 present the constraint minimization formulation of our deployment model. In this model, the objective function aims at minimizing the total latencies of all requests including both user requests and cross-service requests. The notations in the
The intuition of our model is how to decide the deployment strategy (i.e., the number and locations of selected data centers for each service) so as to minimize the user-perceived latencies. In detail, the frequency $f_{ij}$ and $f_{jk}$ indicates the dependencies between user-service requests and cross-service requests, as we jointly consider the sum of their latencies in our objective function. $\min_{c_{jm} \in C_j} d(i, c_{jm})$ denotes the lowest network latency that user $i$ can experience when invoking service $j$. $\min_{c_{jm} \in C_j, c_{kn} \in C_k} d(c_{jm}, c_{kn})$ describes the lowest latency between dependent services $j$ and $k$ in the invocations. Moreover, the first constraint guarantees that for each service $j$ the data centers $C_j$ are selected from the whole candidate set $C$, while the second constraint ensures each service $j$ will be deployed into $K_j$ data centers. $K_j$ keeps a trade-off between the user-perceived latency and the operational cost.

We can see that such a formulation is actually an NP-hard problem, which can be reduced to a set k-cover problem [56]. In [69], a service co-deployment model based on integer programming has been proposed to optimize the deployment strategy with potential service dependencies. However, the integer programming based approach suffers from poor scalability, as its complexity grows exponentially with the number of services and candidate data centers. Next, we will show how it can be solved efficiently with a genetic algorithm (GA).

Genetic algorithm is a popular search heuristic originated from the natural genetic systems to solve optimization problems. The basic idea of GA is to survive the fittest. Generally, the genetic algorithm works with a set of genomes called a population, where each genome is a feasible solution encoded with a string of integers. And each genome is associated with a fitness value, which indicates the possibility of survival and reproduction in the next generation for each individual genome. At each generation, the population goes through a set of operations, including selection, crossover,
mutation and evaluation, to evolve to the next generation. At the beginning, individuals in the population are selected in pairs as parents to take the crossover operation for each pair. The crossover operation randomly cuts off the original genome and swaps the parts to generate offsprings. Then the offsprings are placed back into the population to replace the weaker individuals. After the crossover operation, each genome will be mutated with some probability to change the genome into a new one. Finally, the evaluation operation is performed to update the fitness value of each genome. This process is repeated until some stop criteria are met (e.g., until the best fitness value remains unchanged for a given number of generations, or the maximum number of generations has been reached).

In particular, we tailor the genetic algorithm by encoding the deployment strategy as shown in Figure 3.7. As we can see, each service $j$ consists of a set of genes with size $K_j$, which can be selected from the candidate data center set. We jointly consider all the service components in a service-oriented application as a genome, and we can get different genomes by varying the values of the genes, as the indicator of each data center. For the parents selection, we use the roulette wheel method, which selects individuals of higher fitness values with higher probability. We use the classical single-point crossover operator and real-value mutation operator.
3.5.4 Results Analysis

To evaluate our proposed deployment model, we conduct experiments based on our newly collected response-time dataset, which includes 307 geo-distributed PlanetLab nodes and 1,881 public Web services. For evaluation purpose, we simulate user requests by randomly generating the request logs from our collected response-time dataset. By default, we set $N = 1881$, $M = 10$, and $|C| = 100$. For simplicity, we set all the values of $K_j$ equally and the default setting is $K = 10$ for each $j$. A user of a service $s$ would have 5 request logs. One request of a service would involve on average 5 requests of other services. In addition, the collected latency data are used to make the simulations realistic. In our evaluation, we compare our approach to the following four heuristics for service deployment. The experimental results show that our algorithm substantially outperforms these heuristic methods.

- **Random**: In random deployment, the services are deployed randomly in $K$ data centers.

- **OneDC**: OneDC is proposed in [22], which deploys all the services in one data center with the highest performance of all the candidates. It is commonly employed by many companies
due to its simplicity, but the advantages of geo-distributed data centers are not considered.

- **AllDC:** *AllDC* simply deploys each service in every data center. It can be regarded as an extreme baseline, where the user-perceived latency is minimized with the operational cost ignored.

- **Single Deployment:** *Single Deployment* is proposed in [70], which optimizes the deployment strategy independently for each single service. Hence, it does not take service dependencies into account.

We compare the performance of different approaches with the results shown in Figure 3.8. We can observe that the OneDC heuristic performs worst, although it is widely employed due to its simplicity. AllDC can achieve the lowest average latency, yet with the highest cost by selecting all the candidate data centers. Compared with AllDC, our approach obtains competitive performance result while saving cost by about $15 \times$. The experimental results show that the end-to-end response time information is immensely useful in performing service deployment optimization.
**Impact of $|C|$**

To study the impact of $|C|$, i.e., the number of candidate data centers, we vary it from 1 to 307, and obtain the latency values. The results are shown in Figure 3.9. We can see a decreasing trend of the curve. But such reduction of latency gets smaller as the number of the candidate data centers increases. As a result, we can improve the application performance by deploying each service across multiple data centers, while the cost can be limited by using only a part of the candidate data centers. The reason is that with more candidates, our approach can find a better deployment strategy by considering service dependencies.

**Impact of $K$**

In this experiment, we vary the value of $K$ from 1 to 30, to investigate the impact of $K$ on user-perceived average latency. The experimental results are shown in Figure 3.10. We can see that the average latency decrease dramatically with the increasing of $K$ (The little fluctuation at $K = 25$ may be caused by the random initial deployment). This is because with more data centers selected for service deployment, our approach can take advantage of the geo-diversity of distributed data centers to improve the performance for the dispersed users.

### 3.6 Summary

In this chapter, we propose a network coordinate based Web service positioning framework for response time prediction, which is one of the most important QoS properties. A small set of landmarks are deployed on the Internet to monitor the response times of all available Web services and provide references to the numerous service users. By combining the advantages of network coordinate based approaches and collaborative filtering based approaches,
our WSP framework is able to make accurate predictions on user perceived response times of Web services. Experimental results obtained on our collected real-world Web service dataset show that our proposed WSP approach alleviates the data sparsity problem of existing approaches and significantly enhances the prediction accuracy. Besides, our WSP approach can also serve for users without any available historical data, such as mobile users and new users, where existing approaches are not applicable.

This work focuses on response time prediction of Web services. However, there are some other QoS attributes that also deserve for future investigations to facilitate QoS-driven optimizations of online service systems. In addition, the limitation of Euclidean network coordinate systems lies in the triangle inequality violation problem of response times. Further exploration to mitigate this issue motivates our study in next chapter.
Chapter 4

Online QoS Prediction of Web Services

With the scale and complexity of online service systems growing exponentially, it has become a significant challenge to maintain quality-of-service (QoS) guarantees. To mitigate service outage and degradation of service quality, online service systems have to become resilient against the QoS variations of their component services. Runtime service adaptation has been recognized as a key solution to achieve this goal. To aid in timely and accurate adaptation decisions, effective QoS prediction is desired to obtain the QoS values of component Web services. To achieve so, in this chapter, we focus on the study of online QoS prediction of Web services. In detail, we introduce the research problem in Section 4.1, and present the framework of QoS-driven service adaptation in Section 4.2. Then, we describe our online QoS prediction approach in Section 4.3. The evaluation results are reported in Section 4.4, and a case study is provided in Section 4.5. Finally, Section 4.6 concludes this chapter.

4.1 Problem and Motivation

Cloud computing has gained increasing prevalence in recent years for providing a promising paradigm to host and deliver various
online services over the Internet. However, as these online service applications scale up, for example, spanning across multiple geographically distributed data centers [148], a significant challenge faced by application designers is how to engineer their applications with self-adaptation capabilities in response to the constantly changing operational environments, whereby the quality of service (QoS) can be guaranteed.

Many online service systems have employed service-oriented architecture (SOA) as a mechanism for achieving self-adaptation [92], where component services are composed in a loosely-coupled way to fulfill complex application logic. For example, Amazon’s e-commerce platform is built on SOA by composing hundreds of component services hosted world-wide to deliver functionalities ranging from item recommendation to order fulfillment to fraud detection [51]. The features of SOA such as loose coupling and dynamic binding enable applications to switch component services without going offline, and thus make it particularly amenable to the introduction of service adaptation [90]. On the other hand, with the proliferation of cloud computing, many service providers begin to offer more and more services in the cloud that provide equivalent (or similar) functionalities through a well-defined interface (e.g., Web service) [147]. Such redundant services can thus be utilized for service adaptation by replacing the current working services with the corresponding candidate services in response to unexpected QoS changes (e.g., unacceptable response time). To achieve so, knowledge about QoS values of the services is required to make timely and accurate adaptation decisions, such as when to trigger an adaptation action, which working services to be replaced, and which candidate services to employ. In particular, we refer to working services as the services that are being used by a cloud application, and candidate services as the alternative services that have equivalent functionalities.

For an online service system, the working services are frequently
invoked, thus their QoS values can be collected via monitoring. In recent literature, existing QoS prediction approaches (e.g., [129, 76, 27]) for service adaptation focus mostly on monitoring (or predicting) QoS values of the working services, which can help determine when to trigger an adaptation action and which working services to be replaced. However, to the best of our knowledge, there is no work explicitly addressing the problem of QoS prediction on candidate services for service adaptation, thus making it difficult in determining which candidate services to employ for an adaptation action. It is challenging to obtain QoS values of the candidate services due to the prohibitive overhead for actively measuring a large number of candidate services at runtime. Besides, some service invocations may be charged, which further increases the cost of service invocations. Therefore, it is highly desired to employ QoS prediction approaches to accurately estimate the QoS values of candidate services without requiring direct invocations, which is exactly the goal of our work. In particular, effective QoS prediction on candidate services needs to fulfill the following requirements.

- **Online**: The changing and evolving operational environment introduces a high degree of variability and uncertainty to user-perceived service quality. For instance, due to the impact of dynamic network conditions and varying server workload, the QoS values may vary significantly during different time periods. Therefore, in order to identify high-quality candidate services for service adaptation, QoS prediction needs to be performed in an online fashion.

- **Accurate**: Ensuring the accuracy of QoS prediction is fundamental for service adaptation. Inaccurate predictions may lead to the execution of improper adaptations or missed adaptation opportunities. For example, a working service may be wrongly replaced by a low-quality service. Consequently, we need accurate QoS prediction approaches, as well as proper metrics
to evaluate the prediction accuracy.

- **Scalable**: In the dynamic cloud environment, new services with different QoS may become available, and existing services may be discontinued by their providers. Likewise, service users may often join or leave the environment. In face of the high churning rate of users and services, QoS prediction approaches need to scale well to new services and users, and perform robustly to make accurate predictions.

To achieve these goals, in this chapter, we propose a novel QoS prediction approach to estimate the QoS values of candidate services by leveraging historical QoS data collaboratively from different users. The approach is inspired from the collaborative filtering model used in recommender systems, with the insight that different users may use a common set of services and some users may observe similar QoS on the same service. However, different from the conventional matrix factorization (MF) model applied in recommender systems, our problem is more specific to the QoS prediction problem due to the aforementioned stringent requirements. As a result, we extend the conventional MF model into an online, accurate, and scalable QoS prediction approach, namely adaptive matrix factorization (AMF) [172], by employing techniques of data transformation, online learning, and adaptive weights. To evaluate our AMF approach, comprehensive experiments including accuracy comparison, efficiency analysis, and scalability analysis are conducted based on a real-world large-scale Web service QoS dataset, which consists of response time and throughput data between 142 users and 4,500 services over 64 continuous time slices (at an interval of 15 minutes). The evaluation results provide good demonstration of our approach in achieving accuracy, efficiency, and scalability. Finally, a case study is presented to illustrate the use of online QoS prediction.
4.2 Framework of QoS-Driven Service Adaptation

To build high-quality online service systems, we propose a basic framework for QoS-Driven service adaptation, as illustrated in Figure 4.1. In this framework, two modules are integrated to support QoS-Driven service adaptation.

**Execution middleware:** An service-oriented system typically comprises a workflow specified in BPEL and runs on a BPEL
engine, like Apache ODE\textsuperscript{1}. In order to support QoS-Driven service adaptation actions (e.g., replacing component services or restructuring workflows), BPEL engines can be enriched with sophisticated functionalities like QoS manager, candidate service manager, and user-specified adaptation policies. Concretely, candidate service manager discovers all available candidate services that match their needs, while QoS manager monitors the QoS values of service invocations, uploads the observed QoS data, and then obtains the related QoS prediction results through the interface of QoS prediction service. Based on the QoS prediction results, various adaptation policies (e.g., when to trigger an adaptation action and, if necessary, which candidate services to employ) can be plugged in and executed automatically without causing any downtime of the overall system.

QoS prediction service: This module is designed as a service working by collaboratively collecting the observed QoS data from different users and then providing accurate QoS prediction results for these users transparently through a standard interface. More specifically, the QoS prediction service works as follows: 1) Input handling: The observed QoS data are collected and processed as formatted stream data. The QoS database can be updated accordingly. 2) Online updating: The AMF model can be updated online by using the sequentially observed QoS data. 3) QoS prediction: The QoS prediction results by our AMF model can be provided to users on demand through the QoS prediction interface. Additionally, a service manager is desired to provide utilities like service discovery and service management of available services. Likewise, a user manager is set up to manage the joining or leaving activities of users.

The framework shows that effective QoS prediction is fundamental for successful service adaptation executions in service-based online service systems, because the performance of service adaptation is heavily influenced by the QoS prediction results. Thus, QoS prediction is the main focus of this work.

\textsuperscript{1}http://ode.apache.org
4.3 Online QoS Prediction

In the previous work, QoS prediction approaches (e.g., [129, 27]) focus primarily on QoS prediction for working services (that are being used by a cloud application) by employing techniques such as time series analysis on historical QoS data. According to the prediction results, potential SLA violations can be detected, thereby facilitating adaptation decisions such as when to trigger an adaptation action and which component services to be replaced. In contrary, our work focuses on QoS prediction for candidate services to help determine which candidate services to employ for an adaptation action.

Specifically, as with rating prediction in recommender systems, historical service invocations can produce a user-service QoS matrix with respect to each QoS attribute (e.g., response time). This QoS matrix can be collected from user side in the form of user collaboration through our framework. In this matrix, each row denotes a service user (i.e., a cloud application), each column denotes a candidate service in the cloud, and each entry denotes the QoS value observed by the a user when invoking a service. In practice, the QoS matrix is very sparse, since each user usually only invokes a handful of services. As in Figure 4.2(b), values in grey entries are observed QoS data from the user-service invocation graph in Figure 4.2(a), and the blank entries are unknown QoS values to be predicted. For example, the response time between user \( u_1 \) and service \( s_1 \) is \( 1.4s \), while the response time between user \( u_1 \) and service \( s_2 \) is unknown because \( u_1 \) has never invoked \( s_2 \).

Our goal of QoS prediction is to employ the observed QoS data to estimate the other unknown values. Formally, suppose there are \( n \) users and \( m \) services, we can obtain a sparse QoS matrix \( R \in \mathbb{R}^{n \times m} \) with respect to each QoS attribute, where \( R_{ij} \) denotes the QoS value between user \( u_i \) and service \( s_j \). As such, the QoS prediction problem can be modelled as a collaborative filtering problem that approximately reconstructs the unknown values from
4.3.1 Matrix Factorization and Its Limitations

Matrix factorization \([109]\) is a classic model to address the above collaborative filtering problem, which constrains the rank of the QoS matrix, \(i.e.,\ rank(R) = d\). The low-rank assumption is based on the fact that the entries of \(R\) are largely correlated, thereby resulting in a low effective rank in \(R\). For instance, close users may have similar network conditions, and thus experience similar QoS on the same service. Figure 4.2 illustrates an example that makes use of matrix factorization for QoS prediction. Concretely, factoring a matrix is to map both users and services into a joint latent factor space of a low dimensionality \(d\) (\(e.g.,\ d = 2\) in Figure 4.2(c)), such that values of the user-service QoS matrix can be captured as inner products of
latent factors in that space. Then the latent factors can be employed for further prediction on unknown QoS values. For example, as shown in Figure 4.2(d), the predicted response time value between user $u_1$ and $s_2$ is 0.8s.

Formally, latent user factors are denoted as $U \in \mathbb{R}^{d \times n}$ and latent service factors as $S \in \mathbb{R}^{d \times m}$, which are used to fit the QoS matrix $R$, i.e., $R \approx U^T S$. To avoid overfitting, regularization terms that penalize the norms of the solutions (i.e., $U$ and $S$) are added. Thus we aim to minimize the following loss function:

$$
\mathcal{L} = \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{m} I_{ij} (R_{ij} - U_i^T S_j)^2 + \frac{\lambda_U}{2} \|U\|_F^2 + \frac{\lambda_S}{2} \|S\|_F^2, \quad (4.1)
$$

where $I_{ij}$ acts as an indicator that equals to 1 if $R_{ij}$ is observed, and 0 otherwise (e.g., $I_{11} = 1$ and $I_{12} = 0$ in Figure 4.2(b)). $\|\cdot\|_F$ denotes the Frobenius norm [109], and $\lambda_U, \lambda_S$ are two parameters to control the extent of regularization. As introduced in Chapter 2, gradient descent [109] is usually employed to derive the solutions $U$ and $S$, by iterating in the following form until convergence:

$$
U_i \leftarrow U_i - \eta \frac{\partial \mathcal{L}}{\partial U_i}, \quad S_j \leftarrow S_j - \eta \frac{\partial \mathcal{L}}{\partial S_j}, \quad (4.2)
$$

where $\eta$ is the learning rate controlling how much change to make at each iteration. After obtaining the latent factors $U$ and $S$, the unknown QoS values can then be predicted by their corresponding inner products: $\hat{R}_{ij} = U_i^T S_j$, where $I_{i,j} = 0$.

Although this conventional matrix factorization model performs well for rating prediction problem in recommender systems, it is insufficient to address our QoS prediction problem for service adaptation, due to the following limitations:

- **Limitation 1**: Due to our observation on a real-world QoS dataset, we find that different from the coherent value range of ratings (e.g., 1~5) in recommender systems, the QoS values...
vary widely (e.g., 0~20s for response time and 0~7000kbps for throughput). Moreover, the distributions of QoS data are highly skewed with large variances (as shown in Figure 4.6(a)) compared with the rating distribution, which mismatches with the probabilistic assumption for matrix factorization [109]. Consequently, directly applying the original MF model to QoS data may significantly degrade its prediction accuracy.

- **Limitation 2**: Our QoS prediction problem differs from recommender systems mainly in that QoS values are time-varying while rating values keep unchanged once being rated. In other words, existing QoS values will be continuously updated with newly observed values, or become expired after a time period without updating. However, conventional MF model primarily works offline on collected data. Therefore, to adapt to a newly observed QoS value, the MF model has to be entirely retrained, which will incur large computation overhead and make it infeasible to be performed online.

- **Limitation 3**: Due to the dynamic nature of cloud environment, both users and services may continuously join or leave the environment (i.e., churn occurs). However, the MF model focuses on the user-service QoS matrix with a fixed size (w.r.t. users and services), thus is not easily scalable to handle new users and new services without retraining the whole model.

### 4.3.2 Adaptive Matrix Factorization

To address the above limitations, we propose our new QoS prediction approach, adaptive matrix factorization (AMF), which aims to be online, accurate, and scalable. To achieve this goal, our AMF approach integrates three techniques: data transformation, online learning, and adaptive weights.
1) Data Transformation

To address **Limitation 1** (i.e., skewed QoS value distributions), we apply a classic data transformation method, *Box-Cox transformation* [108], to QoS data. This technique is used to stabilize data variance and make the data more normal distribution-like in order to fit the matrix factorization assumption. The transformation is rank-preserving and performed by using a continuous power function defined as follows:

$$\text{boxcox}(x) = \begin{cases} \frac{(x^\alpha - 1)}{\alpha} & \text{if } \alpha \neq 0, \\ \log(x) & \text{if } \alpha = 0, \end{cases}$$

(4.3)

where the parameter $\alpha$ controls the extent of the transformation. For simplicity, we denote $\tilde{R}_{ij} = \text{boxcox}(R_{ij})$. Note that $\tilde{R}_{max} = \text{boxcox}(R_{max})$ and $\tilde{R}_{min} = \text{boxcox}(R_{min})$ due to its monotonously non-decreasing property of Box-Cox transformation. $R_{max}, R_{min}$ are the maximal and minimal QoS values respectively, which can be specified by users (e.g., $R_{max} = 20s$ and $R_{min} = 0$ for response time in our experiments). Similarly, $\tilde{R}_{max}$ and $\tilde{R}_{min}$ are the maximal and minimal values after data transformation. Then we map the data into the range $[0, 1]$ by linear normalization,

$$r_{ij} = (\tilde{R}_{ij} - \tilde{R}_{min})/(\tilde{R}_{max} - \tilde{R}_{min}).$$

(4.4)

Especially, when $\alpha = 1$, the data transformation is relaxed to a linear normalization, where the effect of Box-Cox transformation is masked.

To fit the normalized QoS data $r_{ij}$, we employ the sigmoid function $g(x) = 1/(1 + e^{-x})$ to map the value $U_i^T S_j$ into the range of $[0, 1]$, as described in [109]. Therefore, the loss function in Equation 4.1 can be transferred to:

$$\mathcal{L} = \frac{1}{2} \sum_{i=1}^n \sum_{j=1}^m I_{ij} (r_{ij} - g_{ij})^2 + \frac{\lambda_U}{2} \|U\|_F^2 + \frac{\lambda_S}{2} \|S\|_F^2,$$

(4.5)
where $g_{ij}$ denotes $g(U_i^T S_j)$ for simplicity.

However, conventional matrix factorization model minimizes the sum of squared errors and employs the absolute error metrics (e.g., MAE as defined in Section 4.4.2) to evaluate the prediction results. In practice, absolute error metrics are not suitable for evaluation of QoS prediction due to the large value range of QoS values. For instance, given two services with QoS values $s_1 = 1$ and $s_2 = 100$, the corresponding thresholds for adaptation action are set to $s_1 > 5$ and $s_2 < 90$. Suppose there are two sets of prediction results: (a) $s_1 = 8$ and $s_2 = 99$, (b) $s_1 = 0.9$ and $s_2 = 92$, we would choose (a) with smaller MAE if using the MAE metric. However, prediction (a) will cause a wrong adaptation action due to $s_1 > 5$, while prediction (b) is more reasonable. Consequently, we propose to employ relative error to evaluate the prediction results, where the corresponding loss function is derived as follows:

$$L = \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{m} I_{ij} \left( \frac{r_{ij} - g_{ij}}{r_{ij}} \right)^2 + \lambda_u \frac{\|U\|_F^2}{2} + \lambda_s \frac{\|S\|_F^2}{2}, \quad (4.6)$$

2) Online Learning

To address Limitation 2 (i.e., time-varying QoS values), online learning algorithms are required to keep continuous and incremental updating using the sequentially observed QoS data. For this purpose, we employ a classic online learning algorithm, stochastic gradient descent (SGD) [117] to train our AMF model. For each QoS value observed by user $u_i$ for invoking service $s_j$, we have the following pairwise loss function:

$$\ell(U_i, S_j) = \frac{1}{2} \left( \frac{r_{ij} - g_{ij}}{r_{ij}} \right)^2 + \lambda_u \frac{\|U_i\|_2^2}{2} + \lambda_s \frac{\|S_j\|_2^2}{2}, \quad (4.7)$$

such that $L = \sum_{i=1}^{n} \sum_{j=1}^{m} I_{ij} \ell(U_i, S_j)$. $\|\cdot\|_2$ denotes the Euclidean norm.
Instead of directly minimizing $\mathcal{L}$, SGD relaxes to minimize the pairwise loss function $\ell(U_i, S_j)$. By replacing $\mathcal{L}$ with $\ell$ in Equation 4.2, we can derive the following update equations regarding each data sample $(u_i, s_j, R_{ij})$:

$$U_i \leftarrow U_i - \eta \left( (g_{ij} - r_{ij})g_{ij}'S_j/r_{ij}^2 + \lambda_u U_i \right), \quad (4.8)$$
$$S_j \leftarrow S_j - \eta \left( (g_{ij} - r_{ij})g_{ij}'U_i/r_{ij}^2 + \lambda_s S_j \right), \quad (4.9)$$

where $g_{ij}'$ denotes $g'(U_i^T S_j)$, and $g'(x) = e^x/(e^x + 1)^2$ is the derivative of $g(x)$. $\eta$ is the learning rate.

As illustrated in Figure 4.3(a)(b), every time when a new data sample is observed, online updating can be performed on its corresponding factors using Equation 4.8 and 4.9. In other words, at each iteration, user $u_i$ can take a small change on feature vector $U_i$ and service $s_j$ can have a small change on feature vector $S_j$, given a newly observed data sample $(u_i, s_j, R_{ij})$ after user $u_i$ invoke service $s_j$. 
3) Adaptive Weights

To address Limitation 3 (i.e., scalability on new users and services), we make use of the above online learning algorithm, which can update the feature vectors incrementally without retraining the whole model. However, the above online learning algorithm may not perform well under the high churning rate of users and services (i.e., continuously joining or leaving the environment). The convergence is controlled by the learning rate $\eta$, but a fixed $\eta$ will lead to problems for new users and services. For example, for a new user $u_1$, if its feature vector $U_1$ is at its initial position, larger $\eta$ is needed to help it move quickly to its correct position. But for an existing service $s_2$ that user $u_1$ invokes, its feature vector $S_2$ may have already been converged. Adjusting the feature vector ($S_2$) of service $s_2$ according to the user $u_1$ is likely to increase prediction error rather than to decrease it, since user $u_1$ itself has large prediction error with its initial feature vector ($U_1$) not converged. Thus, our approach, if performed online, need to be robust towards the churning of users and services.

To achieve this goal, we propose to employ adaptive weights in our AMF model. Although the weighted matrix factorization has also been studied in [119], our approach differs from it in that we use adaptive weights instead of fixed weights in the iteration process. Specifically, we design an adaptive weight to control the step size at each iteration, depending on the accuracy achieved by the corresponding user or service. The goal is to mitigate the impact of new users or services that have high errors with their feature vectors not converged. Intuitively, an accurate user should not move much according to an inaccurate service while an inaccurate user need to move a lot with respect to an accurate service, and vice versa. For example, if service $s_1$ has an inaccuracy of 10% and service $s_2$ with inaccuracy 1%, when a user invokes both $s_1$ and $s_2$, it should move less for its feature vector to service $s_1$ compared with service
As a result, we have two weights $w_{ui}$ and $w_{sj}$ for user $u_i$ and service $s_j$ respectively. Then we derive the following loss functions corresponding to $U_i$ and $S_j$:

$$\ell_w(U_i) = \frac{1}{2} w_{ui}(\frac{r_{ij} - g_{ij}}{r_{ij}})^2 + \frac{\lambda_u}{2} \| U_i \|^2_2,$$  \hspace{1cm} (4.10)

$$\ell_w(S_j) = \frac{1}{2} w_{sj}(\frac{r_{ij} - g_{ij}}{r_{ij}})^2 + \frac{\lambda_s}{2} \| S_j \|^2_2,$$  \hspace{1cm} (4.11)

where $w_{ui} + w_{sj} = 1$, such that $\ell(U_i, S_j) = \ell_w(U_i) + \ell_w(S_j)$.

We denote the average error of user $u_i$ as $e_{ui}$ and the average error of service $s_j$ as $e_{sj}$. Then we compute the weights $w_{ui}, w_{sj}$ to control the credence between each other, as follows:

$$w_{ui} = \frac{e_{ui}}{(e_{ui} + e_{sj})}, \quad w_{sj} = \frac{e_{sj}}{(e_{ui} + e_{sj})}. \hspace{1cm} (4.12)$$

To update $e_{ui}, e_{sj}$, we compute the exponential moving average [10] at each iteration, which is a weighted average with more weight (controlling by $\beta$) given to the latest data.

$$e_{ui} = \beta w_{ui} e_{ij} + (1 - \beta w_{ui}) e_{ui}, \hspace{1cm} (4.13)$$

$$e_{sj} = \beta w_{sj} e_{ij} + (1 - \beta w_{sj}) e_{sj}, \hspace{1cm} (4.14)$$

where $e_{ij}$ denotes the relative error between $g_{ij}$ and $r_{ij}$:

$$e_{ij} = \frac{|r_{ij} - g_{ij}|}{r_{ij}}. \hspace{1cm} (4.15)$$

We also find that similar weights have been used for controlling the credence of node in network coordinate system [50], but our approach is the first to incorporate such weights into matrix factorization. After obtaining the updated weights $w_{ui}$ and $w_{sj}$ at each iteration, we can derive the following updating equations by computing the gradients in Equation 4.10 and 4.11:

$$U_i \leftarrow U_i - \eta w_{ui} ((g_{ij} - r_{ij}) g_{ij}' S_j / r_{ij}^2 + \lambda_u U_i), \hspace{1cm} (4.16)$$

$$S_j \leftarrow S_j - \eta w_{sj} ((g_{ij} - r_{ij}) g_{ij}' U_i / r_{ij}^2 + \lambda_s S_j), \hspace{1cm} (4.17)$$
With $U_i$ and $S_j$, we can predict the unknown QoS value $R_{ij}$ (where $I_{ij} = 0$) for the service invocation between user $u_i$ and service $s_j$. Finally, a backward data transformation of $g(U_i^T S_j)$ is required, which can be computed according to the inverse functions for Equation 4.3 and 4.4.

4) AMF Algorithm

After analyzing the ingredients of our AMF model, we can have a big picture of the algorithm. Figure 4.3 presents an illustrative example for QoS prediction by using AMF. Different with MF in Figure 4.2, our AMF approach collects each observed QoS value in a stream way (Figure 4.3(a)(b)), and keeps online updating accordingly (Figure 4.3(c)). Then the current QoS value can be predicted using the updated model (Figure 4.3(d)). The pseudo code of our online updating algorithm for AMF is provided in Algorithm 3. Specifically, at each iteration, the newly observed QoS data are collected to update the model (Line 2 $\sim$ 9), or else existing data are randomly selected for model updating (Line 11 $\sim$ 15) until convergence. Especially, the online updating operations are defined as a function $\text{OnlineUpdate} (t_{ij}, u_i, s_j, R_{ij})$ given a data sample $(t_{ij}, u_i, s_j, R_{ij})$, according to the steps described in 1) $\sim$ 3).

Note that for a newly observed data sample, we first check whether the corresponding user or service is new, so that we can add it to our model (Line 5 $\sim$ 7) and keep updating its feature vector using more observed data on this user or service (Line 8 $\sim$ 9). As such, our model can scale to new users and services without retraining the whole model. Another important point is that we check whether an existing QoS value has become expired (Line 12), and if so, discard this value (i.e., in Line 15, set $I_{ij} = 0$). In our experiment, for example, we set the expiration time interval to 15 minutes.
Algorithm 3: Adaptive Matrix Factorization Algorithm

**Input**: Sequentially observed QoS data samples: \((t_{ij}, u_i, s_j, R_{ij})\), and all the model parameters.

**Output**: QoS prediction results: \(\hat{R}_{ij} \leftarrow (U_i, S_j)\), where \(I_{ij} = 0\).

1. repeat /* Continuous and incremental updating */
   2. Collect newly observed QoS data;
   3. if receive a new data sample \((t_{ij}, u_i, s_j, R_{ij})\) then
      4. \(I_{ij} \leftarrow 1;\)
      5. if \(u_i\) is a new user or \(s_j\) is a new service then
         6. Randomly initialize \(U_i \in \mathbb{R}^d\), or \(S_j \in \mathbb{R}^d;\)
         7. Initialize \(e_{u_i} \leftarrow 1,\) or \(e_{s_j} \leftarrow 1;\)
         8. Update \(t_{ij}, R_{ij}\) corresponding to \(u_i, s_j;\)
         9. OnlineUpdate\((t_{ij}, u_i, s_j, R_{ij});\)
      else
         10. Randomly pick an existing data sample \((t_{ij}, u_i, s_j, R_{ij});\)
         11. if \(t_{\text{now}} - t_{ij} < \text{TimeInterval}\) then
             12. OnlineUpdate\((t_{ij}, u_i, s_j, R_{ij};\)
         else
            13. Existing data sample is obsolete: set \(I_{ij} \leftarrow 0;\)
         end if
         14. if converged then
             15. Wait until observing new QoS data;
         end if
         16. until forever;
   end if

19. OnlineUpdate\((t_{ij}, u_i, s_j, R_{ij});\) /* Function */
20. Normalize \(R_{ij}\) by Equation 4.3 and 4.4: \(r_{ij} \leftarrow R_{ij};\)
21. Update \(w_{u_i}, w_{s_j}\) by Equation 4.12: \(w_{u_i} \leftarrow (e_{u_i}, e_{s_j}), w_{s_j} \leftarrow (e_{u_i}, e_{s_j});\)
22. Compute \(e_{ij}\) by Equation 4.15: \(e_{ij} \leftarrow (r_{ij}, g_{ij});\)
23. Update \(e_{u_i}, e_{s_j}\) by Equation 4.13 and 4.14:
   \(e_{u_i} \leftarrow (w_{u_i}, e_{ij}, e_{u_i}), e_{s_j} \leftarrow (w_{s_j}, e_{ij}, e_{s_j});\)
24. Update \(U_i, S_j\) simultaneously by Equation 4.16 and 4.17;

4.4 Evaluation

In this section, we conduct a set of experiments based on a real-world Web service QoS dataset to evaluate our AMF approach from various aspects, including accuracy comparison, impact of parameters, efficiency analysis, and scalability analysis. All the
experiments were conducted on a machine with a 3.2 GHz Intel CPU and 4 GB RAM, running Win7. For ease of reproducing or applying our approach to future research, we publicly release our source code and dataset on our project page\(^2\).

### 4.4.1 Data Description

In our experiments, we focus primarily on two QoS attributes: response time (RT) and throughput (TP). Response time stands for the time duration between user sending out a request and receiving a response, while throughput denotes the data transmission rate (e.g., kbps) of a user invoking a service.

The data used in our experiment are extracted from a real-world Web service QoS dataset [152], including both response time and throughput values. These QoS values are collected by 142 users invoking 4,500 Web services for 64 consecutive time slices, at an interval of 15 minutes. The users are 142 machines (PlanetLab nodes) located in 22 countries, and the services are 4,500 publicly available real-world Web services from 57 countries [152]. Figure 4.4 provides some basic statistics of our dataset. For example, the range of response time is 0\(\sim\)20s, and the throughput ranges 0\(\sim\)7000kbps. Furthermore, we plot the data distributions of response time and throughput in Figure 4.6(a). For better visualization, we cut off the response time beyond 10s and the throughput more than 150kbps. It is shown that the data distributions are highly skewed. In contrast, as shown in Figure 4.6(b), we obtain more normal data distributions through our data transformation in Section 4.3.2.

In addition, we investigate the singular values of the data matrices of response time and throughput between users and services. The singular values are computed by a singular value decomposition (SVD) [17] and then normalized so that the largest singular value is equal to 1, as illustrated in Figure 4.5. We can observe that except

\(^2\)http://wsdream.github.io/AMF
the first few largest singular values, most of them are close to 0. This observation indicates that both data matrices are approximately low-rank, which conforms to the low-rank assumption of matrix factorization. In our experiment, we set rank $d = 10$ (i.e., the dimensionality of $U_i, S_j$).

### 4.4.2 Evaluation Metrics

We evaluate the prediction accuracy of our proposed approach in comparison with other existing approaches by using the following
metrics.

- **MAE** (Mean Absolute Error). MAE is widely employed to measure the average prediction accuracy in recommender systems, defined as follows:

\[
MAE = \frac{\sum_{I_{ij}=0} |\hat{R}_{ij} - R_{ij}|}{N},
\]

(4.18)

where \( R_{ij} \) is the measured value and \( \hat{R}_{ij} \) is the corresponding predicted value. \( N \) is the number of samples that satisfy \( I_{ij} = 0 \).

- **MRE** (Median Relative Error). MRE takes the median value of all the pairwise relative errors:

\[
MRE = \text{median}_{I_{ij}=0} \left| \frac{\hat{R}_{ij} - R_{ij}}{R_{ij}} \right|.
\]

(4.19)

- **NPRE** (Ninety-Percentile Relative Error). NPRE takes the 90th percentile of all the pairwise relative errors.

Due to the large variance of QoS values, in this work, we focus more on relative error metrics, i.e., MRE and NPRE, which are more appropriate for QoS prediction evaluation. Many papers report on MAE, so it is also included for comparison purpose. Nevertheless, our optimization efforts are not focused on MAE.

### 4.4.3 Accuracy Comparison

In order to evaluate the prediction accuracy, we compare our AMF approach with the following approaches that have been introduced for QoS prediction [162, 164]. It is worth noting that although these approaches are included for comparison purpose, they cannot be directly used for runtime service adaptation in practice, due to the aforementioned limitations.
• **UPCC**: This is a user-based collaborative filtering approach [162] that employs the similarity between users to predict the QoS values.

• **IPCC**: This is an item-based collaborative filtering approach [162] that employs the similarity between services to predict the QoS values.

• **UIPCC**: This is a hybrid approach proposed in [162], by combing both UPCC and IPCC approaches to make full use of the similarity between users and the similarity between services for QoS prediction.

• **PMF**: This is a widely-used implementation of matrix factorization model [109], which we have introduced in Section 4.3.1.

As we mentioned before, the available QoS data matrix is sparse in practice, because each user typically only uses a small number of candidate services out of all of them. To simulate the sparse situation, we randomly remove entries from the data matrix at each time slice so that each user only keeps a few available historical values. In this way, we vary the matrix density from 10% to 50% at a step increase of 10%. Matrix density = 10%, for example, indicates that each user invokes 10% (i.e. about 450) of the services, and each service is invoked by 10% (i.e. about 14) of the users. For AMF approach, the preserved data entries are randomized as a QoS data stream for training. Then the removed entries are used as the testing data to evaluate the prediction accuracy. In the sequel, for simplicity, we set \( \lambda_u = \lambda_s = \lambda \) for AMF. Specifically, in this experiment, we set \( d = 10, \lambda = 0.001, \beta = 0.3, \eta = 0.8, \alpha = -0.007 \) for RT, and \( \alpha = -0.05 \) for TP. Note that the parameters of the other approaches are also optimized accordingly to achieve their optimal accuracy.

At each time slice, each approach is performed 20 times for each matrix density (with different random seeds). Then the average
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### Table 4.1: Prediction Accuracy w.r.t. MAE

<table>
<thead>
<tr>
<th>QoS</th>
<th>Approach</th>
<th>Matrix Density</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>10%</td>
</tr>
<tr>
<td>RT</td>
<td>UPCC</td>
<td>0.8500</td>
</tr>
<tr>
<td></td>
<td>IPCC</td>
<td>0.9460</td>
</tr>
<tr>
<td></td>
<td>UIPCC</td>
<td>0.8482</td>
</tr>
<tr>
<td></td>
<td>PMF</td>
<td>0.8332</td>
</tr>
<tr>
<td></td>
<td>AMF</td>
<td><strong>0.7288</strong></td>
</tr>
<tr>
<td></td>
<td>Improve. (%)</td>
<td>12.5%</td>
</tr>
<tr>
<td>TP</td>
<td>UPCC</td>
<td>9.5011</td>
</tr>
<tr>
<td></td>
<td>IPCC</td>
<td>9.6634</td>
</tr>
<tr>
<td></td>
<td>UIPCC</td>
<td>9.3104</td>
</tr>
<tr>
<td></td>
<td>PMF</td>
<td>6.0431</td>
</tr>
<tr>
<td></td>
<td>AMF</td>
<td><strong>5.5427</strong></td>
</tr>
<tr>
<td></td>
<td>Improve. (%)</td>
<td>8.3%</td>
</tr>
</tbody>
</table>

### Table 4.2: Prediction Accuracy w.r.t. MRE

<table>
<thead>
<tr>
<th>QoS</th>
<th>Approach</th>
<th>Matrix Density</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>10%</td>
</tr>
<tr>
<td>RT</td>
<td>UPCC</td>
<td>0.6484</td>
</tr>
<tr>
<td></td>
<td>IPCC</td>
<td>0.7761</td>
</tr>
<tr>
<td></td>
<td>UIPCC</td>
<td>0.6431</td>
</tr>
<tr>
<td></td>
<td>PMF</td>
<td>0.5283</td>
</tr>
<tr>
<td></td>
<td>AMF</td>
<td><strong>0.3096</strong></td>
</tr>
<tr>
<td></td>
<td>Improve. (%)</td>
<td>41.4%</td>
</tr>
<tr>
<td>TP</td>
<td>UPCC</td>
<td>1.6503</td>
</tr>
<tr>
<td></td>
<td>IPCC</td>
<td>0.7859</td>
</tr>
<tr>
<td></td>
<td>UIPCC</td>
<td>1.4363</td>
</tr>
<tr>
<td></td>
<td>PMF</td>
<td>0.4699</td>
</tr>
<tr>
<td></td>
<td>AMF</td>
<td><strong>0.3551</strong></td>
</tr>
<tr>
<td></td>
<td>Improve. (%)</td>
<td>24.4%</td>
</tr>
</tbody>
</table>

Values over all the time slices (i.e., 20 × 64 times) are reported. Table 4.1～4.3 provides the comparison results over three metrics, but we focus more on relative error metrics, i.e., MRE and NPRE. As we can observe, our AMF approach significantly outperforms the other approaches over MRE and NPRE, while still achieving comparable (or best) results on MAE. The accuracy improvements of our
AMF approach (marked in bold) against the best of other existing approaches (marked with underline) are shown in each table. Concretely, for response time (RT) data, AMF achieves 41.4%~47.2% improvement on MRE and 65.5%~74.4% improvement on NPRE at different matrix densities. Similarly, for throughput (TP) data, AMF has 24.4%~29.3% MRE improvement and 37.9%~62.4% NPRE improvement. Note that all improvements are computed as the percentage of how much AMF outperforms the other most competitive approach. We also find that although UIPCC achieves higher accuracy over MAE than UPCC and IPCC as reported in [162], and PMF achieves better performance compared with the first three approaches as reported in [164], all these approaches have large errors over MRE and NPRE. Thus, only minimizing the absolute error may lead to large relative error, which is not suitable for QoS prediction problem.

To further analyze the benefit of our AMF approach, we plot the distributions of prediction errors in Figure 4.7. We can observe that AMF achieves denser distribution around the center 0, while UIPCC and PMF have flat error distributions, which indicates the
4.4.4 Impact of Data Transformation

The impact of data transformation on data distributions has been illustrated in Figure 4.6. To further evaluate the impact of data transformation on prediction accuracy, we compare the prediction accuracy among three approaches, including PMF, AMF(\(\alpha = 1\)), and AMF. In AMF(\(\alpha = 1\)), \(\alpha = 1\) indicates that the data

better performance of AMF.
transformation is relaxed to a linear normalization procedure, since the effect of the function $\text{boxcox}(x)$ is masked. In contrast, AMF is our approach with a well-tuned $\alpha$ (e.g., $\alpha = -0.007$ for response time and $\alpha = -0.05$ for throughput). In this experiment, we also vary the matrix density and then compute the corresponding MRE values. The results are illustrated in Figure 4.8. We can observe that the data transformation method has a significant impact on improving prediction accuracy over MRE. Especially, the PMF approach aggressively minimizes the absolute error, resulting in large MRE as shown in Figure 4.8. Besides, AMF improves a lot in MRE compared with AMF($\alpha = 1$) due to the effect of Box-Cox transformation on QoS data distributions.

### 4.4.5 Impact of Matrix Density

To present a comprehensive evaluation on the impact of the matrix density, we vary the matrix density from 5% to 50% at a step increase of 5%. Besides, we set the other parameters as in Section 4.4.3. Figure 4.9 illustrates the evaluation results. We can observe that as the matrix density increases, better prediction accuracy can be achieved. In particular, the error decreases dramatically with
the increase of matrix density, when the QoS matrix is excessively sparse (e.g., matrix density = 5%). It shows that the model can fall into the overfitting problem due to data sparsity. With more data collected, the overfitting problem can be alleviated, thus further improving QoS prediction accuracy.

### 4.4.6 Efficiency Analysis

To evaluate the efficiency of our approach, we compare the convergence time of AMF with two other approaches, UIPCC and PMF. As we can see in Figure 4.10, despite the long convergence time for the first time slice, our AMF approach becomes quite fast in the following time slices because AMF incrementally updates the model by online learning using sequentially observed data samples. Note that AMF has a long booting time because it needs a large number of iterations for convergence from randomly initialized values. After initial convergence, the online updating on converged values is fast. In contrast, UIPCC and PMF are more computationally expensive, since they need to re-train the whole model at each time slice, which incurs high computational overhead compared to our online algorithm. Thus, they are more appropriate for one-time training as
4.4.7 Scalability Analysis

To analyze the scalability of our AMF model on new users and services, we evaluate the prediction accuracy on these new users and services, as well as the robustness of the prediction results. For this purpose, we simulate the new users and services from our dataset. Specifically, we randomly select 80% of users and services from our dataset at time slice 1 as existing users and services, and then train the AMF model using their data. After the model converges, we add the remaining 20% of users and services into the model at time $t = 400s$. Ideally, by using our algorithm 1, AMF can scale well to the new users and services, and perform robustly by keeping updating the feature vectors of existing users and services with small weights, and the feature vectors of new users and services with large weights. Figure 4.11 presents the results, where we can see that the MRE for the new users and services rapidly decreases after their joining. However, the MRE for existing users and services still keep stable, which indicates the robustness of our model under the churning of users and services. Therefore, our AMF approach shows good scalability on new users and services.
4.5 Case Study

In this section, we present a case study of dynamic request routing for online service systems [175], which demonstrates the practical use of our online QoS prediction approach.

4.5.1 Dynamic Request Routing

Modern online service systems are typically large-scale and complex in system structures. Each service request encompasses a large number of interactions between component services, in some cases across hundreds of machines. Figure 4.12 depicts an example, taken from [51], of a page request to one of the e-commerce sites in Amazon. To generate the dynamic Web content, each request typically requires the page rendering components to invoke other aggregator components, which in turn query some other data store components to construct a composite response. These components are dependent between each other, and thus it is common to have a large call graph for an online service system [51]. To ensure that the page rendering engine can provide fluid response for maintaining seamless page delivery, the call chain between components must
have consistently low latency. As the system scale up, the com-
ponents in an online service system have to be deployed across mul-
tiple geographically distributed data centers (e.g., [148, 24, 176]),
in order to locate resources closer to end-users. However, such
geographical distribution can bring significant latency variations to
the interactions between components. To build responsive online
services, it is desired to leverage existing redundancy to tolerate
latency variability.

To clarify our motivation in detail, we illustrate a prototype
of dynamic request routing in Figure 4.13. As shown in the
figure, a critical invocation path is given to define the invocation
dependencies between a set of tasks \((S_1, S_2, S_3)\), where each task can
be completed by a corresponding cloud component. A critical path is
typically the invocation path that determines the whole application
latency, and can be identified from the application logic manually
by engineers or using some automatic detection techniques. For
simplicity, we do not elaborate how to construct a critical path here.
For each component, there are usually many redundant instances deployed in the cloud, which may be across multiple data centers. To improve the user experience when serving globally-distributed users, both application frontend servers and cloud components are placed at multiple geographically distributed locations to make the resources closer to end users. End users from different regions are usually directed to the closest application frontend server when sending an application request. Given a stream of application requests from different end users, our objective is to minimize the user-perceived application latency and tolerate the latency variability by performing dynamic request routing for each specific request from each frontend server. For example, the invocation paths, depicted in arrows with different colors, illustrate different request routing strategies while minimizing the length of each path.

In this case study, we present the use of dynamic request routing framework (namely DR\(^2\)) to achieve runtime adaptation of service invocations. The basic idea of DR\(^2\) is to make dynamic selection among available redundant component when routing a traffic of application requests from different end-users. In this way, although the latencies between cloud components present high variability, we aim at minimizing the application latency of the whole call graph for each request, thus tolerating the low-level component-component latency variability.

### 4.5.2 DR\(^2\) Architecture

In order to build seamlessly responsive online services, we propose a dynamic request routing framework by taking advantage of the redundant components to tolerate the latency variability. Our framework is adaptive, user-centric and scalable, which addresses all the challenges mentioned above.

The framework is illustrated in Figure 4.14, which includes the following two phases:
1) **Online Latency Prediction**: In order to make dynamic request routing, the precondition is to obtain real-time latency data between components. To overcome the overhead of active measurement, we resort to online latency prediction. First, request logs are collected to passively obtain the historical latency data. Then a matrix factorization model is trained using newly updated historical data in an online machine. That is, we assign each user or component a virtual coordinate, and incrementally update the corresponding coordinate through an online learning algorithm by using each data sample. In this way, our approach can adapt to the changes over time. The updated virtual coordinates can then be used to predict the latency.

2) **Adaptive Component Selection**: Given a critical invocation path, performing dynamic request routing is to make adaptive component selection for each task. First, we build an invocation graph of
available candidate components using the predicted pairwise latencies. Then, we propose an efficient shortest path to find the optimal component selection strategy for each user, which takes advantage of the graph characteristics (e.g., DAG). Our algorithm works on a virtual graph which is transformed from the original invocation graph, thus reducing much overhead for multiple-user scenarios. The component selection needs to be performed periodically to adapt to the changing latency, and the results are stored in the database as request routing strategies.

When receiving an application request, the end user will be directed to one of the frontend server, and then a request routing strategy can be obtained by querying the database. After completing the request, the historical data of component invocations can be collected to update the matrix factorization model again.

### 4.5.3 DR² Approach

Given a critical invocation path, we can construct an invocation graph based on the redundant components for each task. Figure 4.15(a) illustrate an invocation graph example of the critical path in Figure 4.13. Notice that the number of redundant components for
Algorithm 4: Adaptive Component Selection

Input: Critical Path, Virtual coordinates: $U_i, S_j, V_k$

Output: Component selection strategy

1. Construct the virtual graph VG based on the critical path;
2. Topologically sort VG to VG_list;
3. foreach node $v$ in VG_list do /* Initialization */
4. if $v \in \text{user}$ then
5. \hspace{1em} v.out $\leftarrow U_i$; v.in $\leftarrow$ none;
6. else v.out $\leftarrow V_k$; v.in $\leftarrow S_j$;
7. if $v$ is in the last level of the critical path then
8. \hspace{1em} v.latency $\leftarrow$ 0;
9. else v.latency $\leftarrow$ inf;
10. v.parent $\leftarrow$ none;
11. foreach node $v$ in VG_list do
12. \hspace{1em} foreach node $w$ in adjacency of $v$ do
13. \hspace{2em} if $w$.latency $\lg v$.latency + w.out$^*v$.in then
14. \hspace{3em} w.latency $\leftarrow v$.latency + w.out$^*v$.in;
15. \hspace{3em} w.parent $\leftarrow v$;
16. foreach node $v \in \text{user}$ do /* Output the selection strategy */
17. \hspace{1em} v.path
18. \hspace{2em} add v.parent to v.path;

Each task may be different.

To tolerate the high latency variability and improve the user experience, it is vital to make optimal component selection to minimize the application latency in each time slice and periodically re-optimize the selection strategy. The problem is to find the shortest path in an invocation graph from the user to the last level of components of the critical path. As the shortest path experiences the minimal latency, the components in the shortest path are the optimal request routing strategy.

Conventionally, for example in service computing, only one user is considered for each service composition [28]. However, with the prevalence of cloud computing, the application frontend servers are usually deployed across many locations to serve end users around
the world. Hence, there are many users in the invocation graph. The approaches in the literature do not suffice to deal with this problem efficiently, since they make component selection for each user independently. In this way, the complexity will be \( n \) times as a single run for one user, which is quite inefficient.

To address this problem, we propose an efficient algorithm, which makes the component selection collaboratively for all users by taking full advantage of the structure of invocation graph. To avoid finding the shortest path from each user, we construct a virtual graph based on the original invocation graph, as shown in Figure 4.15(b). In the virtual graph, we reverse the edge direction while keeping the original weight. Then a virtual node is added as the source node, thus we can employ the single-source shortest path algorithm. The objective is to find the shortest path from the virtual node to all the user nodes. In this way, we can collaboratively find all the needed shortest paths, which only needs one-time updating.

The detailed algorithm is shown in Algorithm 4. Our algorithm takes advantage of the property that the virtual graph is a directed acyclic graph (DAG), where linear-time shortest path algorithm exists [124].

### 4.5.4 Results Analysis

In our experiment, we use three datasets: two real-world latency datasets and one synthetic dataset.

- **Dataset1**: This dataset collected in [175] contains a \( 1350 \times 460 \) user-to-component latency matrix and a \( 460 \times 460 \) component-to-component latency matrix.

- **Dataset2**: This dataset is extracted from a time-aware Web service QoS dataset [152], which contains the latency data from 4,532 users and 142 components for 64 time slices.
Table 4.4: Performance Comparison

<table>
<thead>
<tr>
<th>Approach</th>
<th>Density = 10%</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10%</td>
</tr>
<tr>
<td>Greedy-M</td>
<td>0.888 0.613 0.517 0.506 0.496 0.656</td>
</tr>
<tr>
<td>DR²</td>
<td>0.412 0.269 0.163 0.129 0.089 0</td>
</tr>
</tbody>
</table>

- **Dataset3**: The first two datasets are used to evaluate the accuracy of DR². However, the scale of components is small. To evaluate the efficiency of our approach on different scales, we also randomly generate a latency dataset.

**Performance Comparison of Component Selection**

To evaluate the performance of component selection, we compare our method with some other approaches in the following:

- **Random**: This approach is proposed as a baseline, in which the components are selected randomly from the redundant candidates.

- **Greedy-M**: The greedy approach is to route each user request to the closest component at each step. If there are $n$ users, this greedy algorithm must be run for $n$ times to get request strategy for every user, thus is denoted as Greedy-M. (M for multiple)

- **Dijkstra-M**: This is the most classic algorithm to find the shortest path, which is also used in [72] as a baseline approach. Given a original invocation graph, this method also needs to run multiple times if there are multiple users. We denote it as Dijkstra-M.

To compare the performance, we use the average relative error (ARE) metric. Relative error is the predicted error of the application latency divided by the true latency, while ARE is the average over
100 randomly generated critical paths. For each method, we use the same 100 critical paths.

In this experiment, we set the length of critical path to 10, and each task has 45 components. The results with different densities are shown in Table 4.4, while both the average and the stand deviation are reported, since each experiment runs 20 times for each density. Our performance significantly outperforms the others. As Dijkstra-M has the same accuracy with DR$^2$, it is omitted for report here. With the increasing of density, the improvement of the performance diminishes, especially when density $\geq 30\%$. Density = 100% is also listed out since it is the result on the exact pairwise latency. Our method is totally correct. This column has no std since each run has the same result.

**Performance on Multiple Users**

A key feature of dynamic request routing is that there are usually multiple users, and user-centric request routing is in demand. In this experiment, we randomly select 15 users and get the average application latency. *User-Noncentric* is the method that does not consider the user-centric property and make the same request routing
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for each user. Here it uses the same strategy with DR\(^2\) for user 1. Baseline employs the exact pairwise latency for component selection, and provides a lower bound. The results are shown in Figure 4.16. We can observe that the application latency has high variability over users. And our method DR\(^2\) can be user-centric and obtains good performance, while User-Noncentric and Greedy-M experiences high latency.
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Performance on Multiple Time Slices

To evaluate the performance for tolerating the latency variability, experiments are conducted on dataset2. Static means the static request routing strategy for all time slices. Here it uses the same routing strategy with the one of DR\(^2\) at time slice 1. From Figure 4.17(a), we can see that our approach can nearly adapt to the changes and keep consistently low latency, while the static request routing always experience high latency.

Impact of the Length of Critical Path

To evaluate the impact of the length of critical path, we vary it from 5 to 45 at a step of 5. In this experiment, we set the number of components to 10, the data density to 30%. From the result shown in Figure 4.17(b), we can see that the application latency is linear with the length of critical path.

Impact of the Number of Components per Task

To evaluate the impact of the number of component per task, we vary it from 5 to 45 at a step of 5. And also we set the number of components per task to 10, and the data density to 30%. We can see from Figure 4.17(c) that the application latency decreases as the number of components per task becomes larger, except for the random approach, which does not take advantage of the redundant components.

Impact of the Matrix Density

To present a comprehensive evaluation on the impact of the matrix density, we vary the density from 10% to 100% at the step of 10%. Besides, we set the length of critical path to 10 and the number of components per task to 45. For each density, 20 runs are performed and the average is reported, as shown in Figure 4.17(d). We can
observe that the application latency drops significantly when density increases and approach to the baseline when density $\geq 80\%$. The baseline is the application latency of routing request on exact latency data (density $= 100\%$). However, the random and greedy-M keep independent with the matrix density.

The experimental results of this case study show that, the use of AMF to online latency prediction, $\text{DR}^2$ is an effective framework for tolerating latency variability in online service systems. $\text{DR}^2$ has fast convergence in online latency prediction and high scalability in adaptive component selection, which substantially outperforms other approaches.

### 4.6 Summary

QoS information is fundamental for runtime service adaptation. This is the first work to address the problem of QoS prediction on candidate services to guide candidate service selection for runtime service adaptation. To achieve this goal, a novel QoS prediction approach, adaptive matrix factorization (AMF), is proposed by formulating the problem as a collaborative filtering model inspired by recommender system. AMF extends traditional matrix factorization model with techniques of data transformation, online learning, and adaptive weights, and thus fulfills the stringent requirements to be online, accurate, and scalable. Comprehensive experiments are conducted based on a real-world large-scale QoS dataset of Web services to evaluate our proposed approach in terms of accuracy, efficiency, and scalability. In addition, a case study on dynamic request routing demonstrates the practical use of our online QoS prediction approach for runtime service adaptation.

However, this work only considers the use of historical usage data for QoS prediction. In practice, user-perceived QoS values are influenced by a variety of contextual factors, such as user’s location, invocation time, and service workload. Future investigations will fo-
cus on the incorporation of such information for context-aware QoS prediction, which may potentially achieve further improvements in prediction accuracy.

☐ End of chapter.
Chapter 5

Privacy-Preserving QoS Prediction of Web Services

QoS-based Web service recommendation has recently gained much attention for providing a promising way to help users find high-quality services. To facilitate such recommendations, existing studies suggest the use of collaborative filtering techniques for personalized QoS prediction. These approaches, by leveraging partially observed QoS values from users, can achieve high accuracy of QoS predictions on the unobserved ones. However, the requirement to collect users’ QoS data likely puts user privacy at risk, thus making them unwilling to contribute their usage data to a Web service recommender system. As a result, privacy becomes a critical challenge in developing practical Web service recommender systems. In this chapter, we make the first attempt to cope with the privacy issue in Web service recommendation. Specifically, we introduce the research problem in Section 5.1, and propose a simple yet effective privacy-preserving framework in Section 5.2. Under this framework, we develop two representative privacy-preserving QoS prediction approaches in Section 5.3. The evaluation results are reported in Section 5.4. Finally, Section 5.5 concludes this chapter.
5.1 Problem and Motivation

In recent years, Web service recommendation [161, 150, 45] has been proposed as a promising approach to help developers quickly find desirable services during development of online services. Effective service recommendation needs to fulfil both functional and non-functional requirements of users. While functional requirements focus on what a service does, non-functional requirements are concerned with the quality of service (QoS), such as response time, throughput, and failure probability, etc. QoS plays an important role in Web service recommendation, according to which similar services can be ranked and selected for users. Service invocations usually rely on the Internet for connectivity and are heavily influenced by the dynamic network conditions. Therefore, users at different locations typically observe different QoS values even on the same Web service. To enable personalized Web service recommendation, QoS evaluation from user side is desired. However, it is a challenge to acquire user-perceived QoS values of all the services because each user only has observed QoS values on a few used services. It is also impractical for each user to actively measure these QoS values due to the expensive overhead of invoking a large number of services.

To address this issue, collaborative QoS prediction has recently been proposed, and becomes a key step to QoS-based Web service recommendation. By applying collaborative filtering (CF) techniques [123] that are widely used in commercial recommender systems, unknown QoS can be predicted based on historical usage data collected from users, eliminating the need of additional service invocations. In other words, users can contribute their historical QoS data on the services they have used and receive prediction results on the QoS values of the services that they have never used before. In recent literature, a number of collaborative filtering approaches have been proposed for QoS prediction. Among them, neighbourhood-based CF approaches (e.g., UIPCC [161]) leverage the similarity
between users and/or the similarity between services calculated on the observed QoS data for unknown QoS prediction. Model-based approaches (e.g., PMF [164], EMF [79]) fit the observed QoS data with a pre-defined model (e.g., low-rank matrix factorization), and then utilize the trained model for QoS prediction. Recent studies have shown that these approaches achieve high accuracy of QoS predictions and yield encouraging results on Web service recommendation.

Despite the potential benefits provided by Web service recommender systems, a major impediment to the practical deployment of such systems lies in their threats to user privacy. To receive effective recommendations, users are required to supply their observed QoS values. However, there is currently no policy to protect users from privacy issues. Malicious recommender systems, for example, may abuse the data, infer private information from the data, or even resell the data to a competing user for profits [96]. Even if the recommender system is not malicious, an unintentional leakage of such data can expose users to a broad set of privacy issues (e.g., QoS data may reveal the underlying application configurations). This is why application providers are not willing to disclose their private usage data to the public or a third party. Such privacy threats limit the QoS data collection from users and hence degrade the accuracy of Web service recommendation. To encourage broader user participation, it is desired to consider privacy-preserving approaches for Web service recommendation that can be made without revealing private user data. Encryption is a straightforward way to achieve privacy. However, encryption techniques usually involve large computational overhead and typically work for distributed collaborative filtering problems (e.g., homomorphic encryption used in [38]) where multi-party communication is necessary. This is inapplicable to our problem because user-to-user communication is infeasible.

In this chapter, we propose a simple yet effective privacy-preserving
framework for QoS-based Web service recommendation [173]. Specifically, users are enabled to obfuscate their private data by data randomization techniques [100] before they expose the data to a recommender system. In this way, the recommender system can only collect obfuscated QoS data from users, and thus reduce the risk to expose user privacy. Our privacy-preserving framework is generic and can be applied to both the neighbourhood-based collaborative filtering approach, i.e., UIPCC [162], and the model-based collaborative filtering approach, i.e., PMF [164], which are two most common QoS prediction approaches in recent literature. We further revamp these two existing QoS prediction approaches based on our framework, and develop their corresponding privacy-preserving variants: P-UIPCC and P-PMF. We evaluate these approaches on WS-DREAM dataset [167], a publicly-available QoS dataset that has been widely employed for QoS prediction evaluation in the literature. The experimental results show that while preserving user privacy, our proposed approaches (P-UIPCC and P-PMF) can still attain decent prediction accuracy with comparison to the baseline approaches (UEAN and IMEAN) and the counterpart approaches (UIPCC and PMF). We also show the tradeoff between the achieved prediction accuracy and the preserved user privacy.

5.2 Framework of Privacy-Preserving Web Service Recommendation

Figure 5.1 presents our privacy-preserving Web service recommendation framework. The workflow of this framework can be separated into two parts executed at user side and server side respectively. At user side, the observed QoS data of each user undergo a data obfuscation process in order to protect user privacy as well as preserve the information required for performing collaborative QoS prediction. The obfuscated user data are then submitted to the server for QoS prediction. After receiving the prediction results
from the server, a post-processing step is performed to recover the obfuscated results to the true QoS prediction values. At last, according to the recovered QoS values, candidate Web services can be ranked and recommended for the user. On the other hand, at server side, obfuscated QoS data are collected from different users in a collaborative way, through which a obfuscated QoS matrix can be acquired and stored in a QoS database. QoS prediction is then performed on the obfuscated QoS matrix by using our proposed privacy-preserving techniques such as P-UIPCC and P-PMF. At the same time, a list of the available Web services is maintained at a Web service database, which allows for service ranking and recommendation for the users.

We propose a general privacy-preserving framework such that two extended QoS prediction approaches (i.e., PP-UIPCC and PP-PMF) under this framework can provide accurate recommendation results and also preserve user privacy. User privacy is preserved by our framework because: 1) For each user, user data are obfuscated before being submitted to the server, and the obfuscation settings are only known to the user itself; 2) For the server, collaborative QoS prediction is performed based solely on the obfuscated user data, whereby user-observed real QoS values cannot be inferred. In this way, our framework enables users with greater control on their private usage data and less dependence on the server for
privacy preservation. The privacy-preserving framework is generic such that both of the representative QoS prediction approaches (i.e., UIPCC and PMF) can work well without the need of significant modifications.

5.3 Privacy-Preserving QoS Prediction

The above framework enables data obfuscation for preserving privacy, but also poses a challenge in accurate QoS prediction. In this section, we describe the data obfuscation process in detail, and then extend two representative QoS prediction approaches (UIPCC and PMF) into their privacy-preserving variants (P-UIPCC and P-PMF) accordingly. They are representatives of the two types of QoS prediction approaches and serve as a basis to develop many more sophisticated approaches.

5.3.1 Data Obfuscation

The need for privacy preservation has led to the development of a number of data obfuscation techniques, such as data randomization [100], data encryption [96], data anonymization [73]. Due to the sparse nature of our data, in this work, we make use of data randomization [100], a simple yet effective way to obfuscate the data.

The basic idea of data randomization is to add a random value (i.e., noise) to the true value so that the resulting value becomes disguised. In this way, when the obfuscated QoS data undergo further processing, user information regarding real QoS values can be preserved. Fortunately, although each individual QoS value becomes disguised, we find that some approximate computations (e.g., scalar product) on the aggregated data of users can still be done with decent accuracy.

To make it clear, we now describe the scalar product property of
data randomization [100] in detail. Let \( a = (a_1, \ldots, a_n) \) and \( b = (b_1, \ldots, b_n) \) be true vectors with a mean of zero. We obfuscate these vectors as \( a' = a + \epsilon \) and \( b' = b + \delta \), where \( \epsilon = (\epsilon_n, \ldots, \epsilon_n) \) and \( \delta = (\delta_n, \ldots, \delta_n) \) are random noises generated from a uniform distribution in \([-\alpha, \alpha]\). Next, we show that the scalar product between \( a \) and \( b \) can be approximated by using the obfuscated vectors \( a' \) and \( b' \): i.e., \( a'b' \approx ab \). To this end, we have

\[
a'b' = \sum_{i=1}^{n} (a_i + \epsilon_i)(b_i + \delta_i) = \sum_{i=1}^{n} (a_i b_i + a_i \delta_i + b_i \epsilon_i + \epsilon_i \delta_i).
\]

Because \( a \) and \( \delta \) are independent vectors and each has a zero mean, we have \( \sum_{i=1}^{n} a_i \delta_i \approx 0 \). Likewise, we have \( \sum_{i=1}^{n} b_i \epsilon_i \approx 0 \), and \( \sum_{i=1}^{n} \epsilon_i \delta_i \approx 0 \). Hence, we derive the following approximation:

\[
a'b' \approx \sum_{i=1}^{n} a_i b_i = ab. \tag{5.1}
\]

With this observation, we find that data randomization can potentially preserve user privacy as well as the usability of the data for collaborative analysis. Therefore, it is appealing to study how to apply this data obfuscating technique to performing collaborative QoS prediction in a privacy-preserving way. To achieve this goal, we propose a two-step data obfuscation procedure for QoS data processing. We emphasize that, as shown in our framework in Figure 5.1, each user performs data obfuscation individually at user side before contributing the QoS data to the server.

**Z-score normalization**

To facilitate better randomization of the data, we perform z-score normalization on the observed QoS data as the first step. Z-score normalization is a standard normalization method to adjust the data average and data variance. The normalized data have a zero mean and unit variance. More specifically, for user \( u \), we denote
$R_u = (R_{u1}, ..., R_{um})$ as a vector of observed QoS values on $m$ Web services. $R_{us} > 0$ indicates that user $u$ has invoked service $s$; otherwise, $R_{us} = 0$. We compute the mean ($\bar{R}_u$) and standard deviation ($\sigma_u$) of this QoS vector $R_u$:

$$\bar{R}_u = \frac{\sum_{s \in I_u} R_{us}}{|I_u|}, \quad \sigma_u = \sqrt{\frac{\sum_{s \in I_u} (R_{us} - \bar{R}_u)^2}{|I_u|}},$$

(5.2)

where $I_u = \{s \mid R_{us} > 0\}$ denotes the set of Web services that has been invoked by user $u$. Then z-score normalization is performed on the QoS values with the following equation:

$$r_{us} = \frac{R_{us} - \bar{R}_u}{\sigma_u}.$$  

(5.3)

The normalization step results in a zero-mean data vector that is well suited for the following data randomization process.

**Data Randomization**

As the second step, we perform randomized perturbation on the normalized QoS vector by:

$$r'_{us} = r_{us} + \epsilon_{us},$$

(5.4)

where $\epsilon_{us}$ is a random value generated from a specified distribution, for example, uniform distribution in $[-\alpha, \alpha]$. Especially when $\alpha = 0$, the overall data obfuscation process reduces to a z-score normalization. We further study the effect of different distributions (e.g., uniform distribution, Gaussian distribution) of random noises on QoS prediction accuracy in Section 5.4.5.

After data obfuscation, users can submit their obfuscated QoS data to the server. Given $n$ users and $m$ services, the server can collect a QoS matrix denoted as $r' \in \mathbb{R}^{n \times m}$ with each entry ($r'_{us}$) being obtained via Equ. (5.4). Since such data obfuscation process is performed at user side, the private information such as $\bar{R}_u$ and $\sigma_u$ are kept at user side. As a result, the server cannot infer the true QoS values of the users, and user privacy is preserved.
Next, we will show how we extend the two representative approaches (UIPCC and PMF) to perform privacy-preserving QoS prediction based on the obfuscated QoS matrix $r'$. Note that UIPCC and PMF have been carefully reported in the related work [162, 164], so we do not intend to provide the original descriptions but the necessary extensions from them.

### 5.3.2 Privacy-Preserving UIPCC (P-UIPCC)

UIPCC (a.k.a. WSRec), first proposed in [161], has been a widely-studied QoS prediction approach. The key of UIPCC is to compute the similarity between users and the similarity between services, after which QoS values contributed by similar users and similar services can be leveraged to compute the prediction value. Existing work usually employ Pearson correlation coefficient (PCC) as the similarity measure. For example, the PCC similarity between user $u$ and user $v$ is defined as follows:

$$
sim(u, v) = \frac{\sum_{s \in J} (R_{us} - \bar{R}_u)(R_{vs} - \bar{R}_v)}{\sqrt{\sum_{s \in J} (R_{us} - \bar{R}_u)^2} \sqrt{\sum_{s \in J} (R_{vs} - \bar{R}_v)^2}}, \quad (5.5)
$$

where $J = I_u \cap I_v$ is the set of Web services that are invoked by both user $u$ and user $v$. $R_{us}$ is the true QoS value of user $u$ invoking service $s$. $\bar{R}_u$ and $\bar{R}_v$ are the average QoS values observed by user $u$ and user $v$, respectively. From this definition, we have $\sim(u, v) \in [-1, 1]$, where a larger PCC value indicates higher user similarity.

However, due to the obfuscation of QoS data, at server side we only have obfuscated QoS value $r'_{us}$, rather than its true value $R_{us}$. Therefore, we consider to employ $r'_{us}$ to approximately compute the
similarity value $\text{sim}(u, v)$ as follows:

$$\text{sim}(u, v) = \sum_{s \in I_u \cap I_v} r'_{us} r'_{vs} / \sqrt{|I_u||I_v|}$$ (5.6)

$$\approx \sum_{s \in I_u \cap I_v} r'_{us} r'_{vs} / \sqrt{|I_u||I_v|}$$ (5.7)

$$= \frac{\sum_{s \in I_u \cap I_v} (R_{us} - \bar{R}_u)(R_{vs} - \bar{R}_v)}{\sigma_u \sigma_v \sqrt{|I_u||I_v|}}$$ (5.8)

$$= \frac{\sum_{s \in I_u \cap I_v} (R_{us} - \bar{R}_u)(R_{vs} - \bar{R}_v)}{\sqrt{\sum_{s \in I_u} (R_{us} - \bar{R}_u)^2} \sqrt{\sum_{s \in I_v} (R_{vs} - \bar{R}_v)^2}}.$$ (5.9)

By applying the scalar product property in Equ. (5.1) to Equ. (5.6), substituting Equ. (5.3) to Equ. (5.7), and substituting Equ. (5.2) to Equ. (5.8), we derive Equ. (5.9), which is exactly the similarity measure used for collaborative filtering in the related work [100, 65]. Note that this similarity measure differs slightly from Equ. (5.5) in the denominator part, but provides a good approximation to it (as the experiments shown in Section 5.4). Therefore, by using the obfuscated QoS data, we employ Equ. (5.6) as the approximation of the similarity between user $u$ and $v$.

After similarity computation between users, we can identify a set of top-k similar neighbours ($T_u$) for each user $u$. Then the unknown QoS value, for each entry where $r'_{us} = 0$, can be estimated as the weighted average of the QoS values observed by similar neighbours, i.e.,

$$\hat{r}_{us}^U = \frac{\sum_{v \in T_u} \text{sim}(u, v) r'_{vs} / \sum_{v \in T_u} \text{sim}(u, v)}. \ (5.10)$$

In a similar way, we can also leverage the information of similar services to make QoS prediction:

$$\hat{r}_{us}^S = \frac{\sum_{g \in T_s} \text{sim}(s, g) r'_{ug} / \sum_{g \in T_s} \text{sim}(s, g)}, \ (5.11)$$

where $T_s$ is the set of top-k similar services of service $s$. The similarity $\text{sim}(s, g)$ is further calculated by employing the cosine
similarity between service $s$ and service $g$:

\[
sim(s, g) = \frac{\sum_{u \in I_s \cap I_g} r'_{us} r'_{ug}}{\sqrt{\sum_{u \in I_s \cap I_g} (r'_{us})^2} \sqrt{\sum_{u \in I_s \cap I_g} (r'_{ug})^2}},
\]

(5.12)

where $I_s \cap I_g$ represents the set of users that invoke both service $s$ and service $g$. Note that the cosine similarity here equals to the original PCC similarity in UIPCC, because the QoS vectors have already been normalized during data obfuscation.

At last, as with UIPCC, a convex combination between user-based QoS prediction and service-based QoS prediction is employed to enhance the prediction accuracy.

\[
\hat{r}_{us} = \lambda \hat{r}^U_{us} + (1 - \lambda) \hat{r}^S_{us},
\]

(5.13)

where $\lambda$ controls the combination weight between $\hat{r}^U_{us}$ and $\hat{r}^S_{us}$. Especially, when $\lambda = 0$, $\hat{r}_{us} = \hat{r}^S_{us}$, and when $\lambda = 1$, $\hat{r}_{us} = \hat{r}^U_{us}$.

However, this prediction result $\hat{r}_{us}$ is a normalized value that cannot reveal the prediction on the true QoS. When the user receives the prediction results from the server, a post-processing step, which is a re-normalization operation of the z-score normalization, can be taken to get the final prediction value $\hat{R}_{us}$:

\[
\hat{R}_{us} = \bar{R}_u + \sigma_u \ast \hat{r}_{us}.
\]

(5.14)

Note that the post-processing step can be only performed at user side because $\bar{R}_u$ and $\sigma_u$ are only known to the user.

### 5.3.3 Privacy-Preserving PMF (P-PMF)

PMF, or probabilistic matrix factorization [109], as a popular model-based collaborative filtering approach, has been suggested for QoS prediction by prior work [79, 164]. PMF works on an essential assumption of the low-rank structure of the QoS matrix. A matrix has a low rank when the entries of the matrix are largely correlated.
In our case, as reported by the related work [162, 164], similar users usually have similar QoS values on the same Web service. The goal of PMF is to map $n$ users and $m$ services into a joint latent factor space with dimensionality $d$ such that each observed entry of the QoS matrix can be captured as the inner product of the corresponding latent factors.

Formally, we denote the latent user factors as $U \in \mathbb{R}^{d \times n}$ whose $u$-th column represents the latent factor of user $u$, and the latent service factors as $S \in \mathbb{R}^{d \times m}$ whose $s$-th column represents the latent factor of service $s$. Accordingly, we use $U^T_u S_s$ to approximate the observed QoS value $R_{us}$ between user $u$ and service $s$, i.e., $R_{us} \approx U^T_u S_s$, or more precisely,

$$R_{us} = U^T_u S_s + \delta_{us}, \quad (5.15)$$

where $U^T_u$ is the transpose of $U_u$ and $\delta_{us}$ denotes the approximation error. The goal is to minimize all of the approximation errors. By taking $\delta_{us}$ as Gaussian noise [109], the loss function can be formulated as follows:

$$L = \frac{1}{2} \sum_{u=1}^{n} \sum_{s=1}^{m} I_{us} (R_{us} - U^T_u S_s)^2 + \frac{\gamma}{2} (\sum_{u=1}^{n} \|U_u\|^2 + \sum_{s=1}^{m} \|S_s\|^2). \quad (5.16)$$

The first part measures the sum of squared approximation errors between $R_{us}$ and $U^T_u S_s$, where $I_{us}$ acts as an indicator that equals to 1 if $R_{us}$ is observed, and 0 otherwise. The second part are regularization terms used to avoid the overfitting problem, where $\| \cdot \|$ denotes the Euclidean norm, and $\gamma$ is a parameter to control the extent of regularization.

According to the basic PMF model as specified in Equation (5.15), the specific QoS of user $u$ invoking service $s$ can be effectively captured by the interaction between $U_u$ and service $S_s$. However, some other effects known as biases for determining the QoS values are independent of user-service interactions. For example, the users with high network bandwidth tend to experience
fast network connections and the services equipped with abundant system resources likely provide short request-processing time. To capture these factors associated with either users or services, there is a suggestion for biased matrix factorization model in [138]:

$$R_{us} = \mu + b_u + b_s + U_u^T S_s + \delta_{us}, \quad (5.17)$$

where \(\mu\) is a global bias, and \(b_u\) and \(b_s\) measure the user bias and service bias respectively.

While preserving user privacy, the application of data obfuscation poses new challenges in modelling the obfuscated QoS data. To compromise the effect of data obfuscation, we set \(\mu = 0\) and \(b_u = \bar{R}_u\). Accordingly, we derive the following model:

$$r'_{us} = b'_s + U'_u^T S'_s + \delta'_{us} + \epsilon_{us}. \quad (5.18)$$

For ease of presentation, we further denote it as:

$$r'_{us} = b_s + U_u^T S_s + \delta_{us} + \epsilon_{us}. \quad (5.19)$$

This model naturally compromises the effect of z-score normalization at user side. By taking both \(\delta_{us}\) and \(\epsilon_{us}\) as Gaussian noise [109], the loss function can be expressed as:

$$\mathcal{L}' = \frac{1}{2} \sum_{u=1}^{n} \sum_{s=1}^{m} I_{us} (r'_{us} - b_s - U_u^T S_s)^2$$

$$+ \frac{\gamma}{2} \left( \sum_{u=1}^{n} b_s^2 + \sum_{u=1}^{n} \|U_u\|^2 + \sum_{s=1}^{m} \|S_s\|^2 \right). \quad (5.20)$$

The minimization of this loss function can typically be solved by the gradient descent algorithm used in [164] or the stochastic gradient descent algorithm used in [138]. Due to space limits, we omit the algorithmic description here and refer interested readers to our supplementary report (see our project page). After obtaining the solutions with respect to \(b_s, U_u, \) and \(S_s\), we can make the following QoS prediction:

$$\hat{r}_{us} = b_s + U_u^T S_s. \quad (5.21)$$
At last, as with P-UIPCC, a post-processing step in Equation (5.14) is required to recover the prediction result \( \hat{r}_{us} \) to the true prediction value \( \hat{R}_{us} \). For both P-UIPCC and P-PMF, after obtaining the predicted QoS values of all the available Web services, we can recommend to users those services with top-ranked QoS values.

## 5.4 Evaluation

This section describes the experiments and the corresponding results of evaluating our privacy-preserving QoS prediction approaches. In particular, we intend to answer the following research questions.

RQ1: What is the effect of data obfuscation?

RQ2: What is the accuracy of P-UIPCC and P-PMF?

RQ3: What is the tradeoff between accuracy and privacy?

RQ4: What is the effect of distribution of random noises on prediction accuracy?

For reproducibility, we release the source code on our project page¹.

### 5.4.1 Experimental Setup

In our experiments, we focus mainly on two representative QoS attributes: response time (RT) and throughput (TP). Response time measures the time duration between user sending out a request and receiving a response, while throughput stands for the data transmission rate of a user invoking a service.

The experiments are conducted based on a publicly-available QoS dataset of real-world Web services [167]. The dataset was collected in August 2009, providing a total of 1,974,675 response

¹http://wsdream.github.io/PPCF
Table 5.1: Statistics of QoS Data

<table>
<thead>
<tr>
<th>QoS</th>
<th>#Users</th>
<th>#Services</th>
<th>Range</th>
<th>Average</th>
<th>Std.</th>
</tr>
</thead>
<tbody>
<tr>
<td>RT (sec)</td>
<td>339</td>
<td>5,825</td>
<td>0 ~ 20</td>
<td>0.909</td>
<td>1.973</td>
</tr>
<tr>
<td>TP (kbps)</td>
<td>339</td>
<td>5,825</td>
<td>0 ~ 1000</td>
<td>47.562</td>
<td>110.797</td>
</tr>
</tbody>
</table>

time and throughput records of service invocations between 339 users and 5,825 Web services. The 339 users are simulated by PlanetLab nodes distributed at 30 countries, while the 5,825 real-world Web services are crawled from the Internet and are deployed at 73 countries. Table 5.1 provides a summary of the statistics of the data.

In our experiments, we represent each type of QoS data by a 339-by-5825 QoS matrix with each entry denoting the observed response time/throughput of a specific invocation. In practice, the QoS matrix is very sparse because each user usually invokes only a handful of services. To simulate such data sparsity in our experiments, we randomly remove entries from the full data matrix and only keep a small density of historical QoS values. Data density = 10%, for example, indicates that each user invokes 10% of the services, or each service is invoked by 10% of the users. We leverage the preserved data entries for QoS prediction, and then use the removed QoS values as testing data for accuracy evaluation.

To quantize the accuracy of QoS prediction, we employ a standard error metric, MAE (Mean Absolute Error), which has been widely used in the existing work (e.g., [79, 164]).:

\[ MAE = \sum_{I_{us}=0} \left| \hat{R}_{us} - R_{us} \right| / N , \]

where \( R_{us} \) and \( \hat{R}_{us} \) denote the observed QoS value and the corresponding predicted QoS value of the invocation between user \( u \) and service \( s \). \( N \) is the total number of testing samples to be predicted, i.e., entries with \( I_{us} = 0 \). A smaller MAE value indicates better prediction accuracy.
5.4.2 Effect of Data Obfuscation

The aim of data obfuscation is to perturb the QoS data such that user privacy regarding the true QoS values can be preserved when performing collaborative analysis on the server. To understand the effect of data obfuscation made on QoS data (RQ1), we compare the obfuscated QoS ($r_{us}'$) against the corresponding true QoS data ($R_{us}$). As an example, we randomly select a user from our dataset and provide three scatter plots by using the response time data of this user. The plots present the relationships between $r_{us}'$ and $R_{us}$ under different $\alpha$ settings. $\alpha$ is a parameter to determine the range of noises $\epsilon_{us}$ used to obfuscate the data. Especially, when $\alpha = 0$, the data obfuscation reduces to a z-score normalization process. Thus, Figure 5.2(a) shows linear dependence between $r_{us}'$ and $R_{us}$. Z-score normalization is able to provide basic protection for user data where the mean and variance properties of QoS data are eliminated. The data after z-score normalization have a zero mean and unit variance. As $\alpha$ increases, the obfuscated data become more and more disordered. As shown in 5.2(a) and (b), the linear correlation between $r_{us}'$ and $R_{us}$ is further eliminated. Consequently, a larger $\alpha$ indicates better protection for user data. Note that we have similar observations on the throughput data and thus omit the details here.
5.4.3 Prediction Accuracy

Data obfuscation is useful to perturb the QoS data for preserving user privacy, but it makes no sense without providing accurate prediction results. We evaluate the accuracy of our privacy-preserving QoS prediction approaches (P-UIPCC and P-PMF) based on the obfuscated QoS data, and compare them against the following baselines and counterpart approaches (RQ2). We emphasize that these existing approaches require users’ true QoS data and do not consider privacy issues.

- **UMEAN** [161]: This is a baseline approach that employs the average QoS value observed by a user (*i.e.*, the row mean of $R$) to predict the unknown QoS of this user invoking other unused Web services.

- **IMEAN** [161]: Likewise, this baseline approach employs the observed average QoS value of a Web service (*i.e.*, the column mean of $R$) to predict the unknown QoS of other users invoking this Web service.

- **UIPCC** [161, 162]: This is a hybrid approach that combines both user-based CF approach (UPCC) and item-based CF approach (IPCC) to make full use of the historical information from similar users and services for QoS prediction. UIPCC typically performs better than either UPCC or IPCC.

- **PMF** [164]: This is a widely-used implementation of the matrix factorization model [109], which have been introduced to QoS prediction in [164].

For fair comparisons, we use the original parameters for the counterpart approaches, as specified in the related work, because we experiment on the same dataset. To make it consistent with these settings, most parameters of our approaches are set the same with them (*e.g.*, $k = 10$ for top-k neighbours in UIPCC and P-UIPCC).
However, since both P-UIPCC and P-PMF work on obfuscated (normalized) data, we set different $\lambda$ and $\gamma$ values. The detailed parameters are specified in Table 5.2. We use $\alpha = 0.5$ in this experiment and study the effect of $\alpha$ in Section 5.4.4. Additionally, we vary the data density from 10% to 30% at a step increase of 5%. Each approach is performed 20 times under each data density (with different random seeds), and the average MAE results are reported.

Table 5.3 provides the results of prediction accuracy with comparisons among different approaches. The results show that, while both of our approaches preserve decent privacy by data obfuscation ($\alpha = 0.5$), they still perform much better than the baselines including UMEAN and IMEAN, and achieve comparable accuracy with the counterpart approaches including UIPCC and PMF. In particular, P-UIPCC sometimes performs better than UIPCC (e.g., 0.569 vs 0.582), which can be attributed to the use of z-score normalization. Moreover, we observe that even working on obfuscated data, P-PMF mostly performs better than UIPCC. These encouraging results indicate the effectiveness of privacy-preserving approaches. In addition, we can see that the accuracy of these QoS prediction approaches improves with the increase in data density.

### 5.4.4 Tradeoff between Accuracy and Privacy

Whereas the goal of our work is to achieve both accuracy and privacy, there is indeed a tradeoff between them. At one extreme, users can provide true QoS data to obtain the most accurate QoS prediction results yet they lose privacy. At another extreme, users
can submit totally false QoS data to preserve privacy but bad prediction results will be returned. To study such tradeoff between accuracy and privacy (RQ3), we consider the effect of noise range \( \alpha \) on prediction accuracy, because a larger \( \alpha \) indicates better protection of privacy. Specifically, in this experiment, we set data density = 10\% and vary \( \alpha \) from 0 to 1 at a step increase of 0.1. Accordingly, we obtain the prediction accuracy under each \( \alpha \) value.

Table 5.3 presents the experimental results corresponding to response time and throughput, respectively. We can observe that both P-UIPCC and P-PMF degrade in accuracy (i.e., MAE increases) when \( \alpha \) becomes larger, because the utility of data is less preserved. However, when \( \alpha \) is small, e.g., less than 0.6 in Figure 5.3(a), our privacy-preserving approaches are more accurate than UIPCC. Even \( \alpha \) is as large as 1, which is the variance of data after z-score normalization, the prediction accuracy is much better than the baselines (UMEAN and IMEAN). As a result, a balance needs to be made between the accuracy and privacy that a user wants to achieve. Additionally, we find that PMF and P-PMF consistently outperform UIPCC and P-UIPCC. This suggests the superior effectiveness of
model-based approaches in capturing the latent structure of the QoS data, which conforms to the results reported in [164].

### 5.4.5 Effect of Distribution of Random Noises

In addition to the impact of noise range, a data randomization scheme is also subject to the choice of the distribution of random noises that are used for data obfuscation. In all of the above experiments, the random noises are generated from a uniform distribution located in $[-\alpha, \alpha]$. In contrast, in this experiment, we consider a Gaussian distribution $\mathcal{N}(0, \alpha)$ with a mean of zero and a standard deviation of $\alpha$. Compared to a uniform distribution, random noises generated from a Gaussian distribution are unevenly distributed. To investigate the effect of distribution of random noises ($RQ4$), we vary the $\alpha$ value and compare the prediction accuracy of P-UIPCC and P-PMF with different settings on the distribution of random noises.

Figure 5.4 presents the results of the accuracy comparison. We can observe that, for both P-UIPCC and P-PMF, the randomization scheme with uniform noises performs better than the scheme with Gaussian noises. In particular, the performance differs significantly
between the two randomization schemes under a large $\alpha$ setting. The results imply that the distribution of random noises is a crucial factor for determining the performance of our privacy-preserving approaches.

5.5 Summary

Privacy is a practical issue to be addressed for QoS-based Web service recommendation. This work makes an initial effort to deal with the privacy-preserving Web service recommendation problem. We propose a generic privacy-preserving framework with the use of data obfuscation techniques, under which users can gain greater control on their data and rely less on the recommender system for privacy protection. We further develop two privacy-preserving QoS prediction approaches based on this framework, namely P-UIPCC and P-PMF, as representatives of neighbourhood-based CF approaches and model-based CF approaches respectively. To evaluate the effectiveness of P-UIPCC and P-PMF, we conduct experiments on a publicly-available QoS dataset of real-world Web services. The experimental results show that our privacy-preserving QoS prediction approaches can still descent prediction accuracy compared with
the counterpart approaches. We hope that the encouraging results achieved in this initial work can inspire more research efforts on privacy-preserving Web service recommendation.

☐ End of chapter.
Chapter 6

Learning to Log for Runtime Service Monitoring

Logging is a common programming practice in software development, typically issued by inserting logging statements (e.g., `printf()`, `Console.WriteLine()`) in source code. As in-house debugging tools (e.g., debugger), all too often, are inapplicable in production settings, logging has become a principal way to record the key runtime information (e.g., states, events) of software systems into logs for postmortem analysis. To facilitate such log analysis, the underlying logging that directly determines the quality of collected logs is a matter of vital importance.

Due to the criticality of logging, it would be bad to log too little, which may miss the runtime information necessary for postmortem analysis. For example, systems may fail in the field without any evidence from logs, thus significantly increasing the difficulty in failure diagnosis [139]. However, it is also not the case that the more logging, the better. As the practical experiences reported in [6, 16], logging too much can yield many problems too. First, logging means more code, which takes time to write and maintain. Furthermore, logging consumes additional system resources (e.g., CPU and I/O) and can have noticeable performance impact on system operation, for example, when writing thousands of lines to a log file per second [6]. Most importantly, excessive logging can
produce numerous trivial and useless logs that eventually mask the truly important information, thus making it difficult to locate the real issue [16]. As a result, strategic logging placement is desired to record runtime information of interest yet not causing unintended consequences.

To achieve so, developers need to make informed logging decisions. However, in our previous developer survey [59], we found that even in a leading software company like Microsoft, it is difficult to find rigorous (i.e., thorough and complete) specifications for developers to guide their logging behaviours. Although we found a number of online blog posts (e.g., [1, 2, 3, 6, 12, 14]) sharing best logging practices of developers with deep domain expertise, they are usually high-level and application-specific guidelines. Even with logging frameworks (e.g., Microsoft’s ULS [15] and Apache’s log4net) provided, developers still need to make their own decisions on where to log and what to log, which in most cases depend on their own domain knowledge. Therefore, logging has become an important yet tough decision during development, especially for new developers without much domain expertise.

Current research has seldom focused on studying how to help developers make such logging decisions. To bridge this gap, we propose a “learning to log” framework [171], which aims to automatically learn the common logging “rules” (e.g., where to log, what to log) from existing logging instances, and further leverage them to provide informative guidance for new development. It is straightforward to build a rule set that can guide developers on logging, but such a rule set usually requires a large effort to produce and maintain, which may finally kill its usefulness. Motivated by our observations (detailed in Section 6.1.2), we extract a set of contextual features from the source code to construct a learning model for predicting where to log. Our logging suggestion tool built on this model, named LogAdvisor, can thus provide actionable suggestions for developers and reduce their effort on logging. As an
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initial step towards “learning to log”, this work focuses on studying where to log (or more specifically, whether to log a focused code snippet), while leaving other aspects (such as what to log) of this research for future work.

We have conducted both within-project evaluation and cross-project evaluation on LogAdvisor using two industrial software systems from Microsoft and two open-source software systems from GitHub. Additionally, a user study is performed to evaluate whether the suggestions provided by LogAdvisor can help developers in practice. The comprehensive evaluation results have demonstrated the feasibility and effectiveness of our logging suggestion tool.

The remainder of this chapter is organized as follows. Section 6.1 introduces our studied software systems and the motivation of this work. Section 6.2 provides the overview and the detailed techniques of learning to log. Section 6.3 reports on the evaluation results, and Section 6.4 presents our user study. We discuss the limitations in Section 6.5, and finally conclude this chapter in Section 6.6.

6.1 Problem and Motivation

In this section, we first introduce the subject software systems under study. Then we provide some key observations on logging practices and present the motivation of our study.

6.1.1 Subject Software Systems

In our study, we investigate four large software systems, including two industrial systems from Microsoft (denoted as System-A and System-B for confidentiality) and two open-source systems from GitHub (SharpDevelop and MonoDevelop). Each of these systems contains millions of lines of code (LOC) written in C# language. C# is one of the popular programming languages that supports the exception-handling mechanism, where errors are commonly
Table 6.1: Summary of the Studied Software Systems

<table>
<thead>
<tr>
<th>Software Systems</th>
<th>Time</th>
<th>Description</th>
<th>Version</th>
<th>LOC</th>
</tr>
</thead>
<tbody>
<tr>
<td>System-A</td>
<td>−</td>
<td>Online service</td>
<td>−</td>
<td>2.5M</td>
</tr>
<tr>
<td>System-B</td>
<td>−</td>
<td>Online service</td>
<td>−</td>
<td>12.7M</td>
</tr>
<tr>
<td>SharpDevelop</td>
<td>2001</td>
<td>.NET platform IDE</td>
<td>5.0.2</td>
<td>1.4M</td>
</tr>
<tr>
<td>MonoDevelop</td>
<td>2003</td>
<td>Cross-platform IDE</td>
<td>4.3.3</td>
<td>2.5M</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
<td></td>
<td>19.1M</td>
</tr>
</tbody>
</table>

Table 6.1 provides the summary information of our studied software systems. Both industrial systems are online service systems developed by Microsoft, serving a huge number of users globally. These two systems were also used as subjects in our empirical study on logging practices [59]. To allow for reproducing and applying our approach to future research, we choose another two open-source software systems as subjects. They are two IDE projects, with SharpDevelop working on .NET platform and MonoDevelop allowing for cross-platform development. Both of them are selected due to their popularity (well-known C# projects), active updates (10000+ commits) and long history of development (10+ years).

Our targeted systems are supposed to have reasonably good logging implementation, because the produced logs by these systems have mostly met the requirements of usage analysis, troubleshooting, and operating, after undergoing more than 10 years of evolution. This is especially true for the industrial software systems, because handled by using exception constructs (e.g., try-catch, throw) instead of returning error codes. Note that the source code of all dependent external submodules is also included for our study.

Table 6.1 provides the summary information of our studied software systems. Both industrial systems are online service systems developed by Microsoft, serving a huge number of users globally. These two systems were also used as subjects in our empirical study on logging practices [59]. To allow for reproducing and applying our approach to future research, we choose another two open-source software systems as subjects. They are two IDE projects, with SharpDevelop working on .NET platform and MonoDevelop allowing for cross-platform development. Both of them are selected due to their popularity (well-known C# projects), active updates (10000+ commits) and long history of development (10+ years).
each of them is implemented by a group of experienced developers at Microsoft, where the code quality has been strictly controlled by a circle of development activities including code design, code implementation, code refactoring, peer review, various testing, etc. Consequently, the source code of these software systems is well suited for our study on logging practices. All of our code analysis is conducted based on an open-source C# code analysis tool, Roslyn [13]. By using Roslyn, we can perform both syntax analysis and semantic analysis on the source code.

### 6.1.2 Observations

#### Pervasiveness of logging

Logging is pervasively used in software development. As we can see in Table 6.1, our studied systems have a total of 100.6K logging statements (containing 327.6K lines of logging code) out of 19.1M LOC. That is, there is a line of logging code in every 58 LOC, as similarly reported in [135, 140]. By drilling down according to the type of software entities, as shown in Table 6.2, we find that about
17.4% of the source files, 14.4% of the classes, 7.7% of the methods, and 25.3% of the catch blocks are logged, respectively. In addition, by examining the revision histories of the systems, we find that, on average, 32.4% of the commits involve logging modifications, and further, 13.6% of them are modified along with patches\(^1\). Both its pervasive existence and active modifications reveal that logging plays an indispensable role in software development and maintenance.

**Where to log**

The logging decisions can resolve to where to log and what to log. *Where to log* determines the locations to place logging statements, while *what to log* denotes the contents recorded by these logging statements. Whereas the goal of “learning to log” is to handle them both, we study where to log in this work. Our previous empirical study on where developers log [59] has shown that there are some typical categories of logging strategies for recording error sites and execution paths. Error sites indicate some unexpected situations where the system potentially runs into a problem, including exceptions and function-return errors. As two typical ways for error reporting, exception mechanisms are widely used in modern programming languages (*e.g.*, C#) to handle abnormal situations, and function-return errors indicate the situation where an unexpected value (*e.g.*, -1/null/false/empty) is returned from a function call. We denote their associated code snippets as exception snippets and return-value-check snippets respectively (as examples shown in Fig. 6.1(a)(b)). They are the two most common logging strategies [59] and thus become our *focused code snippets*. Although recording information of execution path is crucial for tracking down root causes from the error sites, existing studies (*e.g.*, control-flow instrumentation [49, 97]) have been conducted to achieve this goal.

\(^1\)We identify patches by searching commit logs for keywords such as “fix”, “bug”, “crash” or issue ID like “#42233”, the same as in [71].
Figure 6.1: Code Examples and Contextual Features

which are orthogonal to our work.
Why not log everything

Log information is immensely useful in maintaining software systems. So the question “why not log everything?” (e.g., StackOverflow questions [7, 9]) does sound reasonable. Yuan et al. also proposed conservative logging (ErrLog) [139], which logs all the generic exceptions (e.g., exceptions and function-return errors) for failure diagnosis. However, as the logging statistics shown in
Table 6.3, we observed that, in our studied systems, the majority of exceptions (74.7% on average) and return-value-check snippets (90.7% on average) are actually not logged. To understand this fact, we posted our questions on “why not log all exceptions?” to the mail lists and websites of MonoDevelop [20], SharpDevelp [21] and StackOverflow [9], and received some valuable feedback from the developers. According to their feedback, “logging all exceptions would produce a ton of garbage and make it hard to zoom in on real issues”, which conforms with our argument (not logging too much). According to our empirical study in [59], there are many situations for not logging an exception. Some examples are illustrated in Figure 6.2. Some exceptions are “expected in normal operation”, while some others are satisfactorily handled or “recovered without impacting the user”. In Example 1, when an “UnauthorizedAccessException” exception is caught, the program sets the flag “userHasRights” to false and then directs the execution to the subsequent logic branch. In Example 2, the caught exception is re-thrown to its caller as a “TestFailedException”, then its caller would determine whether to log the exception at a higher level. Example 3 illustrates an example of an exception recovered by retry. When the program fails to create a Uri object, it uses the default scheme http to create the object again. In a word, not all exceptions are “unexpected” (or errors) [6]. Strategic logging needs to “determine whether or not an exception is worth reporting” [8].

Logging decision and the context

To understand this tradeoff in practice, we attempt to study how developers make decisions on whether to log a focused code snippet. Fig. 6.1(a) presents a real-world example of an exception snippet (i.e., try-catch block). The operations enclosed in the try block attempt to load the rules from the input string, “assembly”. If this assembly file cannot be found, an exception with type of “FileNotFoundException” will occur and then be caught by the
catch block. Here, the exception has been logged with an error message by “Console.Error.WriteLine()”. Intuitively, from this example, we can see that the logging decision is highly dependent on the context of this code snippet, including the exception type (e.g., FileNotFoundException), the invoked methods (e.g., GetFullPath, GetAssemblyName, Load) in a try block, etc. The contextual information is crucial because each exception type generally denotes one specific type of exceptional conditions while the invoked
methods indicate the functionality of operations. Driven by this intuition, we measure the logging ratio of each exception type and each method. Specifically, the logging ratio, with an exception type (or an invoked method) is measured by the number of logged exceptions divided by the number of all the exception snippets with this exception type (or containing this method). Figure 6.3 illustrates the bar plot of the distribution of exception types/methods across the corresponding logging ratios. The results show that a significant portion of exception types (82%) and methods (86%) have either high (> 80%) or low (< 20%) logging ratios, which suggests their high correlations (i.e., either positive or negative correlations) with logging decisions of developers.

6.1.3 Motivation

With the ever growing scale and complexity of software systems, it is common that each developer is only responsible for a part of a system (e.g., one or several components). Logging under this situation is notoriously challenging, because developers may not have full knowledge of the whole system. For example, in our user study (see Section 6.4), 68% of the participants have logging difficulties. However, there is a lack of rigorous specifications or tool support for developers to aid their logging decisions. Without a well-structured logging strategy, it is difficult for developers to know how to make informed logging decisions, and thus, quite often, the decisions are made based on their own domain knowledge (e.g., understanding of system behaviours, logging experience). Such domain knowledge is seldom documented and it is also hard to do so, since the logging behaviours of developers may vary widely, not only from project to project, but also from developer to developer. Indeed, the pervasively-existing logging instances together can provide strong indication of the developers’ domain knowledge embedded with their logging decisions. Thus, we intend
to explore whether the logging decisions of developers, such as where to log, can be learnt automatically from these existing logging instances. If so, the constructed model can represent the common knowledge of logging and be further built into tool support to provide valuable suggestions (e.g., whether to log an exception snippet) for developers. Such a tool can improve the logging quality as well as reduce the effort of developers. Following this motivation, we propose “learning to log”.

6.2 Learning to Log

In this section, we present the overview as well as the detailed techniques of “learning to log”.

6.2.1 Approach Overview

Our goal, referred to as “learning to log”, is to automatically learn the common logging practice as a machine learning model, and then leverage the model to guide developers to make logging decisions during new development. We further implement the proposed “learning to log” approach as a tool, LogAdvisor. Figure 6.4 presents the overview of “learning to log”, which can be described as the following steps:

Instances collection

As the first step, we need to extract data instances (focused code snippets) from our target projects. There are two types of frequently-logged code snippets: exception snippets and return-value-check snippets. As shown in Figure 6.1(a) and Figure 6.1(b), exception logging records the exception context (e.g., exception message) after an exception is captured in the catch block, while return-value-check logging is used to log the situation where an unexpected value (e.g., -1/null/false/empty) is returned from a function call. By employing
Roslyn, we extract all these focused code snippets, and use them as training data to learn the logging practices of developers.

**Label identification**

As a key step of preparing training data, each data instance (a code snippet) is labelled “logged” if it contains a logging statement; or “unlogged”, otherwise. A logging statement denotes a statement that has an invocation to a logging method (e.g., `Console.WriteLine()`). We identify logging methods by searching some keywords in all method names, such as `log/logging`, `trace`, `write/writeline`, etc. The logging statement identification and labelling procedures are automatically performed based on Roslyn.

**Feature extraction**

In our study, we need to extract useful features (e.g., exception type) from the collected code snippets for making logging decisions, which is one of the most important steps to determine the performance of the prediction model. The details on feature extraction are described in Section 6.2.2.
CHAPTER 6. LEARNING TO LOG

146

Feature selection

Although features are of vital importance to learn a predictive model, they can also become an encumbrance. When there are too many features, some of them are likely redundant or irrelevant since they provide little useful information or even act as noises to degrade the prediction performance. Feature selection [61] is a key technique to remove such redundant or irrelevant features to enhance the prediction performance as well as shorten the training time.

Model training

Through feature extraction and selection, we can generate a corpus of feature vectors, where each denotes a vector of feature values from a data instance. With these feature vectors and their corresponding labels, we can apply a set of machine learning models (e.g., Decision Tree [131]) to learn the common logging practice. In our study, we learn the decision on whether to log a focused code snippet as a classification model.

Logging suggestion

Through the above learning process, we can obtain a predictive model to perform accurate logging predictions. This predictive model can be trained offline and further be built into a logging support tool (namely LogAdvisor) to provide online logging suggestions for developers. For example, when a developer composes a new piece of code containing a try-catch block, LogAdvisor can detect and extract its feature vector in a transparent way. Then LogAdvisor can predict on whether to log, and provide a logging suggestion for the developer through IDE (e.g., like the warning message). By using LogAdvisor, developers can make informed logging decisions.

The above learning workflow is generic and works similarly to many other machine learning applications in software engineering (e.g., defect prediction [71, 93, 177]). But the following techniques
used in our approach are unique in achieving the goal of “learning to log”.

6.2.2 Contextual Feature Extraction

Feature extraction lies in the core of “learning to log”, because the quality of extracted features directly determines the performance of the model. The context information (e.g., the functionality of operations, the impact of exceptions) of logging points are crucial for developers to make logging decisions. However, it is challenging to effectively extract such context information, because the target code snippet is usually short and linguistically sparse compared to natural language text. To address this issue, we propose a novel feature extraction framework, as illustrated in Figure 6.5, which involves three types of features: structural features, textual features, and syntactic features.
Structural features

Source code has a well-defined structure. It is desired to leverage the structure information of source code to help extract context information. To achieve this goal, we extract two types of structural features: error type and associated methods.

**Error Type:** The error type, such as exception type or call type, can largely reveal the context of our focused code snippets, which is highly correlated with logging decisions of developers (as indicated in Section 6.1.2). For an **exception snippet**, the exception type generally denotes one specific type of exceptional conditions with informative semantic meanings, e.g., “FileNotFoundException” in Figure 6.1(a). For a **return-value-check snippet**, the call type is denoted as the prototype of the checked function, e.g., *string GetStockIdForImageSpec*(string, int) in Figure 6.1(b), which indicates one specific type of potential function-return errors. Therefore, we extract error type as a key feature. In particular, there are a number of catch blocks (approximately 12% in our study) without exception type explicitly specified by the developer. In this case, we categorize them into an “UnspecifiedException” type.

Each instance has a single error type, but there exist a wide variety of error types among the training data. We avoid directly using each error type as a feature dimension, which can lead to highly sparse and ineffective feature vectors. Instead, we construct only one feature dimension as the logging ratio of each error type, that is, the ratio of logged instances against all the instances within that error type. Figure 6.1(c) presents an illustration of the contextual features extracted from the code example in Figure 6.1(a). In this example, the “FileNotFoundException” type has a logging ratio of 39% regarding training instances in MonoDevelop, so we take the feature value of error type as 0.39.

**Methods:** The associated methods of a focused code snippet also provide indicative information to help understand the functionality
of the operations. For example, we can figure out the intention of developers (i.e., to load an assembly file) in the example of Figure 6.1(a) according to the method names, including `LoadRulesFromAssembly`, `GetFullPath`, `GetAssemblyName`, and `Load`. Therefore, we extract these methods as important contextual features.

Specifically, there are two types of methods: the containing method and the invoked methods. The former is the method that contains the focused code snippet (e.g., `LoadRulesFromAssembly` in Figure 6.1(a)), while the latter includes all the methods that are invoked by the snippet. The operations can be seen as a sequence of API method invocations. Thus, instead of using only the methods within the code snippet, we also track the callee methods. Figure 6.5 provides a prototype of our approach, where the arrows represent the invocation relationships between methods. For example, `Method1` and `Method2` are invoked by the focused code snippet, where `Method1` invokes `Method3` and `Method4`, and `Method4` further invokes itself and `Method6`. The extraction of methods continues tracking down until the invoked method is a system API or external library API method (e.g., `System.IO.Path.GetFullPath`) or until a certain number of levels has been attained. The extraction process is implemented as a breadth-first search (BFS) variant, where all the recorded (visited) methods will be skipped. In particular, all the logging methods are excluded in this process.

Algorithm 5 provides the description of our methods extraction process in detail. Specifically, line 1–3 describe that the containing method of `focusedSnippet` is identified and its method name is added to `methodList`. In line 4, all of the syntax nodes with method declaration type are obtained and stored into a list, `allMethodDeclarations`. We put the syntax node `focusedSnippet` (with its level number) into a queue in line 5–6. Then line 7–20 describe a while loop to extract all of the invoked methods. In line 8–10, a `methodNode` is taken out from the queue, and then extract the directly-invoked methods. Especially, in line 10, any other
focused snippet in \emph{methodNode} will be skipped during extraction, and therefore, the methods enclosed in other focused snippets will be ignored for the input \emph{focusedSnippet}. In line 11∼20, we examine each of the invoked methods, and check whether a method has already been recorded or it is a system method or external API method (i.e., not contained in \emph{allMethodDeclarations}). If yes, we will skip to next iteration; otherwise, we put the syntax node of its caller method into the queue for the subsequent extraction. In particular, we set a parameter \emph{maxLevel}, which can control the maximal levels we trace back to extract the invoked methods. For example, in Figure 6.5, the levels of \emph{Method1, Method3, Method6} are 0, 1, and 2, respectively. In our experiment, \emph{maxLevel} is set to 5 by default, which has shown good results in performance evaluation. At last, a list of methods (\emph{methodList}) related to the context of \emph{focusedSnippet} is returned in line 21.

After extracting the list of associated methods, we obtain the full qualified name (e.g., System.IO.Path.GetFullPath) of each method as a feature dimension, which contains namespace, class name, and its (short) method name. Figure 6.1(c) provides an example for these features.

\textbf{Textual features}

Source code is also text. Using code as flat text has been widely employed in the field of mining software repositories, and its effectiveness are demonstrated and reported in tasks such as API mining [155], code example retrieval [29], etc. Driven by these encouraging results, we also employ the similar approach to extract textual features from source code text.

More specifically, we extract all the texts in the focused code snippet excluding method names, such as variables and types. Then we combine them with the extracted list of structural features (i.e., error type and methods) as the full text. In contrast to extracting all the text directly, our approach not only excludes the text of logging
Algorithm 5: Methods Extraction Algorithm

/* All the data structures are used as with Roslyn API
and system API in C#.
*/

Input: An abstract syntax tree: SyntaxTree syntaxTree, a syntax node of the
focused snippet (exception snippet or return-value-check snippet):
SyntaxNode focusedSnippet, the maximal levels to trace back: int
maxLevel

Output: A list of methods: methodList

List<String> methodList ← null;
1 Identify the containing method of focusedSnippet;
2 Get fullMethodName of the containing method, and add it into methodList;
/* fullMethodName is comprised of its namespace, class
name, and method name */
3 Traverse syntaxTree to get allMethodDeclarations;
4 Queue<Tuple<SyntaxNode, int>> methodQueue;
5 Add (focusedSnippet, 0) into methodQueue; /* trace back level=0 */
6 while methodQueue is not empty do
7 Take an element (methodNode, level) out of methodQueue;
8 List<SyntaxNode> invocationList ← null;
9 Add all the methods invoked by methodNode to invocationList; /* Skip
the methods enclosed in any other focused snippet */
10 foreach invokedMethod in invocationList do
11 Get fullMethodName of invokedMethod;
12 if methodList does not contain fullMethodName then /* Visit the
method that has not been recorded in methodList */
13 Add fullMethodName into methodList;
14 if level > maxLevel then /* Guarantee the maximal
trace back level to maxLevel */
15 continue;
16 if fullMethodName.StartsWith("System") then /* Skip
system methods */
17 continue;
18 if allMethodDeclarations contains fullMethodName then /* Add
invokedMethod into the queue if it is
user-defined */
19 Add (invokedMethod, level + 1) into methodQueue;
20 return methodList;

methods, but also includes the names of the callee methods, the
containing method, as well as their namespaces and classes. With such text, we can extract the textual features using the bag-of-words model through a set of widely-used text processing operations: 1) **Tokenization.** In our case, we exploit the common use of camel case and special characters (e.g., “.”) in naming to split all the text into terms. This tokenization approach is simple yet effective, which works well in our studied projects as well as some other related work [29, 107]. Then we convert all the uppercase characters into lowercase ones. 2) **Stemming.** This step is to identify the ground form of each term, where the affixes and other lexical components are removed. For example, “methods” will be stemmed into “method”. 3) **Stop words removal.** To get rid of some useless and noisy terms, we use a list of stop words to filter them, where terms like “the”, “that” are discarded. Besides, we remove all the terms with a length smaller than 3, such as “i”, “on”, “is”, etc. 4) **Term weighting.** We use the standard TF-IDF [131] weighting scheme to assign values to each term. Since the use of these techniques in code processing has been carefully reported in [29, 32, 155], we omit the details here. In our study, these processing steps are performed using Weka [62].

**Syntactic features**

As indicated in Section 6.1.2, there are many situations of not logging, even for typical error sites such as exceptions and function-return errors. Some potential errors have no critical impact on the normal operation of the whole system, some are resolved by recovery actions such as retry or walk-around, and some others are explicitly reported (e.g., by setting flags, re-throwing, or returning special values) to the subsequent or upper-level operations (e.g., caller method) to handle.

To capture these contextual factors, we also extract some key syntactic features from each focused code snippet: 1) **SettingFlag.** We identify whether there is an assignment statement with an
assigned value like -1/null/false/empty. 2) Throw. We identify whether there is a throw statement. 3) Return. We identify whether any special value (e.g., -1/null/false/empty) is returned. 4) RecoverFlag. We check whether there is a new try statement inside. 5) OtherOperation. We check whether there is any other operations included except the above five ones. 6) EmptyBlock. We find that the developers sometimes catch and then do nothing. We thus identify whether the catch block is empty. Note that all these identification processes have excluded logging statements at the first place, and all these features have Boolean values. In addition, we employ the feature LOC to measure the lines of code in the code snippet, and the feature NumOfMethods to measure the number of the extracted methods. An example is shown in Figure 6.1(c).

6.2.3 Feature Selection

The above feature extraction process, however, can generate tens of thousands of features, due to the large vocabulary of methods and (textual) terms extracted from the data instances. These features further lead to high-dimensional (e.g., 72K features in System-B) yet highly-sparse feature vectors, because most of the features are actually infrequent across all data instances. Furthermore, some of these features (e.g., textual features parsed from some specific variable names) may be irrelevant and have negative impact on the performance of the predictive model.

In such a setting, we make use of a two-step feature selection process to remove irrelevant features and reduce the dimensionality of feature vectors. First, we institute a threshold that constraints the minimum frequency of a feature that occurs across all data instances. We set the threshold to 5 in our experiments and thus eliminate a significant number (e.g., 68% in System-B) of infrequent features. Second, we employ a well-known approach, information gain [23], to perform further feature selection. Information gain is widely-
used and effective in text categorization [23]. We carefully set the minimum information gain to filter out many irrelevant features and reduce the feature dimensionality to around 1000. This two-step feature selection process works well in our experiments, so we do not further evaluate the impact of thresholds on the results.

### 6.2.4 Imbalance Handling

One critical challenge faced by our model is the high imbalance of data. For our studied systems, only 25.3% of exception snippets and 9.3% of return-value-check snippets are logged. This reveals an imbalance ratio up to $48.8 : 1$ between unlogged (majority) instances and logged (minority) instances. Data imbalance is a common issue in real-world machine learning applications, and as we will show in Section 6.3.4, it can heavily influence the prediction performance. In our study, we employ a state-of-the-art approach, SMO-TE [42], to balance the data by creating synthetic instances from the minority class. SMOTE first identifies the k-nearest minority neighbours (measured by the cosine similarity between their feature vectors) for each examined minority instance, and then randomly generates synthetic instances between the instance and its neighbour. As illustrated in Figure 6.6, three synthetic instances are generated between the examined instance and its 3-nearest neighbours. The value k and the number of synthetic instances to generate are set as user input. In our experiments, we employ the Weka [62]
implementation of SMOTE.

6.2.5 Noise Handling

Another challenge lies in the data noises. In the framework of “learning to log”, we implicitly assume good logging quality in the training data, which therefore facilitates the automatic learning of good logging “rules” for new development. However, there is no guarantee about the quality of logging in reality, due to the lack of “ground truth” on what is optimal logging. Considering the active maintenance and the long history of evolution of our studied software systems, it is still reasonable to assume that “most” of the data instances are enclosed with good logging decisions, while only a small portion of them may reveal incorrect decisions, which we refer to as data noises. For example, some instances that deserve logging are actually not logged, while some others without the need of logging are logged. These data noises thus have flipped logging labels.

We attempt to detect and eliminate such data noises, and help the model learn the common knowledge of logging more effectively. In many real-world applications, perfect data labels are impossible (or difficult) to obtain [57]. Kim et al. have proposed a simple and effective noise detection approach (namely CLNI) for defect prediction [71]. We adapt this approach to deal with our specific case, and find that it works well (as demonstrated in Section 6.3.5).

Traditionally, CLNI identifies the k-nearest neighbours for each instance and examines the labels of its neighbours. If a certain number of neighbours have an opposite label, the examined instance will be flagged as a noise. However, we observe a high imbalance ratio, for example up to $48.8 : 1$ in MonoDevelop, between unlogged (majority) instances and logged (minority) instances. Therefore, the majority instances tend to dominate the neighbourhood of an examined instance, which makes the identification of k-nearest neigh-
bours in CLNI biased to the majority class. To handle this issue, we apply a state-of-the-art imbalance handling approach, SMOTE [42]. SMOTE balances the data instances by creating synthetic logged instances as shown in Figure 6.7. Consequently, both classes have an equal number of data instances, which eliminates the inherent bias to the majority class when we identify the k-nearest neighbours of an instance. Next, we quantify each examined instance $i$ with a noise degree value: $\varphi_i = \sum_{j \in S_i} w_{ij}$, where $S_i$ denotes the set of neighbours with opposite label with $i$, and $w_{ij}$ is the weight to characterize the different impacts of different neighbours in $S_i$. In contrast to CLNI that uses $w_{ij} = 1$, we take $w_{ij}$ as the cosine similarity between features of $i$ and $j$. This is based on the intuition that instances with higher similarity between each other are more likely to share the same label. Therefore, the greater the value $\varphi_i$ is, the higher probability the examined instance $i$ is a noise. For example in Figure 6.7, $\varphi_i = 2.5$. We flag the instances with top ranked $\varphi_i$ values and remove them as noises, while leveraging the remaining data for model training.

### 6.3 Evaluation

In this section, we conduct comprehensive experiments to evaluate the effectiveness of LogAdvisor. In particular, we intend to answer the following research questions.
**RQ1:** What is the accuracy of LogAdvisor?

**RQ2:** What is the effect of different learning models?

**RQ3:** What is the effect of imbalance handling?

**RQ4:** What is the effect of noise handling?

**RQ5:** How does LogAdvisor perform on the “golden set”?

**RQ6:** How does LogAdvisor perform in the cross-project learning scenario?

For ease of reproducing and applying our approach to future research, we release our source code and detailed study materials (e.g., data, questionnaire) on our project page².

### 6.3.1 Experimental Setup

After obtaining the feature vectors and their corresponding logging labels, we employ Weka [62] to perform model training and evaluation. Due to the imbalanced nature of our data, we apply the Weka implementation of SMOTE [42] to balance the training data for model construction. By default, we use decision tree (J48) as the learning model, because of its good performance (Section 6.3.3) and ease of interpretation. Except for the cross-project evaluation (Section 6.3.7), all of the experiments are evaluated on all of the extracted data instances by using the 10-fold cross evaluation mechanism [131].

As recommended in other related work [46, 149], we evaluate LogAdvisor using balanced accuracy (BA) [35], which is the average of the proportion of logged instances and the proportion of unlogged instances that are correctly classified. BA is calculated as follows:

$$BA = \frac{1}{2} \times \frac{TP}{TP + FN} + \frac{1}{2} \times \frac{TN}{TN + FP},$$  \hspace{1cm} (6.1)

²http://cuhk-cse.github.io/LogAdvisor
Table 6.4: Balanced Accuracy of Different Approaches

<table>
<thead>
<tr>
<th>Approaches</th>
<th>Exception Snippets</th>
<th>Return-value-check Snippets</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>System-A</td>
<td>System-B</td>
</tr>
<tr>
<td>Random</td>
<td>0.499</td>
<td>0.500</td>
</tr>
<tr>
<td>ErrLog</td>
<td>0.500</td>
<td>0.500</td>
</tr>
<tr>
<td>Error Type</td>
<td>0.719</td>
<td>0.637</td>
</tr>
<tr>
<td>Methods</td>
<td>0.672</td>
<td>0.690</td>
</tr>
<tr>
<td>Textual Features</td>
<td>0.768</td>
<td>0.712</td>
</tr>
<tr>
<td>Syntactic Features</td>
<td>0.884</td>
<td>0.858</td>
</tr>
<tr>
<td><strong>LogAdvisor</strong></td>
<td><strong>0.934</strong></td>
<td><strong>0.927</strong></td>
</tr>
</tbody>
</table>

where TP, FP, TN, and FN denote true positives, false positives, true negatives, and false negatives, respectively. BA weights the performance on each of the two classes equally, thus avoiding inflated performance evaluation on imbalanced data. For example, with an imbalance ratio of $48.8 : 1$ in MonoDevelop, a trivial classifier that always predict “not logging (unlogged)” can achieve 98% accuracy, but would result in a low balanced accuracy of 49%. It is also worth noting that although precision, recall, and f-measure are widely-used metrics for evaluating classification performance, we mainly use these results as references. This is because it is not easy to distinguish the positive class and the negative class while both logged and unlogged instances are equally important. This would lead to ambiguous semantic meanings of these metrics in our scenarios.
6.3.2 Prediction Accuracy

We compare LogAdvisor with two baseline approaches: random and ErrLog [139]. By random, we mimic the situation where a developer has no knowledge about logging and perform the logging decision with a random probability of 0.5. ErrLog is proposed in [139] that makes conservative logging (i.e., log all the generic exceptions such as exceptions and function-return errors) for failure diagnosis. The results are provided in Table 6.4.

As we can observe, both random and ErrLog have balanced accuracy of approximately 50%. Random logging has equal accuracy of 50% on either class. ErrLog logs every instance, achieving 100% accuracy on logged class, and 0% on unlogged class. Overall, the balanced accuracy of LogAdvisor is high, ranging from 84.6% to 93.4%, indicating high similarity to the logging decisions manually made by developers. Thus, LogAdvisor can learn a good representation of the common logging knowledge, and serve as a good baseline for guiding developers’ logging behaviours towards better logging practice.

We also evaluate the effect of different contextual features (error type, methods, textual features, and syntactic features) on the prediction accuracy, as presented in Table 6.4. We can see that every type of contextual feature is useful, which leads to much higher balanced accuracy than random and ErrLog. LogAdvisor, by combining all these useful features, makes further improvement and achieves the highest balanced accuracy. These results also reveal that the contextual features extracted from the focused code snippets provide good indication of logging practices of developers.

For reference purpose, the results on other metrics such as precision, recall and F-score are provided in Table 6.5. Under a random setting, the experiments are run for 100 times and the average values are reported. As we can observe, for balanced dataset like System-A (43.8% positives), the F-Score is approximately 0.5.
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Table 6.5: Prediction Accuracy w.r.t. Precision, Recall, and F-Score

<table>
<thead>
<tr>
<th>Approaches</th>
<th>System-A</th>
<th>System-B</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Prec.</td>
<td>Recall</td>
</tr>
<tr>
<td>Random</td>
<td>0.437</td>
<td>0.499</td>
</tr>
<tr>
<td>ErrLog</td>
<td>0.438</td>
<td>1</td>
</tr>
<tr>
<td>Exception Type</td>
<td>0.639</td>
<td>0.784</td>
</tr>
<tr>
<td>Methods</td>
<td>0.501</td>
<td>0.907</td>
</tr>
<tr>
<td>Textual Features</td>
<td>0.738</td>
<td>0.698</td>
</tr>
<tr>
<td>Syntactic Features</td>
<td>0.816</td>
<td>0.933</td>
</tr>
<tr>
<td>LogAdvisor</td>
<td>0.871</td>
<td>0.921</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Approaches</th>
<th>SharpDevelop</th>
<th>MonoDevelop</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Prec.</td>
<td>Recall</td>
</tr>
<tr>
<td>Random</td>
<td>0.188</td>
<td>0.503</td>
</tr>
<tr>
<td>ErrLog</td>
<td>0.187</td>
<td>1</td>
</tr>
<tr>
<td>Exception Type</td>
<td>0.328</td>
<td>0.853</td>
</tr>
<tr>
<td>Methods</td>
<td>0.519</td>
<td>0.278</td>
</tr>
<tr>
<td>Textual Features</td>
<td>0.588</td>
<td>0.532</td>
</tr>
<tr>
<td>Syntactic Features</td>
<td>0.908</td>
<td>0.587</td>
</tr>
<tr>
<td>LogAdvisor</td>
<td>0.793</td>
<td>0.714</td>
</tr>
</tbody>
</table>

For other datasets whose data are imbalanced, the F-Score is much lower. For ErrLog, because of its conservative logging, it will logs each exception instance, and thus get a recall of 100%. However, its precision is heavily influenced by the data imbalance, leading to low F-Score close to the random approach. Our LogAdvisor, by combining all useful features, achieves a high F-Score with 0.752~0.895.

6.3.3 The Effect of Different Learning Models

By default, we use decision tree (J48) to train our model, due to its simplicity as well as its effectiveness shown in our previous study [59]. We also examine the impact of different learning models on the prediction accuracy. We have tried a number of popular learning models, including Naive Bayes, Bayes Net, Logistic Regression, Support Vector Machine (SVM), and Decision Tree,
Table 6.6: Balanced Accuracy of Different Learning Models

<table>
<thead>
<tr>
<th>Models</th>
<th>Exception Snippets</th>
<th>Return-value-check Snippets</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>System-A</td>
<td>System-B</td>
</tr>
<tr>
<td>Naive Bayes</td>
<td>0.701</td>
<td>0.623</td>
</tr>
<tr>
<td>Bayes Net</td>
<td>0.729</td>
<td>0.751</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>0.881</td>
<td>0.834</td>
</tr>
<tr>
<td>SVM</td>
<td>0.898</td>
<td>0.886</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>0.934</td>
<td>0.927</td>
</tr>
</tbody>
</table>

by using their Weka implementations. The evaluation results in Table 6.6 show that all the learning models lead to overall good prediction accuracy. In particular, Bayes-based learning models are based on probability theory. Unlike natural language text, the features extracted from source code are short and linguistically sparse, so Bayes-based learning models work slightly worse in our settings. Logistic Regression is a linear classifier, thus it may not fit well with our data. Decision Tree achieves the best overall accuracy, because this algorithm can solve non-linear classification problem. Furthermore, this algorithm can implicitly perform feature selection, which removes the redundant or irrelevant features and runs much faster than SVM for our data.

6.3.4 The Effect of Imbalance Handling

The data we collected from our studied software systems are imbalanced between logged instances and unlogged instances. To study the impact of data imbalance on prediction accuracy, we apply the state-of-the-art imbalance handling approach (SMOTE) described in Section 6.2.4 to balance the training data and evaluate the perfor-
Figure 6.8: Impact of Data Imbalance Handling on Prediction Accuracy

mance improvement. Figure 6.8 provides the precision-recall plots of the prediction results on exception snippets, which present the trade-off between precision and recall. The weights used in our experiments are also shown in the figure. For example, we create synthetic logged instances of System-B by a weight of 3.7. We can see that System-B, SharpDevelop and MonoDevelop have large improvement on prediction accuracy, while the improvement on System-A is small, because the data of System-A is more balanced compared to the others. The results indicate that our imbalance handling approach is helpful at improving the prediction accuracy.
6.3.5 The Effect of Noise Handling

To evaluate the effect of noise handling approach, we first study the instance distribution across the noise degree ($\varphi_i$) values, and then compare the prediction results with noise handling and those without noise handling. For ease of presentation, we only plot the instance distribution regarding exception snippets of MonoDevelop in Fig. 6.9, while the results of other systems are also similar. In particular, we set the number of nearest neighbours, $k$, to 5. So $\varphi_i$ has a value range of $0 \sim 5$. It shows that the majority (about 88%) of instances have a noise degree value close to 0, indicating that each examined instance has the same logging label with almost all of its nearest neighbours. Only a small proportion of instances are likely noise data (e.g., those with noise degree $\varphi_i > 3$). To some extent, this reveals the quality of data. In our study, we tune the threshold and flag about 5% of instances with top ranked $\varphi_i$ values as noises, which are removed them in the training phase. As the evaluation results shown in Fig. 6.10(a)(b), the noise handling approach makes further improvement on the prediction accuracy. It indicates that properly removing potential noise data can make our model learn the common logging knowledge more effectively.
6.3.6 Evaluation on Golden Set

Due to the lack of “ground truth” on optimal logging, there is no guarantee about the logging quality of the collected data, even though we employ several mature software systems as our subjects. The logging behaviours of developers can be ad-hoc. In some cases, developers perform logging as afterthoughts, for example, after a failure happens and logs are needed. Logging statements may be added, modified, and even deleted with the evolution of systems, as reported in [140].

To extract the “golden practice” of logging, we examine the revision histories of the two open-source projects, and find out the logging statements that are added or modified along with patches. We use these logging statements as the “golden set” for evaluation, because they are likely good representatives of useful logging instances. Specifically, we collect 75 such logging instances in
SharpDevelop and 135 such logging instances in MonoDevelop, including a total of 116 exception snippets and 94 return-value-check snippets. We utilize this golden set as the testing data to evaluate the performance of LogAdvisor. Table 6.7 show the accuracy results, with an overall accuracy ranging from 75%~85%, which denotes the percentage of logging statements that are covered by LogAdvisor.

6.3.7 Cross-Project Evaluation

In within-project learning, LogAdvisor leverages the existing logging instances within the same project as training data to construct the predictive model. The above experiments provide promising results on the prediction accuracy of within-project evaluation, strongly indicating that LogAdvisor likely work well in the scenario of developing some new components in the same project. However, many real-world projects are small or new, which have limited training data for model construction. In such cases, it is valuable to explore whether cross-project learning can help.

In cross-project learning, we enrich the training data by incorporating the data instances extracted from a similar project (source project), and then apply the trained model to the target project for logging prediction. However, in contrast to within-project learning, cross-project learning is significantly more challenging [177], such as handling project-specific features. To address these challenges, we extract the common features that are shared between projects. We find that many system APIs and error types are actually common among different projects. We further leverage these common features to evaluate the performance of cross-project learning between different pairs of our studied systems (one source project for training and one target project for testing).

Figure 6.11 presents the cross-project evaluation results with comparison to the within-project evaluation results. The corre-
Figure 6.11: Cross-Project Evaluation Results (Training Project → Testing Project)

Corresponding experimental settings are shown in the right panel of the figure, where we use one project for training and one project for testing. Especially for within-project evaluation, we use 10-fold cross evaluation within the same project to evaluate the performance. Taking System-A as an example, we obtain a balanced accuracy of 93.4% for within-project evaluation (S1), while achieving 81.5%, 76.7%, and 68.0% balanced accuracy by using System-B (S2), SharpDevelop (S3), and MonoDevelop (S4) as training project respectively. Overall, the results indicate that the performance of cross-project learning is largely degraded compared with within-project learning. The reason is that different projects may follow different logging practices, and some project-specific knowledge (e.g., domain exceptions and methods) are challenging to adapt to other projects. Similar to our intuition, we find that the cross-project evaluation results among similar projects (e.g., System-A and System-B, SharpDevelop and MonoDevelop) are slightly better than the results among dissimilar projects (e.g., System-A and SharpDevelop, System-B and MonoDevelop). Furthermore, these results can serve as a baseline for further improvement by exploring other sophisticated techniques, such as transfer learning across projects [93].
6.4 User Study

To further measure the effectiveness of LogAdvisor, we conduct a controlled user study among engineers from Microsoft and a local IT company in China. We invited 37 participants in total, including 23 staff developers and 14 interns, who have an average of 4.9 years of programming experience. In addition, 22 (59%) of them use logging frequently while 12 (32%) of them use logging occasionally. The user study is conducted through an online questionnaire, which consists of 11 questions: 5 questions for the background of participants and their understanding on logging practices, 4 questions for case studies on logging, and 2 questions for assessment of our logging suggestion results. For reproducibility, a copy of the questionnaire is provided on our project page3.

To perform logging case studies, we randomly select 20 exception snippets and 20 return-value-check snippets from MonoDevelop. Half of them are logged, while the other half are not. We remove the logging statements in code snippets and ask participants to make logging decisions on whether to log. The original logging labels made by code owners are taken as the “ground truth”. However, sometimes, it is hard for participants (not code owners themselves) to understand the code logic well by reading only a small code snippet. To mitigate this issue, we group two code snippets with different logging labels (e.g., one logged exception and one unlogged exception) into a pair. Then we ask the participants to choose which one is more likely to be logged from the pair, because it is easier for an participant to make choice through comparison. To evaluate the effectiveness of LogAdvisor, two groups of pairs are provided: one group with our logging suggestions, and the other group without logging suggestions. The suggestion results are provided from our trained model, with an accuracy of approximately 80% on these case-study snippets. To make a fair comparison, each participant

3http://cuhk-cse.github.io/LogAdvisor
marks an equal number of pairs in each group, and each pair is marked by at least three participants. In particular, we leverage the online survey system, Qualtrics⁴, to build 10 questionnaires, each using 4 different pairs of code snippets. We distribute the survey links evenly to the participants. Furthermore, we record the time they spend on making each logging choice using the timing functionality of Qualtrics.

**Results:** We evaluate the accuracy that the participants correctly recover the logging decisions of the code owners. For the group without logging suggestions, the accuracy is 60%, while the group with logging suggestions achieves an accuracy of 75%, with a relative improvement of 25%. As for time consumption, the participants took 33% less time on average to make a logging choice with our logging suggestions (28 seconds v.s. 42 seconds). In addition, we query the feedback from the participants by the question “Do you think the suggestion result is useful for your logging choice?”, and 70% of participants think it is useful. These results provide a strong evidence in the effectiveness of our logging suggestion.

### 6.5 Limitations and Discussion

**Logging quality:** The approach of “learning to log” works under the premise that the training data have high logging quality. In such a setting, the constructed model can represent the common (and good) logging knowledge and generalize well to predictions of new instances. However, there is no “ground truth” on what is high-quality (or optimal) logging. In our study, we assume that our studied software systems have reasonably good logging implementations due to their high code quality, active maintenance and long history of evolution. To a certain degree, it has been endorsed by our evaluation results (e.g., high prediction accuracy, positive user feedback). Besides, our noise handling approach can

⁴http://qtrial.qualtrics.com
further mitigate the data quality issue by detecting and omitting the noisy logging instances from the training data, thus improving the performance of LogAdvisor.

**Diversity of subject software systems:** Our study was conducted on four software systems written in C#, thus its validity may be threatened by the limited diversity of our studied systems. To mitigate this threat, we choose the subjects including both commercial software systems from a leading software company like Microsoft and popular open-source software systems on GitHub. These systems are actively maintained and have a long history of evolution, which can serve as a representative of real practice. Besides, two of them are online services while the other two are IDEs, thus yielding both similar projects and dissimilar projects for our study. We believe that our approach and the results derived from these systems are easily reproducible and can be generalizable to many other software systems. Future studies on more types of software systems may further reduce this threat.

**Where to log v.s. what to log:** To achieve good logging quality, developers need to make informed decisions on both where to log and what to log. The ideal of “learning to log” is to help developers resolve both decisions. However, as an initial step towards this goal, we focus primarily on where to log in this work, because it is the first logging decision to make and sometimes can determine (or narrows down) what to log. For example, when developers decide to log an exception, the contents to be recorded become much more specific, including the exception message, stack trace, etc. Besides, a recent study [141] has built an LogEnhancer tool that can enrich the recorded contents by automatically identifying and inserting critical variable values into the existing logging statements. As part of our future work, this tool can be further integrated into our “learning to log” framework to facilitate log automation, where LogAdvisor determines where to log and LogEnhancer determines what to log.
**Potential Improvements:** Towards “learning to log”, we still have a number of potential directions that deserve further exploration for improvements: 1) **Other factors on logging decision.** The logging behaviours of developers can be quite complex and vary among developers. Also, the logging statements can be dynamically updated, such as deletion and modification. Thus, additional consideration of factors such as code owner, check-in time and execution frequency of code may further enhance the performance of logging prediction. 2) **Interdependence of logging statements.** Our approach identifies each logging point sequentially and in isolation. In some cases, logging at one point may impact another. For example, a *try-catch block* may be enclosed in another *catch* block, and the exception may be thrown to the upper one to log. Or sometimes, logging statements at critical points are used together to record the execution path. Further exploration of a joint inference model (e.g., graphical models, Markov chains) may help in this case. 3) **Runtime logging.** Current logging statements are mostly statically inserted into the code. There is a new proposal for runtime logging, in which whether to log or not can be determined at runtime. For example, logs may be recorded by adaptive sampling [139] or only be recorded when encountering some problems (e.g., a failed request or a long response) [14]. Although such sophisticated runtime logging mechanism is not supported by our studied systems, it is a promising direction for exploration to balance utility and overhead of logging.

### 6.6 Summary

Strategic logging is important yet difficult for online service system development. However, current logging practices are not well documented and cannot provide strong guidance on developers’ logging decisions. To fill this gap, we propose a “learning to log” framework, which aims to automatically learn the common logging
practices from existing code repositories. As a proof of concept, we implement an automatic logging suggestion tool, LogAdvisor, which can help developers make informed logging decisions on where to log and potentially reduce their effort on logging. Evaluation results on both industrial and open-source software systems, as well as a controlled user study, demonstrate the feasibility and effectiveness of LogAdvisor. To the best of our knowledge, this study makes the first attempt to provide automatic logging tool support for developers. We believe it is an important step towards automatic logging.

On the other hand, although our experiments have shown strong evidence on the usefulness of our logging suggestion tool LogAdvisor, it is still a prototype now. In our future work, we will implement it as a IDE-pluggable tool and demonstrate its real use of logging suggestion to developers.

End of chapter.
Chapter 7

Conclusion and Future Work

In this chapter, we summarize the main contributions of this thesis and provide several interesting future directions.

7.1 Conclusion

Quality management is critical to online service systems. However, in many cases, traditional engineering approaches are inapplicable to deal with service quality problems in production. Online service systems are generating a variety of service data, including quality of service (QoS) information of Web services, service logs, service dependency graphs, etc. In this thesis, we have developed data-driven approaches to gaining actionable insights from such service data to aid in service quality management of online service systems.

In particular, in Chapter 3, we propose a Web service positioning (WSP) framework for joint response time monitoring and prediction. The WSP framework is built by combining both advantages of network coordinate based approaches and collaborative filtering based approaches. Our WSP framework solves the data sparsity problem of existing approaches and significantly enhances the prediction accuracy. We also conduct a large-scale experiment to collect real-world response time data of Web services and further leverage the data to verify the effectiveness of our WSP approach. The dataset
includes 359,400 response time values from 200 users on 1,597 real-world Web services, which is essential to future research in this field.

In Chapter 4, we study the problem online QoS prediction of Web services. This is the first work to address the problem of QoS prediction on candidate services to guide candidate service selection for runtime service adaptation. A novel QoS prediction approach, adaptive matrix factorization (AMF), has been proposed to achieve this goal. AMF extends the traditional matrix factorization model with techniques of data transformation, online learning, and adaptive weights to achieve accurate, online, and scalable QoS predictions. Comprehensive experiments are conducted based on a real-world large-scale QoS dataset of Web services to evaluate our AMF approach in terms of accuracy, efficiency, and scalability.

In Chapter 5, we conduct the first work to cope with the privacy issue in QoS-based Web service recommendation. We propose a simple yet effective privacy-preserving framework, and further develop two representative privacy-preserving QoS prediction approaches, P-UAPCC and P-PMF, under this framework. By using our approaches, QoS-based Web service recommendation can be made without revealing private QoS data of users. Comprehensive experiments are conducted on a real-world large-scale QoS dataset of Web services to evaluate the effectiveness of privacy-preserving QoS prediction approaches.

In Chapter 6, we propose a “learning to log” framework to help developers make informed logging decisions during development. Logging is currently an important yet tough decision which mostly depends on the domain knowledge of developers. To reduce the effort on making logging decisions, we provide the design and implementation of a logging suggestion tool, LogAdvisor, which automatically learns the common logging practices on where to log from existing logging instances and further leverages them for actionable suggestions to developers. Specifically, we identify the important factors for determining where to log and extract them as
structural features, textual features, and syntactic features. Then, by applying machine learning techniques (e.g., feature selection and classifier learning) and noise handling techniques, we achieve high accuracy of logging suggestions. We evaluate LogAdvisor on two industrial online service systems from Microsoft and two open-source software systems from Github.

In summary, by use of data-driven approaches, we have addressed some important problems in quality management of online service systems, including response time prediction of Web services, online QoS prediction of Web services, privacy-preserving QoS prediction of Web services, and learning to log for runtime service adaptation. Moreover, for ease of reproducing our research results and to promote future research on related topics, all of the data and source code used in this thesis have been made publicly available.

7.2 Future Work

Data-driven quality management of online service systems is a promising field of research and practice. Although we have made a number of significant achievements in this thesis, there are still many interesting research directions that deserve for future investigations.

Context-Aware Reliability Prediction

Reliability, as one of the most important QoS attributes, measures the probability of failure-free software operation for a specified period of time in a specified environment. Reliability prediction is an important task in software reliability engineering, which can aid in evaluating software design decisions for building reliable software systems. Reliability prediction is an important task in software reliability engineering, which has been widely studied in the last decades. However, most of these existing models target at analyzing traditional white-box software systems, where
the reliabilities of system components are all known or can be estimated through behaviour models from internal information of the components. Modelling and predicting user-perceived reliability of black-box services remain an open research problem.

Nowadays, various Web services are in widespread use in building online service systems, where each service provides a black-box functionality via some standard interfaces. To evaluate the reliability of a (third-party) black-box service, traditional white-box reliability prediction approaches become inapplicable due to a lack of its internal behaviour information. In addition, different from stand-alone software systems, Web services operate over the Internet and likely serve different users spanning worldwide. Therefore, the user-perceived service reliability depends not only on the service itself, but also heavily on the invocation context (e.g., user locations, service workloads, network conditions). For instance, the user-perceived reliability may differ from user to user due to different user locations, and vary from time to time due to dynamic service workloads and network conditions. In such a setting, context-aware reliability prediction is an interesting direction for future research.

**Automatic Logging**

In our thesis, we propose a “learning to log” framework which can automatically learn common logging practices from existing code repositories to help developers make informed logging decisions. This is the first step towards automatic logging, but it is far from perfect. Current logging of software systems is typically made manually through developers by inserting static logging statements into source code, and prints log messages at some fixed program locations. The quality of logging, therefore, heavily depends on the expertise of developers who make logging decisions. In many cases, such logging strategy may be sub-optimal because the logging behaviours of developers are not collectively optimized, which in turn leads to redundant or useless logs. In addition, all the logging
statements, once being inserted by developers, will always print the same logs for every execution. This is a static logging strategy which cannot evolve adaptively with runtime operational environment.

However, a software system is rapidly evolving and its operation context is also constantly changing. On one hand, for modern software systems, developers are quickly fixing defects and developing new features, especially under the current agile development environment. Such rapid development brings in a lot of fresh code, which deserves more inspection via logging because the code is less frequently executed. It is desired that the logging strategy can be evolved too, with old code being less logged while new code producing more log information. On the other hand, the logging overhead is closely related to operational environment. For example, in online service systems, the logging overhead can be rapidly exposing, when a spike occurs in the number of requests. It will be more cost-effective to log these user requests adaptively in an on-demand manner.

It is highly desired that logging points can be placed wisely at different positions along critical execution paths, but each logging point can dynamically determine whether to log during each execution according to the operational context. For example, for online service systems, we can merely log the runtime information when a request is failed, or else eliminating the log information in memory directly to reduce the overhead of writing logs into a file. More research in this direction is necessary to facilitate increased intelligence and automation in logging.

Massive Log Analysis

For large-scale online service systems, there are typically millions of users who generate tens of thousands of requests to the system every second. With the continuous 24x7 operating of these online systems, we are able to collect massive log data. Logs are extremely critical in system troubleshooting. When online service systems...
fail in the field, in many cases, developers can only rely on the logs to pinpoint the root causes, because it is difficult to stop the system for debugging, or to reproduce the system problems in the lab due to distributed operational environment and dynamic service workloads. The log data bring us more complete information of the system behaviours together with the challenges to store and analyze. However, in current practice, logs are typically retrieved by searching for some keyword such as “fail”, “error”, or other customized regular expressions. There may be a lot of matches where substantial manual efforts are needed to identify the culprit. Therefore, manual analysis of system data is lab-intensive, error-prone, and inefficient. Many organizations are still struggling to process large amounts of log data and are spending significant amounts of time analyzing logs for actionable insights.

On the other hand, techniques of data analytic such as machine learning and data mining have been widely studied over last decades, yielding a wide variety of applications in bioinformatics, robotics, image processing, and natural language processing. However, the use of data analytics in troubleshooting online service systems is less explored, which deserves for future study. For example, PCA can be used to reduce the redundant information of logs and extract effective features, and sparse coding can be used to model different features that may act as potential root causes for a system problem.

However, to achieve effective and efficient log analysis, there are several unique challenges to be addressed: (1) **Data volume**: With a system scaling up, dealing with a large volume of log data poses a significant challenge to the efficiency of traditional log analysis techniques. (2) **Unstructured data**: To enable the convenience and flexibility of logging, logs are usually written in natural language by developers to indicate the content of each event. The unstructured nature makes the analysis of such logs very difficult. (3) **Temporal-spatial property**: Logs are typically generated as a type of temporal-spatial data. Each log has a timestamp, which is
a temporal property. Also, each stamp is generated by a specific machine, which shows its spatial property. How best it is to leverage such temporal-spatial properties of logs for troubleshooting has continued to be a vexing problem.

These challenges may not be even encountered in traditional research in data analytics, but are unique in massive log analysis. Log analysis is a widely-studied but open problem. More research efforts are desired to address these unique challenges and further advance the current log analysis techniques for system troubleshooting, such as anomaly detection, and system problem diagnosis.

End of chapter.
Appendix A

List of Publications


☐ End of chapter.
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