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Regularization is a dominant theme in machine learning and statistics due to its prominent ability in providing an intuitive and principled tool for learning from high-dimensional data. As large-scale learning applications become popular, developing efficient algorithms and parsimonious models become promising and necessary for these applications. Aiming at solving large-scale learning problems, this thesis tackles the key research problems ranging from feature selection to learning with unlabeled data and learning data similarity representation. More specifically, we focus on the problems in three areas: online learning, semi-supervised learning, and multiple kernel learning.

The first part of this thesis develops a novel online learning framework to solve group lasso and multi-task feature selection. To the best our knowledge, the proposed online learning framework is the first framework for the corresponding models. The main advantages of the online learning algorithms are that 1) they can work on the applications where training data appear sequentially; consequently, the training procedure can be started at any time; 2) they can handle data up to any size with any number of features. The efficiency of the algorithms is attained because we derive closed-form solutions to update the weights of the corresponding models. At each iteration, the online learning algorithms just need $O(d)$ time complexity and memory cost for
group lasso, while they need $O(d \times Q)$ for multi-task feature selection, where $d$ is the number of dimensions and $Q$ is the number of tasks. Moreover, we provide theoretical analysis for the average regret of the online learning algorithms, which also guarantees the convergence rate of the algorithms. In addition, we extend the online learning framework to solve several related models which yield more sparse solutions.

The second part of this thesis addresses a general scenario of semi-supervised learning for the binary classification problem, where the unlabeled data may be a mixture of relevant and irrelevant data to the target binary classification task. Without specifying the relatedness in the unlabeled data, we develop a novel maximum margin classifier, named the *tri-class support vector machine* (3C-SVM), to seek an inductive rule that can separate these data into three categories: $-1$, $+1$, or 0. This is achieved by adopting a novel min loss function and following the maximum entropy principle. For the implementation, we approximate the problem and solve it by a standard concave-convex procedure (CCCP). The approach is very efficient and it is possible to solve large-scale datasets.

The third part of this thesis focuses on multiple kernel learning (MKL) to solve the insufficiency of the $L_1$-MKL and the $L_p$-MKL models. Hence, we propose a generalized MKL (GMKL) model by introducing an elastic net-type constraint on the kernel weights. More specifically, it is an MKL model with a constraint on a linear combination of the $L_1$-norm and the square of the $L_2$-norm on the kernel weights to seek the optimal kernel combination weights. Therefore, previous MKL problems based on the $L_1$-norm or the $L_2$-norm constraints can be regarded as its special cases. Moreover, our GMKL enjoys the favorable sparsity property on the solution and also facilitates the grouping effect. In addition, the optimization of our GMKL is a convex optimization problem, where a local solution is the globally op-
timal solution. We further derive the level method to efficiently solve the optimization problem.
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正則化學習(regularization)由于具有能夠給高維數據學習提供直觀和準則性工具的顯著能力，因此它成為了機器學習和統計學的研究主軸。目前大規模數據學習的應用廣泛存在，為這些應用量身度造而提出的有效算法和簡約的學習模型將很有前景，亦十分必要。為了解決大規模數據學習的問題，本論文着重解決幾個關鍵問題，範圍包括特殊選擇，未標記數據學習和數據相似表示的學習。具體而言，我們重點考慮三個研究方向的問題，即在線學習(online learning)，半監督學習(semi-supervised learning)和多核學習(multiple kernel learning，簡稱 MKL)。

本論文的第一部分提出了一個新穎的在線學習框架。在該框架下，我們解決了在線的組套索(group lasso)和多任務特徵選擇(multi-task feature selection)兩個問題。據我們所知，該在線學習框架是第一個用于解決這兩個問題的在線學習框架。這裡提出的在線學習算法最大的優勢包括：1）他們可以應用於訓練數據順序獲得的情形。在這種情況下，訓練過程都可以在任何時刻執行；2）他們可以處理任何數目和任何維數的數據。由于我們推導出更新相應模型權值的解析解，因此相應模型的訓練十分高
效。对于在线组合索模型，在每次迭代中，该算法最差时间复杂度和最差存储成本是 $O(d)$. 相应的，对于在线多任务特征选择模型，其每次迭代的最差时间复杂度和最差存储成本是 $O(d \times Q)$. 其中 $d$ 是数据的维度，$Q$ 是任务的个数。此外，我们亦提供了在线学习算法的平均后悔度（regret）的理论分析。这保证在线学习算法的收敛速度。同时，我们还对该在线学习框架进行扩展，解决几个相关的模型，并得到更稀疏的解。

本论文第二部分解决了一般情况下二元分类的半监督学习的问题。这里“一般情况”是指未标记的数据可能是由跟期望分类的两类数据相关或者不相关的数据组成。这里我们提出了一个新颖的最大间隔分类器，叫三类支持向量机（tri-class support vector machine，简称 3C-SVM）。该分类器在不需要指定未标记数据跟目标分类数据是否具有关联性的情况下，可以找到一条归纳法则把给定数据分成 $-1$, $+1$, 或者 $0$ 三类。该模型是基于最大熵原则和我们提出的一个新颖的最小损失函数实现其目的的。在算法实现上，我们通过对该模型进行近似并用标准的凹凸过程（concave-convex procedure，简称 CCCP）求解。因此，该模型的实现十分有效，并使之可能应用于大规模数据集上。

本论文第三部分重点在于解决目前提出的典型的多核学习模型的不足，即一阶多核学习模型（$L_1 – MKL$）和 $p$ 阶多核学习模型（$L_p – MKL$）的不足。因此，我们通过对核权值引入弹性网络型的限制，提出了一个广义的多核学习模型（generalized MKL，简称 GMKL）。具体而言，该多核学习模型在寻求最佳核权值组合时加入对核权值的一阶范式和二阶范式的平方的线性加权的
它的特殊情況。此外，我們提出的廣義多核學習模型具有喜人的性質，即其解具有稀疏性和組效應。而且該模型的優化是一個凸優化問題，即局部最優解即是全局最優解。我們通過用水平(level)方法有效地解決其優化問題。
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Chapter 1

Introduction

Machine learning is a research area that focuses on designing and developing algorithms for computers to evolve behaviors based on empirical data [114]. A center problem in machine learning is to automatically learn to recognize complex patterns and make intelligent decisions based on data. Due to their effectiveness and good performance in practice, many machine learning algorithms [67, 132, 160] have been developed and largely employed to solving problems in applications of computer vision [70, 123], pattern recognition [53, 144], search engines [85, 128], medical diagnosis [75, 76], bioinformatics [67, 87, 93], etc.

Recently, as large-scale datasets become popular, building parsimonious models and developing efficient algorithms are essentially important to machine learning applications. Hence, in this thesis, we develop several models to solve the large-scale learning problems. The work ranges from feature selection to learning from unlabeled data and learning data similarity representation. More specially, we focus on the key research problems in three areas:

Online learning: In some applications, e.g., web applications, training data are large in volume and may appear sequentially. Developing efficient algorithms to learn these kinds of data becomes essentially important. Online learning is a
very suitable learning paradigm for these applications due to its well-scaling capability and good general performance. The center problem of online learning algorithms is to make decisions about the present based only on the knowledge of the past when samples sequentially become available, or to update the function weights as samples come sequentially. How to design online learning algorithms for parsimonious models is very critical for large-scale learning.

**Semi-supervised learning:** Another problem in learning large-scale datasets lies in the deficiency of labeled data and the abundance of unlabeled data. This is a common occurrence in many real-world applications since labeling data is costly and needs experts’ efforts. Meanwhile, unlabeled data are easily collected and they are usually embedded with useful information, e.g., data distribution or structure information. How to utilize the unlabeled data and the precious labeled data to seek effective rules is very important.

**Multiple kernel learning:** A center problem in machine learning is to design a suitable measurement to represent the data similarity, so as to perform the tasks of classification, regression, etc. This is especially essential in kernel machines, e.g., SVMs [144]. To achieve this goal, learning a good kernel representation provides an effective tool. A successful paradigm of learning kernels is to seek a combination of base kernel functions/matrices that maximizes a generalized performance measure [137]. As the real-world applications become more and more complicated, how to design more accurate kernel representation for the applications is crucial.
1.1 Contributions

This thesis aims at developing efficient and effective machine learning algorithms for solving large-scale learning applications. To this purpose, we focus on the challenging problems in the above-mentioned three areas and develop several novel algorithms. The main contributions of this thesis include:

- **Proposing online learning algorithms**
  
  - In this part, we have proposed the first online learning framework for two kinds of feature selection models. The first one is the online learning framework to solve the group lasso model, which can fit the data while selecting the explanatory factors in a group manner [184]. The second one is the online learning framework to solve the multi-task feature selection problem. Both algorithms update the weights of the models as data come sequentially.
  
  - A main advantage of the proposed algorithms is its efficiency due to our derived closed-form solutions in updating the corresponding model weights. At each iteration, the online learning algorithms just need \( O(d) \) time complexity and memory cost for group lasso and need \( O(d \times Q) \) complexity for multi-task feature selection, where \( d \) is the number of dimensions and \( Q \) is the number of tasks.
  
  - We also provide the regret bounds for the algorithms to reveal the property of the online learning algorithms from the theoretical perspective.

- **Proposing a general semi-supervised learning framework**
We propose a maximum margin semi-supervised learning framework to seek an inductive rule from both labeled and unlabeled data. In our framework, the unlabeled data may be a mixture of relevant and irrelevant data. The relevant data are drawn from the same distribution as the labeled data, while the irrelevant data are drawn from distribution(s) different from that of the labeled data. In this setting, we develop a *tri-class support vector machine* (3C-SVM) to distinguish the irrelevant data while classifying the relevant data. By adopting a novel min-loss function and following the maximum entropy principle, we can achieve this goal.

The proposed 3C-SVM generalizes several popular maximum margin classifiers, including standard SVMs, Semi-supervised SVMs (S³VMs) [15, 84], and SVMs learned from universum (U-SVMs) [161, 165]. The theoretical analysis on the 3C-SVM has been provided to indicate how the irrelevant data play the role of seeking a good subspace and to explain why the 3C-SVM works.

An efficient algorithm is proposed to solve the 3C-SVM by the concave-convex procedure (CCCP) [185]. Hence, the 3C-SVM just needs to solve several quadratic programming (QP) problems, which has the same worst case time complexity as that of S³VMs [36].

**Proposing a sparse generalized multiple kernel learning (GMKL) model**

We propose a generalized MKL model which includes the $L_1$-MKL [96] and the $L_p$-MKL [89, 90] as its special cases and conquers the insufficiency of these previously proposed MKL models.

We provide theoretical analysis of the GMKL on why
it contains sparse solutions with the grouping effect. This guarantees the favorite properties of the GMKL.

- Since the GMKL can be transformed into a convex-concave optimization problem, which the global optimal solution is guaranteed. We propose a very efficient method, the level method, to solve it and analyze its convergence rate. Consequently, the GMKL is enabled with its potential to solve large scale datasets.

Figure 1.1: Illustration of the sparse models and our derived models.

In summary, Figure 1.1 gives an overview of the sparse models and seven models that we have developed in recent years. In the thesis, we only present four of them, which are especially promising for solving large-scale learning applications. They are online learning for group lasso (OLGL), online learning for multi-task feature selection (OLMTFS), the 3C-SVM, and GMKL. For other three models, they are multi-task for one-class classification (MTOC) [179], Minimax clustering probability machine (MCPM) [175], Localized support vector regression (LSVR) [176]. We do not include them in the thesis because they are not sparse models or not efficient for solving large-scale applica-
tions. The thesis also omits parts of our work in web applications [177, 178], and some other collaborated work on multiple kernel learning [171, 172].

1.2 Notation

In order to make the notations in the whole thesis consistent, we define the mathematical symbols in the following table.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathbf{K}$, $\mathbf{W}$</td>
<td>Bold capital letters indicate matrices.</td>
</tr>
<tr>
<td>$\mathbf{w}$, $\mathbf{a}$</td>
<td>Bold small letters indicate vectors.</td>
</tr>
<tr>
<td>$\mathbf{1}_m$ ($\mathbf{0}_m$)</td>
<td>An $m$-dimensional vector with each element being 1 (0)</td>
</tr>
<tr>
<td>$\mathcal{X}$, $\mathbb{R}$</td>
<td>Calligraphic or blackboard bold fonts. Letters indicate sets.</td>
</tr>
<tr>
<td>$\mathbb{R}^n$</td>
<td>An $n$-dimensional real space</td>
</tr>
<tr>
<td>$\mathbf{z} \in \mathbb{R}^n_+$</td>
<td>An $n$-dimensional vector with $z_i \geq 0$, for $i = 1, \ldots, n$.</td>
</tr>
<tr>
<td>$\top$</td>
<td>Transpose operator</td>
</tr>
<tr>
<td>$\langle \mathbf{x}, \mathbf{y} \rangle_{\mathcal{H}}$</td>
<td>The inner product of $\mathbf{x}$ and $\mathbf{y}$ in the space $\mathcal{H}$.</td>
</tr>
<tr>
<td>$d(\mathcal{H})$</td>
<td>The dimension of the space $\mathcal{H}$.</td>
</tr>
<tr>
<td>$\mathbf{X} \succeq 0$</td>
<td>A positive semi-definite matrix</td>
</tr>
<tr>
<td>$\circ$</td>
<td>The Hadamard product or elementwise product</td>
</tr>
<tr>
<td>$\mathbf{W}_{i,:} \in \mathbb{R}^Q$</td>
<td>The $i$-th row of $\mathbf{W}$ consists of $Q$ elements.</td>
</tr>
<tr>
<td>$\mathbf{W}_{:,j} \in \mathbb{R}^d$</td>
<td>The $j$-th column of $\mathbf{W}$ consists of $d$ elements.</td>
</tr>
<tr>
<td>$|\mathbf{W}|_F$</td>
<td>The Frobenius norm on $\mathbf{W}$, $|\mathbf{W}|<em>F = \sqrt{\sum</em>{i=1}^d \sum_{j=1}^Q W_{ij}^2}$</td>
</tr>
<tr>
<td>$[a]_+$</td>
<td>$\max{0, a}$</td>
</tr>
</tbody>
</table>
1.3 Scope

This thesis states and refers to the learning first as statistical learning. Especially, the center is sparse learning under the regularization framework, which appears to be the current main trend of learning approaches. The corresponding discussions on our work include online learning for feature selection, semi-supervised learning in a general unlabeled data assumption, and multiple kernel learning for data similarity measurement.

1.4 Organization

The rest of this thesis is organized as follows.

- Chapter 2
  
  We review the background of supervised learning. Especially, we focus on elaborating two families of well-known sparse learning models under the regularization framework and three hot topics in current machine learning area.

- Chapter 3
  
  We propose the first online learning framework for group lasso, which can fit the data and select the important explanatory in a group manner. We present the algorithmic framework, the closed-form solutions for variant group lasso models, and the average regret bound. Experiments on both synthetic and real-world datasets are performed to demonstrate the merits of the proposed learning framework.

- Chapter 4
  
  We propose the first online learning framework for multi-task feature selection models, which can select the important features across related tasks and important tasks that dominate the selected features. We present the algorithm
framework, the closed-form solutions for variant group lasso models, and the average regret bound. A series of detailed experiments is conducted to show the merits of the proposed online learning algorithms.

• Chapter 5
We develop a novel maximum margin classifier, named the tri-class support vector machine (3C-SVM), to learn the inductive rule from both labeled and unlabeled data. We present the insight of the model in theoretical perspective, the properties of the model, and a series of experiments to demonstrate the advantages of the proposed 3C-SVM.

• Chapter 6
We propose a generalized MKL (GMKL) model by introducing an elastic net-type constraint on the kernel weights. We provide the theoretical analysis on the properties of GMKL and the convergence rate of the proposing level method to solve it. Results on a series of experiments on both synthetic and real-world datasets are reported to show the effectiveness and efficiency of the proposed GMKL.

• Chapter 7
We summarize this thesis and discuss some future work.

We try to make each of these chapters self-contained. Therefore, in several chapters, some critical contents, e.g., model definitions, algorithm framework, or illustrative figures, having appeared in previous chapters, may be briefly reiterated.

☐ End of chapter.
Chapter 2

Background

In this chapter, we first review supervised learning and the regularization framework in Sec. 2.1. After that, in Sec. 2.2, we review two families of well-known sparse models, Lasso [155] and Support Vector Machines (SVMs) [160], under this regularization framework. Finally, we review three key learning paradigms, online learning, semi-supervised learning, and multiple kernel learning in Sec. 2.3, Sec. 2.4, and Sec. 2.5, respectively.

2.1 Supervised Learning Under Regularization

In supervised learning, we are given a set of $N$ independent and identically distributed (i.i.d.) paired data sampled from a fixed but unknown distribution $P$ over $X \times Y$ as

$$
D = \{(x_i, y_i)\}_{i=1}^{N}, \quad x_i \in \mathcal{X}, \quad y_i \in \mathcal{Y}.
$$

(2.1)

The input space $\mathcal{X}$ is an arbitrary set, usually $\mathcal{X} = \mathbb{R}^d$, while the output space $\mathcal{Y}$ is a small number of discrete classes for classification problems and $\mathcal{Y} \in \mathbb{R}$ for regression problem. This is very common in many real-world applications. For example, in handwritten character recognition [69, 137], $\mathcal{X}$ is the set of
images of letters and $\mathcal{Y}$ is the alphabet; in predicting housing values \cite{66}, $\mathcal{X}$ is a set of features about the region and $\mathcal{Y}$ is the median value of the house.

The objective of supervised learning is to seek a function $f : \mathcal{X} \mapsto \mathcal{Y}$ that maps inputs $x \in \mathcal{X}$ to outputs $y \in \mathcal{Y}$ while $f(x)$ approximates $y$ on new samples from the distribution $(x, y) \sim \mathcal{P}$. The diagram in Fig. 2.1 summarizes the flow of the supervised learning setting.

The problem of supervised learning has a long history and highly developed theory and practice; see for example \cite{53, 67, 114, 160}. The two most important factors of variation of supervised learning algorithms are the hypothesis class $\mathcal{H}$ and the criterion for selection of $f$ from $\mathcal{H}$ given the training data. A standard criterion is to quantify what it means for $f(x)$ to approximate $y$, which is measured by the expected error of the approximation by the risk functional $\mathcal{R}_\mathcal{P}^\ell[f]$ defined as

$$\mathcal{R}_\mathcal{P}^\ell[f] = E_{(x,y) \sim \mathcal{P}}[\ell(x, y, f(x))], \quad (2.2)$$

where the loss function $\ell : \mathcal{X} \times \mathcal{Y} \times \mathcal{Y} \rightarrow \mathbb{R}^+$ measures the penalty for predicting $f(x)$ on the sample $(x, y)$. In general, $\ell(x, y, \hat{y}) = 0$ if $y = \hat{y}$. Many different loss functions can be adopted for the supervised learning. We will elaborate them in Section \ref{sec2.1.2}.

Since the distribution $\mathcal{P}$ is generally unknown, one estimates
the risk of $f$ using its empirical risk $\mathcal{R}_D^\ell$, computed on the training set $\mathcal{D}$ by

$$\mathcal{R}_D^\ell[f] = \frac{1}{N} \sum_{i=1}^{N} \ell(x_i, y_i, f(x_i)),$$

(2.3)

$\mathcal{R}_D^\ell[f]$ is called the training error or training loss.

A criterion to find $f$ may be simply selecting a hypothesis with the lowest risk

$$f^* = \arg\min_{f \in \mathcal{F}} \mathcal{R}_D^\ell[f].$$

However, this is generally not a good idea. For example, if $\mathcal{X} = \mathbb{R}, \mathcal{Y} = \mathbb{R}$ and $\mathcal{H}$ includes all polynomials of degree $N - 1$, we can always find a polynomial $f$ that passes through all the sample points $(x_i, y_i), i = 1 \ldots , N$, assuming that all the $x_i$ are unique. This polynomial is very likely to overfit the training data. That is, it has zero empirical risk, but high actual risk.

The key to selecting a good hypothesis is to trade-off complexity of class $\mathcal{H}$ (e.g. the degree of the polynomial) with the error on the training data as measured by empirical risk $\mathcal{R}_D^\ell[f]$. For a vast majority of supervised learning algorithms, this fundamental balance is achieved by minimizing the weighted combination of the two criteria:

$$f^* = \arg\min_{f \in \mathcal{F}} \left( R[f] + C \mathcal{R}_D^\ell[f] \right),$$

(2.4)

where $R[f]$, is often called regularization, measuring the inherent dimension or complexity of $f$, and $C \geq 0$ is a trade-off parameter. The setting of complexity measure $R[f]$ can be referred to [67, 160], and we will discuss it in the following section.

### 2.1.1 Regularization

The regularization framework is common in machine learning, including Support Vector Machines [160], Logistic Regression [67],
and Lasso \[155\], etc. In (2.4), the first term is the regularization term, which measures the inherent dimension or complexity of \( f \). Usually, one chooses the (generalized) linear model as the function class by taking consideration of accuracy, efficiency, and extensibility. Typically, the decision function is defined as

\[
\hat{f}(\mathbf{x}) = \mathbf{w}^\top \mathbf{x} + b, \tag{2.5}
\]

where the parameter \( \boldsymbol{\theta} = (\mathbf{w}, b) \) consists of the function weight \( \mathbf{w} \in \mathbb{R}^d \) and the bias term \( b \). They have to be learned from the training data in (2.1).

For the linear model, a typical regularization of \( R[f] \) is \( \frac{1}{2} \| \mathbf{w} \|^2 \), the square of the \( L_2 \)-norm on the weights. This can be traced back to the Tikhonov regularization, or ridge regression, which introduces the regularization on the function weight to solve ill-posed problems in the 1940’s \[159\]. The standard ridge regression seeks the function weights by minimizing the square loss and the square regularization

\[
\min \limits_{\mathbf{w}} \; C \sum_{i=1}^{N} (\mathbf{w}^\top \mathbf{x}_i + b - y_i)^2 + \frac{1}{2} \| \mathbf{w} \|^2 \tag{2.6}
\]

Many statistical learning models follow the above framework, but with variants. For example, SVMs \[160\] take the same regularization as ridge regression, but adopt a different loss function, which can introduce sparse solutions in the sample level. Lasso \[67\] adopts the same loss function as ridge regression, but applies the \( L_1 \)-norm regularization on the weights, which can introduce sparse solutions in the feature level. We will introduce them with more details in Sec. 2.2.

### 2.1.2 Loss Functions

The second term in (2.4) defines the loss, which measures the empirical risk of the model. For different problems, usually,
different loss functions are adopted. In the following, we will explain several famous loss functions in the literature.

The most common loss for classification is the 0/1-loss. It is defined as

$$\ell^{0/1}(x, y, f(x)) \equiv I(y f(x) < 0),$$

(2.7)

where $I(\cdot)$ denotes the indicator function as $I(\text{true}) = 1$ and $I(\text{false}) = 0$. That is, when the loss in (2.3) is the 0/1-loss, it simply defines the proportion of training samples that $f$ misclassifies.

However, minimizing the 0/1-risk is generally a very difficult problem with multiple maxima for any large class $\mathcal{H}$ since this loss function is discrete [53]. The standard solution is minimizing an upper bound on the 0/1-loss, $\bar{\ell}(x, y, f(x)) \geq \ell(x, y, f(x))$. In addition to computational advantages of this approach, there are statistical benefits of minimizing a convex upper bound. Logistic regression and support vector machine are two of the primary classification methods which adopt this idea, but differ primarily in their choice of the upper bound on the training 0/1-loss. For example, in logistic regression, the loss function is defined as a logit loss [71]

$$\ell^{\text{logit}}(x, y, f(x)) = \log_2 (1 + \exp(-y f(x))),$$

(2.8)

and in support vector machine, the hinge loss is adopted [160]

$$\ell^{\text{hinge}}(x, y, f(x)) = \max\{1 - y f(x), 0\}.$$  

(2.9)

Here, it should be noted that $y$ is selected from $\{-1, 1\}$. Figure 2.2(a) illustrates the difference among these three loss functions.

In regression, various loss functions can be adopted. Actually, different loss functions correspond to the noise with different distributions [160]. For example, the standard square loss corresponds to the Gaussian noise and it is defined as

$$\ell^{\text{square}}(x, y, f(x)) = (y - f(x))^2.$$  

(2.10)
Figure 2.2: Demonstration of loss functions. Fig. 2.2(a) illustrates the difference among the 0/1-loss, hinge loss, and the logit loss for classification. It is noted that the logit loss is a smoothed version of the hinge loss. Fig. 2.2(b) illustrate the difference between the square loss and the \( \varepsilon \)-insensitive loss for regression. Note that, the square loss is smoothed while the \( \varepsilon \)-insensitive loss is non-smoothed.

In support vector regression \([160]\), the \( \varepsilon \)-insensitive loss function is adopted

\[
\ell^\varepsilon(x, y, f(x)) = \max\{|y - f(x)| - \varepsilon, 0\}.
\]  

(2.11)

The \( \varepsilon \)-insensitive loss function does not penalize those data points with deviation from the target value \( y \) being smaller than \( \varepsilon \), a small constant. This loss function enjoys similar property of the hinge loss and introduces sparse solutions. Figure 2.2(b) illustrates the difference between the hinge loss and the square loss.

2.2 Sparse Models

As large-scale datasets become popular, developing parsimonious models contains several advantages. First, the succinct models are easier for interpretation and more helpful for revealing the characteristics of the data. Second, they may help for
saving the storage cost and reducing the cost in testing. Third, they may achieve good performance due to discarding the noisy information in the large-scale datasets.

As indicated in \[58, 200\], in the $L_p$ penalty family, the estimates have a parsimonious property (with some components being exactly zero) when $p \leq 1$, while the optimization problem is convex only for $p \geq 1$. Hence, only the lasso penalty ($p = 1$) yields sparse solutions while maintaining the convex property. Adopting $L_1$ form is a way to yield sparse solutions and is promising for solving large-scale datasets.

Referring back to (2.4), since it contains two terms, by adopting different $L_1$ forms, the previously proposed sparse models can be categorized into two families. One is the lasso model, imposing $L_1$-norm regularization on the function weights to introduce the sparsity in the feature level. The other is support vector machine, adopting the hinge loss to introduce the sparsity in the sample level. We will introduce them in the following section.

\subsection*{2.2.1 Lasso and its Extensions}

Lasso is a shrinkage and selection method for linear regression. It minimizes the usual sum of squared errors, with a regularizer on the sum of the absolute values of the function weights \[155\]. The definition of the lasso model corresponds to

$$
\min_{w, b} \sum_{i=1}^{N} \left( y_i - b - \sum_{j=1}^{d} w_j x_{ij} \right)^2 + \lambda \sum_{j=1}^{d} |w_j|, \quad (2.12)
$$

where $\lambda$ plays the trade-off term similar to $C$ in SVMs. Obviously, a larger $\lambda$ will make all function weights become zero, while a small $\lambda$ can keep all function weights. As shown in Fig. \[2.3(a)\], the optimal solution of the lasso model is usually hit on the corner of the contour. This parsimonious property
helps lasso to select important features while solving the regression problem. Hence, we classify the lasso model as those sparse models achieving sparsity in the feature level. Figure 2.3 illustrates the difference of the lasso solution and the ridge regression solution in a two dimensional space. The lasso solution corresponds to the first place that the contours touch the square, and this sometimes occurs at the corner, yielding a zero weight. On the contrary, for ridge regression, there are no corners for the contours to hit and thus resulting in no zero solutions [155].

![Figure 2.3: Illustration of solutions on the lasso and ridge regression.](image)

Due to its parsimonious property, lasso has been successfully applied in those applications with data in large dimensions and small training samples, e.g., species’ prediction [200], microarray data analysis [60], coeliac data analysis [168], etc. There are also many extensions on lasso. We can categorize them into two directions. One direction is to extend the model to improve its learning and interpretable abilities. The other direction is to speed up the training procedure of the lasso model. Here, we first review those models extending the lasso idea to yield parsimonious solutions. Typical ones include the following models:

**Elastic Net:** This model extends the lasso model by introducing a new regularization, a linear combination of lasso regu-
larizer and ridge regularizer [200]. Hence, the elastic net not only yields sparse solutions as the lasso, but also encourages a grouping effect, where strongly correlated predictors tend to be in or out of the model altogether [200].

**Group Lasso:** This model extends the lasso model by introducing the $L_1$-norm on the $L_2$-norm of the function weights to select the explanatory factors in a group manner [184]. The original model is to solve the regression problem. Due to its favorite properties, group lasso has been intensively studied in statistics and machine learning in recent years [8, 131, 184]. Various discussions and work include the group lasso for logistic regression [112], the group lasso for generalized linear models [134], the group lasso with overlap between groups [80], and the sparse group lasso [59], etc.

Other models with similar ideas of group lasso are also proposed, e.g., the *Component Selection and Smoothing Operator* (COSSO) [103], the *Composite Absolute Penalites* (CAP) approach [191], etc. The COSSO selects groups of predictors corresponding to sets of basis functions for smoothing splines by imposing the regularization as the square-root of the integrated squared second derivative of a spline function (a linear combination of the basis functions) [103]. The CAP approach generalizes the group lasso by introducing a generalized group penalty instead of $L_2$-norm on the function weights [191].

The original lasso model can be solved by a Quadratic Programming (QP) problem, which can be solved by a standard optimization toolbox. It can also be solved by the coordinate descent method proposed in [155]. Now, we review part of the proposed methods in speeding up the lasso model. These methods include the following:

**LARs:** Least Angle Regression (LAR) is a promising technique
for variable selection applications, offering a nice alternative to stepwise regression. It provides an explanation for the similar behavior of lasso and forward stagewise regression. More importantly, it provides a fast implementation of both [54]. The algorithm exploits the fact that the lasso contains piecewise linear solution paths, which leads to an algorithm with the same computational cost as the full least-square fit on the data.

**Glmnet:** It is a very efficient algorithm for estimation of generalized linear models with convex penalties by cyclical coordinate descent to compute along a regularization path [60]. This method can handle large datasets and can deal with sparse features efficiently.

The idea of $L_1$-regularization in statistics is the well-known “least absolute shrinkage and selection operator”, Lasso algorithm [155]. This idea also comes up in signal processing in basis pursuit [34, 49], signal recovery from incomplete measurements [24, 25, 48, 50], portfolio optimization [108], sparse principle component analysis [23, 45, 186], computer vision [110], and neural computation [101, 129].

### 2.2.2 Support Vector Machines

Support vector machines (SVMs) contain solid theoretical foundations and have demonstrated outstanding performance in many applications [160]. Here, SVMs include all models based on the concept of the maximum margin, while SVM only indicate the classification model.

By adopting the hinge loss (2.9) and based on the “margin”
of confidence of $f_\theta$, one can define the objective of the SVM as

$$\min_{w, b, \xi \geq 0} \quad C \sum_{i=1}^{N} \xi_i + \frac{1}{2} \|w\|^2$$

(2.13)

subject to

$$y_i (w^T \phi(x_i) - b) \geq 1 - \xi,$$

$$\xi_i \geq 0, \quad i = 1, \ldots, N,$$

where $C$ is a constant trading off the error and the regularization term. Different from common linear models, the SVM adopts a generalized linear model, which is fulfilled by a mapping function, $\phi : \mathbb{R}^d \mapsto \mathbb{R}^f$. Here the labels $y_i$ are either +1 or −1 for a binary classification problem. The above convex optimization is usually solved by the Lagrange multiplier method [22, 160]. This leads to solving its dual form as a Quadratic Programming (QP) problem as follows:

$$\max_{\alpha} \quad 1_N^T \alpha - \frac{1}{2} (\alpha \circ y)^T K (\alpha \circ y)$$

(2.14)

subject to

$$y^T \alpha = 0,$$

$$0_N \leq \alpha \leq C 1_N,$$

where $K$ defines the kernel matrix as $K_{ij} = \phi(x_i)^T \phi(x_j)$. Many kernel functions can be adopted for calculating $K$ and usually they can be learned from the data [137].

The above QP problem can be solved efficiently by a standard QP package or by other methods, e.g., the Sequential Minimal Optimization (SMO) methods [124], a general active set method [135]. The decision function of SVMs is represented as

$$f(x) = \sum_{i=1}^{N} y_i \alpha_i^* K(x_i, x) + b^*,$$

(2.15)

where $\alpha^*$ is the optimal solution obtained by solving (2.14), while $b^*$ is obtained from the equality constraints.

There are many extensions based on the framework in (2.13). They include
Support Vector Regression (SVR): The SVM have been extended to solve the regression problem by adopting the \( \varepsilon \)-insensitive loss function \[147\]. An illustration of the \( \varepsilon \)-insensitive loss function is shown in Fig. 2.2(b). By adopting this \( L_1 \) loss, SVR can also yield sparse solutions. Due to its solid theoretical background and effectiveness, SVR has been applied in various applications, e.g., control in chaotic systems \[111\], time series prediction \[116\], and financial market prediction \[174, 176\], etc.

\( \nu \)-SVM: The \( \nu \)-SVM has been derived so that the soft margin has to lie in the range of zero and one \[33\]. The parameter \( \nu \) is not controlling the trade-off between the training error and the generalization error as that of \( C \). Instead, it plays two roles: It is an upper bound on the fraction of margin errors and is the lower bound on the fraction of support vectors \[40, 138\]. Hence, \( \nu \) is selected from the range of 0 and 1. Choosing the parameter \( \nu \) is easy and intuitive.

One-class SVM: There are two kinds of SVM derivatives to solve the one-class classification problem. One idea is the Support Vector Domain Description (SVDD): It maps the data into a feature space and seeks a sphere with minimum volume containing all or most of the samples in the target class \[154\]. When a future point falls in the ball, it is deemed to be a “target” object; otherwise, it is an outlier object. Another idea is the \( \nu \)-SVM: This model maps the data into a feature space and aims to separate the given data from the origin with a maximum margin. The algorithm returns a decision function \( f \) taking the value +1 in a “small” region capturing most of the data points in the target class, and −1 elsewhere \[139\]. The latter approach introduces a favorable parameter \( \nu \in (0, 1] \), which can control the fraction of outliers and the fraction of support vec-
This model is termed as one-class \( \nu \)-SVM. The above two approaches can be transformed and represented in a kernel form and the SVDD also can be introduced by the \( \nu \) parameter \([136]\).

**SVM for semi-supervised learning:** There are two models to extend SVM for solving the semi-supervised learning task, transductive SVMs (TSVM) and semi-supervised support vector machine (S\(^3\)VM) \([36, 84]\). They seek the largest separation between labeled and unlabeled data through regularization. Differently, TSVM utilizes the labeled data and test data to improve the prediction on the test data; while S\(^3\)VM seeks an inductive rule from the labeled and unlabeled data with the aim of improving the performance on unseen coming data.

Other than the introduction in the above, there are many theoretical results with various applications in SVMs. Interested readers can refer to the books \([28, 41, 137, 144, 160, 161]\) and the references therein.

It is noted that SVM and the corresponding extensions usually achieve sparsity in the sample level. That is the decision function in (2.15) is represented by several important samples, called *support vectors*, corresponding to \( \alpha_i \neq 0 \). This helps in reducing the cost in the test procedure. Here, we give an illustration example of SVMs for classification and regression in Fig. 2.4.

## 2.3 Online Learning

As large-scale and dynamic datasets become popular, online learning algorithms become a very promising direction in machine learning. The problem of online learning algorithms is to make decisions about the present based only on the knowledge of
the past when samples sequentially become available. More specifically, a sequence of i.i.d. samples \((x_1, y_1), (x_2, y_2), \ldots\) are drawn to calculate a sequence of the weights \(\theta_1, \theta_2, \ldots\). At time \(t\), given the most up-to-date weight vector \(\theta_t\), as \((x_t, y_t)\) is available, we can evaluate the loss \(\ell(x_t, y_t, \theta_t)\), and its subgradient \(u_t \in \partial \ell(x_t, y_t, \theta_t)\), where \(\partial \ell(x, y, \theta)\) denotes the subgradient of \(\ell(x, y, \theta)\) with respect to \(\theta\). The weight \(\theta_{t+1}\) is updated based on these information, and even the information of second-order derivatives if the loss functions are smooth.

The most widely used online algorithm is the stochastic gradient descent (SGD) method \cite{18}. The online gradient descent algorithm updates the parameter by

\[
\theta_{t+1} = \theta_t - \eta_t u_t,
\]

where \(\eta_t\) is an appropriate stepsize. As the regularization is included, the objective in (2.4) for an online learning algorithm becomes

\[
\bar{R}(\theta) = R(\theta) + E_{\theta} \ell(x, y, \theta).
\]

When a general regularization is considered, e.g., \(R(\theta) = I_C(\theta) + \psi(\theta)\) \((I_C(\theta)\) is a “hard” set constraint and \(\psi(\theta)\) is a “soft” reg-

Figure 2.4: Illustration of SVM and SVR with sparsity in the sample level.
ularization), the updating rule of SGD becomes
\[ \theta_{t+1} = \Pi_C (\theta_t - \eta_t (u_t + \mu_t)) , \]
where \( \mu_t \) is a subgradient of \( \psi \) at \( \theta_t \), and \( \Pi_C(\cdot) \) denotes Euclidean projection onto the set \( C \). The SGD method belongs to the family of Stochastic approximation, which was first developed in [88, 133].

The objective of online learning algorithms is to generate a sequence \( \{\theta_t\}_{t=1}^{\infty} \) such that
\[ \lim_{t \to \infty} \mathbb{E} \tilde{R}(\theta_t) = \tilde{R}(\theta^*) , \]
with reasonable convergence rate. In the above, an optimal solution \( \theta^* \) to the problem (2.17) is assumed existing.

There are several directions in developing online learning algorithms. One direction is to develop promising algorithms with improving convergence rate, e.g., [68, 140, 199]. The other direction is to exploit the problem structure, especially for problems with explicit regularization, to gain advantages of the models [52, 72, 97, 169]. Due to their capability of scaling well for very large datasets and their good generalization performances observed in practice [20, 188], online learning algorithms have been actively developed, forming an attractive and promising area in machine learning.

2.4 Semi-supervised Learning

Semi-supervised learning is an active research topic in recent years. It considers the problem of learning from both labeled and unlabeled data. There are two types of semi-supervised learning paradigms; inductive and transductive semi-supervised learning. Inductive semi-supervised learning works like an in-class exam, where the questions are not known in advance, and a student needs to prepare all possible questions [197]. Its goal is to derive
the inductive rule for predicting future test data. On the other-
hand, transductive semi-supervised learning works like a take-
home exam, where the student knows the exam questions and
needs not prepare beyond those \[197\]. Its goal is to improve the
performance of the test data by training on the labeled data and
the test (unlabeled) data. Recently, many methods have been
proposed for solving semi-supervised learning problems, such
as EM with generative mixture models \[120\], co-training \[119\],
Transductive Support Vector Machines \[36, 84\], and graph-based
methods \[6, 44, 193, 196\], etc. Interested readers are referred to
the books and the survey in \[28, 195, 197\] and the references
therein.

\section*{2.5 Multiple Kernel Learning}

Multiple kernel learning (MKL) has been an attractive topic
in machine learning recently \[96, 122\]. It has been regarded
as a promising technique for identifying the characteristics of
multiple data sources or feature subsets and has been applied in
a number of applications, such as genome fusion \[95\], splice site
detection \[151\], image annotation \[64\], etc.

The problem of multiple kernel learning is to seek a combina-
tion of base kernel functions/matrices that maximizes a gen-
eralized performance measure. Typical measures studied for
multiple kernel learning include maximum margin classification
errors \[9, 96, 198\], kernel target alignment \[42\], Fisher discrimi-
native analysis \[182\], etc.

There are two active research directions in multiple kernel
learning. One is to improve the efficiency of MKL algorithms.
Following the Semi-Definite Programming (SDP) algorithm pro-
posed in the seminal work of \[96\], in \[9\], a block-norm regulariza-
tion method based on Second Order Cone Programming (SOCP)
was proposed in order to solve medium-scale problems. Due to
the high computation cost of SDP and SOCP, these methods cannot process large-scale datasets with large number of kernels and large number of training data. Recent studies suggest that wrapping-based approaches \[130, 151, 170\] are more efficient due to the efficiency of SVM solvers and the possible speeding-up techniques in seeking the kernel weights. In the wrapping-based methods, they first solve a classical SVM given the current solution of kernel weights, then a specific procedure is used to update the kernel weights. Many recent research efforts have been focused on updating the kernel weights \[151, 170, 171\].

The second direction is to improve the effectiveness of MKL models by exploring possible combinations of base kernels. The \(L_1\)-norm on the kernel weights, also known as the simplex constraint, is the first and mostly used constraint in MKL methods to seek the kernel weights. The advantage of the simplex constraint is that it yields a sparse solution, i.e., only a few base kernels carry significant weights. However, as argued in \[89\], the simplex constraint may discard complementary information when base kernels encode orthogonal information, and lead to suboptimal performance. To improve the accuracy, an \(L_2\)-norm constraint on the kernel weights, known as a ball constraint, is introduced in \[89\]. The \(L_2\)-norm constraint can be easily extended to the \(L_p\)-norm constraint on the kernel weights. The formulation is approximated by the second order Taylor expansion and is transformed into a convex optimization problem \[90\]. Another possible extension is to explore the grouping property or the mixed-norm combination, which is helpful when there are principal components among the base kernels \[81, 153\]. Other researchers also study the possibility of non-linear combination of kernels \[38, 162\]. Developing MKL models with clear interpretation continues to be a promising research direction.

\[\square\] End of chapter.
Chapter 3

Online Learning for Group Lasso

3.1 Introduction

Group lasso \cite{184}, a technique of selecting key explanatory factors in a grouped manner, is an important extension of lasso \cite{155}. It has been successfully employed in a number of applications, such as birthweight prediction and gene finding \cite{112,184}. In these applications, data may either be dominated by $k$-th order polynomial expansions of some inputs or contain categorical features which are usually represented as groups of dummy variables \cite{80,112,134}. Due to its advantages, group lasso has been intensively studied in statistics and machine learning \cite{8,184}. Extensions include the group lasso for logistic regression \cite{112}, the group lasso for generalized linear models \cite{134}, the group lasso with overlap between groups \cite{80}, etc.

Despite its success in the above applications, the original group lasso model and most of its extensions have several limitations which need to be addressed: (i) The models are learned by a batch-mode training. In the training process, data are given in advance, and then they are fed into a convex optimization problem which minimizes the empirical loss with a regularization that introduces the group sparsity. However, in real-world
applications, the training data may appear sequentially. 

(ii) Existing group lasso algorithms can only handle data up to several thousands of instances or features \[112, 134, 184\]. While in real-world applications, data can be in large volume, over millions in both of the sample size and the feature space. Previous group lasso algorithms will fail in this situation due to their inefficiency or poor scalability. (iii) The original group lasso can only yield solutions with sparsity in the group level. It usually lacks the ability in further finding the key factors in an important group. This is a non-trivial drawback for some real-world applications, where data may be explained by the key features within the important groups. Only seeking sparsity in the group level may lose some useful information that is important to accurately interpret the data.

To address the above problems caused by the batch-mode training and poor data scalability, we develop a novel and very efficient online learning algorithm for the group lasso, which updates the learning weight vector at each iteration by a closed-form solution based on the average of the previous subgradients.

To the best of our knowledge, our algorithm is the first online algorithm for the group lasso. Our algorithm enjoys several good properties in terms of efficiency and effectiveness. First, the efficiency of the algorithm can be guaranteed by its low complexity in both memory space and time cost: At each iteration, the proposed algorithm only needs \(O(d)\) memory to store the required information and the updating process has a worst-case time complexity of \(O(d)\) in computation, where \(d\) is the number of features. Hence, our proposed algorithm has the potential to solve large-scale problems. Second, as the accuracy guarantee, we provide the convergence rate for both the regret bound and the bound of the learning weight vector for the proposed algorithm.

In order to seek the group lasso with more sparsity in both
the group level and the individual feature level, we successfully extend the algorithm to solve the sparse group lasso problem \[59\] and propose the enhanced sparse group lasso model. We further derive closed-form solutions to update the weight vectors in both models. Our algorithmic framework can also be easily extended to solve the group lasso with overlap and the graph lasso problems \[80\]. Therefore, this suggests the good applicability of our proposed algorithm in that it can be employed to solve a large family of group lasso algorithms. Finally, experiments on both synthetic and real-world datasets demonstrate the advantages of the proposed online algorithm.

3.2 Related Work

In the following, we mainly review the related work on online learning algorithms.

Online learning has been extensively studied in machine learning area in recent years \[2, 19, 20, 39, 51, 57, 72, 141, 190, 199\]. These methods can be cast into different categories. One family of online learning algorithms is based on the criterion of maximum margin \[51, 141\], which repeatedly chooses the hyperplane that correctly classifies the training samples with the maximum margin or updates the decision boundary when a new sample is misclassified or when its classification score does not exceed some predefined margin. Another family of online learning algorithms is solved by the stochastic gradient method \[20, 199\], where the weight vector is updated based on the subgradient of the coming sample and projected back to the constraint space if needed. An attractive feature of stochastic gradient decent methods is that their runtime may not depend at all on the number of examples \[19, 142\]. Although various online learning algorithms have been proposed, there is no online learning algorithm developed for the group lasso yet.
More recently, online learning algorithms on minimizing the summation of data fitting and $L_1$-regularization have been proposed to yield sparse solutions [12, 52, 97, 169]. These algorithms are very promising in real-world applications, especially for training large-scale datasets. In [97], a truncated gradient method is proposed to truncate the elements of the learning weight vector to 0 when they cross 0 after the stochastic gradient step. Experiments on data with over $10^7$ samples and $10^9$ features using about $10^{11}$ bytes are evaluated for that method [97]. In [52], a forward-backward splitting method (FOBOS) is studied for solving the regularized convex optimization problem, especially the lasso problem. The algorithm of FOBOS consists of two steps: performing an unconstrained gradient descent step first and then minimizing a regularization term while keeping the solution close to the result of the first phase. In [169], the regularized dual averaging method is proposed to solve the lasso problem, where the learning weight is updated based on the average of all calculated subgradients of the loss functions. The efficiency of the above methods motivates us to propose an online learning algorithm for the group lasso.

### 3.3 Group Lasso

Given a training dataset consisting of $N$ independent and identically distributed observations, $\{z_i = (x_i, y_i)\}_{i=1}^N$, where $x_i \in \mathbb{R}^d$ is a $d$-dimensional vector and $y_i \in \{-1, 1\}$ for the binary classification problem or $y_i \in \mathbb{R}$ for the regression problem. Suppose that these $d$ features are divided into $G$ groups with $d_g$, the number in $g$-th group. Hence, we can rewrite $x_i = (x_i^1 \top, \ldots, x_i^G \top) \top$ with the group of variables $x_i^g \in \mathbb{R}^{d_g}$, $g = 1, \ldots, G$. When $d_g = 1$ for all groups, the data do not form a group in the feature space.

The lasso algorithm [155] is a linear regression model that selects the variables individually and it cannot find the key fac-
tors in the grouped mode. Correspondingly, the \textit{group lasso} algorithm \cite{184} is proposed to select a subset of important factors for producing accurate prediction. Concretely, it is to seek the weight \( w \) and the bias \( b \) in \( f(x) = \sum_{g=1}^{G} w^g \top x^g + b \), by solving the following optimization problem:

\[
\min_w \sum_{i=1}^{N} l(w, z_i) + \Omega(w), \tag{3.1}
\]

where \( w = (w^1 \top, \ldots, w^G \top)^\top \). In (3.1), since the bias usually can be absorbed by the weight without penalty, we only consider the optimization on the weight vector \( w \).

Various loss functions can be adopted for \( l(\cdot) \) and they are usually assumed convex. They are

**Squared loss:** \( l(w, z) = \frac{1}{2}(y - w \top x)^2 \). This loss is a standard loss which has been used in the original group lasso algorithm \cite{184}.

**Logit loss:** \( l(w, z) = \log(1 + \exp(-y(w \top x))) \). This loss is used for binary classification problems \cite{112}.

In (3.1), \( \Omega(\cdot) \) defines the regularization on the weight. In the group lasso, the “groupwise” \( L_2 \)-norm is adopted as the regularizer, i.e.,

\[
\Omega_\lambda(w) = \lambda \sum_{g=1}^{G} \sqrt{d_g} \|w^g\|_2, \tag{3.2}
\]

where the trade-off constant \( \lambda \geq 0 \) is to balance between the loss and the regularization term. The value \( \sqrt{d_g} \) accounts for the varying group sizes and \( \| \cdot \|_2 \) is the Euclidean norm.

**Remark 1.** The regularizer in (3.2) makes the model act as the lasso at the group level: a large \( \lambda \) may make a whole group of predictors drop out of the model. As \( d_g = 1 \) for all the groups, the group lasso is equivalent to the lasso.
Remark 2. To introduce group sparsity, it is also possible to impose other joint regularization on the weight, e.g., the $L_{1,\infty}$-norm [127].

Remark 3. The group lasso regularizer has also been extended to use in Multiple Kernel Learning (MKL) [8]. The consistency analysis on the connection between the group lasso and MKL can be referred to [8].

Here, we can further introduce sparse group lasso as that in [59]

$$\Omega_{\lambda,r}(w) = \lambda \sum_{g=1}^{G} \left( \sqrt{d_g} \|w^g\|_2 + r_g \|w^g\|_1 \right),$$

(3.3)

where $r_g > 0$, for $g = 1, \ldots, G$, is a constant balancing the $L_2$-norm against the $L_1$-norm in each group. By imposing $L_1$-norm in each group, the sparse group lasso can further yield sparse solutions in the selected group.

To solve the optimization with the group lasso, various methods, e.g., Group LARs [184], block co-ordinate descent [112], active set algorithm [134], have been proposed. Some batch-mode training methods for group lasso penalties also have been proposed, e.g., [94, 107]. Interested readers can read the above papers and references therein.

### 3.4 Online Learning for Group Lasso

Inspired by recently developed first-order methods for optimizing composite functions [118] and the efficiency of the dual averaging method for minimizing the $L_1$-regularization in [169], we propose an online learning algorithm by adopting the dual averaging method to solve the group lasso, namely DA-GL. The algorithm is outlined in Algorithm 1. In this case, data come
Algorithm 1 Online learning algorithm for group lasso

**Input:**
- \( \mathbf{w}_0 \in \mathbb{R}^d \), and a strongly convex function \( h(\mathbf{w}) \) with modulus 1 such that
  \[
  \mathbf{w}_0 = \arg\min_{\mathbf{w}} h(\mathbf{w}) \in \arg\min_{\mathbf{w}} \Omega(\mathbf{w}).
  \]  
  (3.4)
- Given const \( \lambda > 0 \) for the regularizer.
- Given const \( \gamma > 0 \) for the function \( h(\mathbf{w}) \).

**Initialization:** \( \mathbf{w}_1 = \mathbf{w}_0, \bar{\mathbf{u}}_0 = 0 \).

**for** \( t = 1, 2, 3, \ldots \) **do**

1. Given the function \( l_t \), compute the subgradient on \( \mathbf{w}_t, \mathbf{u}_t \in \partial l_t \).
2. Update the average subgradient \( \bar{\mathbf{u}}_t \):
   \[
   \bar{\mathbf{u}}_t = \frac{t-1}{t} \bar{\mathbf{u}}_{t-1} + \frac{1}{t} \mathbf{u}_t.
   \]
3. Calculate the next iteration \( \mathbf{w}_{t+1} \):
   \[
   \mathbf{w}_{t+1} = \arg\min_{\mathbf{w}} \Upsilon(\mathbf{w}),
   \]  
   (3.5)

   where \( \Upsilon(\mathbf{w}) = \left\{ \bar{\mathbf{u}}_t^\top \mathbf{w} + \Omega(\mathbf{w}) + \frac{\gamma}{\sqrt{t}} h(\mathbf{w}) \right\} \).

**end for**
in sequence. At each time, we have to make the decision of $w_T$ based on the coming data. By defining the objective up to the $T$-th step as

$$S_T(w_T) := \frac{1}{T} \sum_{t=1}^{T} (\Omega_\lambda(w_T) + l_t(w_T)),$$  \hspace{1cm} (3.6)

the objective of online learning for group lasso is to find $w_T$ in the $T$-th step such that the objective up to the $T$-th step, $S_T(w_T)$, is not much larger than $\min_{w,b} S_T(w)$, the smallest objective of any fixed decision $w$ from hindsight. Note that in (3.6), we have used $l_t(\cdot)$ to simplify the expression of the loss induced by the $t$-th coming instance.

The difference between the objective value up to the $T$-th step and the smallest objective value from hindsight is the regret of the online algorithm for group lasso. We can define the average regret as

$$\bar{R}_T(w) := \frac{1}{T} \sum_{t=1}^{T} (\Omega_\lambda(w_t) + l_t(w_t)) - S_T(w).$$  \hspace{1cm} (3.7)

Analysis of the regret bound and convergence rate is a key problem to guarantee the online learning algorithms. We will delay the analysis until Section 3.5.

**Remark 4.** The above proposed online learning for the group lasso is derived from the regularized dual averaging method in [169]. We can also use the FOBOS [52] to solve the online learning for the group lasso. In this case, at each iteration, the FOBOS method is to solve the following minimization problem:

$$w_{t+1} = \arg \min_{w} \left\{ \frac{1}{2} \| w - (w_t - \eta_t u_t) \|^2 + \eta_t \Omega(w) \right\},$$  \hspace{1cm} (3.8)

where $\Omega(w)$ is defined as (3.2) for the group lasso or as (3.3) for the sparse group lasso. $\eta_t$ is a constant term which can be set
to $O(1/\sqrt{t})$. It is easy to see the difference between FOBOS for the group lasso and our DA-GL algorithm: The FOBOS method scales the regularization term by a diminishing stepsize $\eta_t$ while our method keeps it the same.

**Remark 5.** In the standard group lasso, the features are assumed belonging to one and only one group, i.e., the groups are non-overlapped. If data contain overlapped groups, we can simply replicate the overlapped features as that in [80] to obtain an enlarged dataset, then feed the data into Algorithm 1 to get the solution of the group lasso with overlap. The procedure can be performed similarly as that for the graph lasso.

The key to make Algorithm 1 efficiently solve the group lasso is that the update of the weight in (3.5) should be simple. Here, we first consider the calculation of the bias. In the batch-mode learning for the group lasso, data are given in advance. One can center the data to make the bias vanish. However, for online learning algorithms, the data are not preprocessed. Hence we have to calculate the bias. Here, since the bias is not regularized, it can be calculated by

$$b_{t+1} = \arg \min_{b} \left\{ \bar{b}_t b + \frac{\gamma}{2\sqrt{t}} b^2 \right\} = -\frac{\sqrt{t}}{\gamma} \bar{b}_t. \quad (3.9)$$

Next, let $[v]_+$ denote $\max\{0, v\}$. We can calculate the optimal solution of $w_{t+1}$ in (3.5) in a closed-form for the following three group lasso models:

**Theorem 1.** Given $\bar{u}_t$ at each iteration, the optimal solution of (3.5) is updated correspondingly as follows:

a) **Group lasso:** $\Omega_\lambda(w)$ is defined in (3.2) for some $\lambda > 0$, and $h(w) = \frac{1}{2} \|w\|^2$. Then, for $g = 1, \ldots, G$, we have

$$w_{t+1}^g = -\frac{\sqrt{t}}{\gamma} \left[ 1 - \frac{\lambda \sqrt{d_g}}{\|\bar{u}_t\|_2} \right]_+ \cdot \bar{u}_t^g. \quad (3.10)$$
b) **Sparse group lasso:** \( \Omega_{\lambda,r}(w) \) is defined in \([3.3]\) for some \( \lambda > 0 \) and \( r \geq 0 \), and \( h(w) = \frac{1}{2}||w||^2 \). Then we have

\[
\begin{align*}
\mathbf{w}_{t+1}^g &= -\sqrt{t} \gamma \left[ 1 - \frac{\lambda \sqrt{d_g}}{\| \mathbf{c}_t^g \|_2} \right]_+ \cdot \mathbf{c}_t^g, \\
&= -\sqrt{t} \gamma \left[ 1 - \frac{\lambda \sqrt{d_g}}{\| \mathbf{\bar{u}}_t^g \|_2} \right]_+ \cdot \mathbf{\bar{c}}_t^g,
\end{align*}
\]

(3.11)

where the \( j \)-th element of \( \mathbf{c}_t^g \) is calculating by

\[
\begin{align*}
\mathbf{c}_{t,j}^g &= \left[ |\mathbf{\bar{u}}_t^{g,j}| - \lambda r_g \right]_+ \cdot \text{sign} (\mathbf{\bar{u}}_t^{g,j}), \quad j = 1, \ldots, d_g.
\end{align*}
\]

(3.12)

**Remark 6.** Equation \([3.10]\) indicates that the solution for the group lasso achieves sparsity in the group level. Equation \([3.11]\) implies that the solution for the sparse group lasso achieves sparsity in both the group level and the individual feature level. Since \( \| \mathbf{c}_t^g \|_2 \leq \| \mathbf{\bar{u}}_t^g \|_2 \), the solution for the sparse group lasso can achieve more sparsity in the group level than that in the group lasso. Similarly, the solution of the enhanced sparse group lasso achieves more sparsity in both the group level and the individual feature level due to the introduced sparsity-enhancing parameter.

\[
\begin{align*}
\mathbf{w}_{t+1}^g &= -\sqrt{t} \gamma \left[ 1 - \frac{\lambda \sqrt{d_g}}{\| \mathbf{\bar{c}}_t^g \|_2} \right]_+ \cdot \mathbf{\bar{c}}_t^g, \\
&= -\sqrt{t} \gamma \left[ 1 - \frac{\lambda \sqrt{d_g}}{\| \mathbf{\bar{\bar{u}}}_t^g \|_2} \right]_+ \cdot \mathbf{\bar{\bar{c}}}_t^g,
\end{align*}
\]

(3.13)

where the \( j \)-th element of \( \mathbf{\bar{c}}_t^g \) is calculating by

\[
\begin{align*}
\mathbf{\bar{c}}_{t,j}^g &= \left[ |\mathbf{\bar{\bar{u}}}_t^{g,j}| - \lambda r_g - \frac{\gamma \rho}{\sqrt{t}} \right]_+ \cdot \text{sign} (\mathbf{\bar{\bar{u}}}_t^{g,j}), \quad j = 1, \ldots, d_g.
\end{align*}
\]

(3.14)

**Remark 7.** Theorem \([1]\) indicates the simplicity of updating the weight in \([3.5]\). It is noted that the algorithm only needs \( \mathcal{O}(d) \) space to store the average subgradient, the weight at each
iteration. In addition, it is possible to adopt the efficient implementation of lazy update in [52] to avoid updating the whole weight at each time for high dimensional data.

3.5 Convergence and Regret Analysis

We have the following theorem providing the bound of the average regret and the weight:

**Theorem 2.** Suppose there exists an optimal solution \( w_T^* \) for the problem of (3.1) which satisfies \( h(w^*) \leq D^2 \) for some \( D > 0 \), and there exists a constant \( L \) such that \( \|\bar{u}_T\|^2 \leq L^2 \) for all \( T \geq 1 \).
Then we have the following properties for Algorithm 1:

a) For each \( T \geq 1 \), the average regret is bounded by

\[
\bar{R}_T \leq \left( \gamma \sqrt{T} D^2 + \frac{L^2}{2\gamma} \sum_{t=1}^{T} \frac{1}{\sqrt{t}} \right) / T
\]  

(3.15)

b) The sequence of primal variables are bounded by

\[
\frac{1}{2} \|w_{T+1} - w^*\|^2 \leq D^2 + \frac{L^2}{\gamma^2} - \frac{\sqrt{T}}{\gamma} \bar{R}_T
\]  

(3.16)

The proof of Theorem 2 can follow the framework developed in [118]. A detailed proof can be found in [169]. The bound in (3.15) can further be simplified as

\[
\text{Bound of (3.15)} \leq \frac{\gamma \sqrt{T} D^2 + \frac{L^2}{2\gamma} 2\sqrt{T}}{T} = \frac{\gamma D^2 + \frac{L^2}{\gamma}}{\sqrt{T}}.
\]

This also indicates that the best \( \gamma \) for the above bound is attained when \( \gamma^* = L/D \), which leads to the average regret bound as \( \bar{R}_T \leq 2LD / \sqrt{T} \).

Hence, Algorithm [1] can achieve the optimal convergence rate \( O(1/\sqrt{T}) \). It would be interesting to investigate that by introducing additional assumption, whether the average regret bound can be improve to \( O(\log(T)/T) \) as that in [68].
The second result of Theorem 2 gives a bound for the difference between the learned weight and the optimal weight. If $\bar{R}_T > 0$, then the bound can be tighter. However, the term of $\bar{R}_T$ in the bound cannot be simply discarded since the average regret $\bar{R}_T$ may be negative although this is unlikely in practical situation.

3.6 Experiments

In the following, we present experimental results to demonstrate the advantages of the online learning algorithms for the group lasso models on both synthetic and real-world datasets.

We compare the following five algorithms: the batch-mode learning algorithms for the lasso and the group lasso (GL); the online learning algorithm by the dual averaging method on the $L_1$ regularization ($L_1$-RDA) in [169]; the online learning algorithm by the dual averaging method for the group lasso (DA-GL) in (3.10) and for the sparse group lasso (DA-SGL) in (3.11). We use the implementation of the R-package, grplasso [112] for the batch-mode learning algorithms. The online learning algorithms are implemented in Matlab. All algorithms run on a PC with 2.13 GHz dual-core CPU.

3.6.1 Synthetic data

We test the algorithms on various synthetic data similar to those generated in [59, 112, 184], including data with sparsity in the group level and the individual feature level. Our proposed online learning algorithms for the group lasso models consistently reveal merits. Here, we only report the results on the data with sparsity both in group level and individual feature level. The goal of this experiment is to test the efficiency and effectiveness of the proposed algorithms.
Before generating the data, we first generate a true model. A weight vector is in 100 dimensions consisting of ten blocks of ten, i.e., \( w \in \mathbb{R}^{100} \), and \( d_g = 10 \), for \( g = 1, \ldots, 10 \). The numbers of non-zero weights in the first six blocks of 10 are 10, 8, 6, 4, 2, and 1, respectively, with \( w_i = \pm 1 \), the sign chosen at random. The weights for the rest forty features are all zero. The bias is set to 0.

We then generate \( N_{tr} \) data points by letting \( x_i = L v_i \), \( i = 1, \ldots, N_{tr} \), where \( v_i \sim \mathcal{N}(0, I_d) \) and \( L \) is the Cholesky decomposition of the correlation matrix, \( \Sigma \). The \((i,j)\)-th entry in the \( g \)-th group of the correlation matrix is \( \Sigma_{i,j}^g = 0.2|i-j| \) and zero for entries within different groups. The target value is set by \( y_i = \text{sign} (w^\top x_i + \epsilon) \), where \( \epsilon \) is a Gaussian noise with standard deviation 4.0. We randomly generate data with the size in \( \{25, 50, 100, 500, 1000, 5000, 10^4, 10^5\} \). The model is evaluated on an additional test set of size \( N_{tr} \). We repeat the experiments 50 times and average the results.

For the group lasso models, the regularization parameter \( \lambda \) is tested from \( \lambda_{\text{max}} \star \{0.5, 0.2, 0.1, 0.05\} \), where \( \lambda_{\text{max}} \) is the maximum \( \lambda \) that makes the weight in the group lasso vanish. For the online learning algorithms, since we know the true model, we can obtain the corresponding \( L \) and \( D \) as defined in Theorem 2 and set \( \gamma = L/D \). For the DA-SGL model, \( r_g \) is set to 1 for all groups.

Table 3.1 reports the average results on the synthetic data in terms of accuracy and the average F1 score on the true weight. The average F1 score is to verify whether the learned weight has the same sign of the true model. We calculate the F1 scores of the weight on the tasks of +1 vs. \{−1, 0\}, −1 vs. \{+1, 0\}, and 0 vs. \{−1, +1\} and average these three F1 scores. The larger the F1 score, the more accurate it is in predicting the sign of the weight.

Several observations can be drawn from the results. First,
Table 3.1: Evaluation on the synthetic dataset when varying the number of training data. The best results are highlighted (achieved by paired t-test with 95% confidence level).

<table>
<thead>
<tr>
<th>$N_{tr}$</th>
<th>Accuracy (%)</th>
<th>Average F1 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Lasso</td>
<td>GL</td>
</tr>
<tr>
<td>25</td>
<td>54.2 ± 14.1</td>
<td>54.2 ± 11.4</td>
</tr>
<tr>
<td>50</td>
<td>58.2 ± 7.7</td>
<td>60.0 ± 6.3</td>
</tr>
<tr>
<td>100</td>
<td>62.7 ± 5.5</td>
<td>64.0 ± 5.1</td>
</tr>
<tr>
<td>500</td>
<td>75.6 ± 2.4</td>
<td>75.7 ± 2.3</td>
</tr>
<tr>
<td>1000</td>
<td>77.7 ± 1.5</td>
<td>77.8 ± 1.5</td>
</tr>
<tr>
<td>5000</td>
<td><strong>79.4 ± 0.4</strong></td>
<td><strong>79.4 ± 0.3</strong></td>
</tr>
<tr>
<td>$10^4$</td>
<td><strong>80.0 ± 0.2</strong></td>
<td><strong>80.0 ± 0.1</strong></td>
</tr>
<tr>
<td>$10^5$</td>
<td><strong>80.1 ± 0.1</strong></td>
<td><strong>80.1 ± 0.1</strong></td>
</tr>
</tbody>
</table>
the accuracy values of all algorithms increase with the number of training instances. Among them, the DA-SGL achieves the best accuracy, especially when the number is small. The DA-GL achieves slightly worse results than the DA-SGL and slightly worse results than the GL when the number is large. The two batch-mode algorithms achieve nearly the same accuracy when the number of training instances is large. Second, results about the average F1 score clearly show that the DA-SGL outperforms all the other four algorithms. With respect to F1-scores, the DA-SGL behaves similarly as the GL when the number of training instances is small and as the lasso when the number is large. The DA-SGL combines both the advantages of the lasso and the GL and is more accurate in predicting the sign of the weight. The average F1 scores on the GL and on the DA-GL are similar. Both models cannot achieve sparsity in the individual feature level and therefore, the scores are lower than those of the DA-SGL.

To see the efficiency of the online learning algorithms, we show the running time in Figure 3.1. Since the online learning algorithms and the batch-mode algorithms run in different programming platforms, the time comparison is not fair and a little bias to the R-package. However, the time cost by the online learning algorithms is clearly less than that cost by the batch-mode algorithms. These three online algorithms cost nearly the same time and the $L_1$-RDA costs less since the DA-GL and the DA-SGL need some calculation within each group. The batch-train algorithms cost much time in loading the data into memory when the size of the data is large.

### 3.6.2 Splice Site Detection

In order to evaluate performance of the online learning algorithms on real-world applications, we apply our algorithms in
the task of splice site detection, which plays an important role in gene finding. Splice sites are the regions between coding (exons) and non-coding (introns) DNA segments. The 5’ splice site (5’ss) end of an intron is called a donor splice site and the 3’ss ends an acceptor splice site.

We adopt the MEMset Donar dataset for the evaluation, which is available from [http://genes.mit.edu/burgelab/maxent/ssdata/](http://genes.mit.edu/burgelab/maxent/ssdata/). This dataset is widely used to demonstrate the advantages of the group lasso models [112, 134]. It contains a training set of 8,415 true and 179,438 false human donor sites. An additional test set consists of 4,208 true and 89,717 false donor site. A sequence of a real splice site is modeled within a window over positions \([-3, 5]\) that consists of the last three bases of the exon and the first six bases of the intron. False splice sites

---

**Figure 3.1:** Log-log plot of computation time on training the synthetic dataset. The batch-model algorithms suffer from much time cost in loading large-scale datasets.
are sequences on the DNA which match the consensus sequence at positions 0 and 1. Removing the consensus “GT” results in a sequence length of 7 with 4 levels \{A, C, G, T\}; see [183] for detailed description.

We follow the experimental setup in [112] and measure the performance by the maximum correlation coefficient [183]. The original training dataset is used to construct a balanced training dataset with 5,610 true and 5,610 false donar sites and an unbalanced validation set with 2,805 true and 59,804 false donor sites, which exhibits the same true/false ratio as the test set. All sites are chosen randomly without replacement such that the two sets are disjoint. The test set remains unchanged to evaluate the performance. The group lasso on the data with up to 2nd order interactions and up to 4th order interactions has been analyzed in [112] and [134], respectively. As reported in [134], there is no much improvement using higher order interaction. Hence we construct a model consisting of all three-way and lower order interactions, which involves 64 terms or \(d = 2604\)-dimensional feature space.

In the algorithms, the parameter \(\lambda\) is varied from [0.01, 10] to produce different levels of sparsity. The parameter \(\gamma\) for the online learning algorithms is tuned on the validation set. The element level sparsity parameter of the DA-SGL is set to \(\sqrt{d_g}\) for simplicity. Table 3.2 shows the results of the online learning algorithms in terms of correlation coefficient vs. sparsity. We can see that the online learning algorithms attain satisfactory results and they are competitive with the results in [112, 183]. It is noted that the DA-SGL can achieve better performance in all given levels of structural sparsity. In terms of computation time, the online learning algorithms cost about \(10^3\) seconds for each epoch and the DA-GL costs the least time, while the batch-train group lasso algorithm costs about quadruple of the online learning algorithms.
Table 3.2: Maximum correlation coefficients vs. sparsity on the MEMset Donar dataset.

<table>
<thead>
<tr>
<th>% Non-zero</th>
<th>L1-RDA</th>
<th>DA-GL</th>
<th>DA-SGL</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.5632</td>
<td>0.5656</td>
<td>0.5656</td>
</tr>
<tr>
<td>40</td>
<td>0.6056</td>
<td>0.6071</td>
<td>0.6082</td>
</tr>
<tr>
<td>60</td>
<td>0.6481</td>
<td>0.6496</td>
<td>0.6501</td>
</tr>
<tr>
<td>80</td>
<td>0.6494</td>
<td>0.6520</td>
<td>0.6520</td>
</tr>
</tbody>
</table>

3.7 Summary

In this work, we propose a novel online learning algorithm framework for the group lasso. We apply this framework for different group lasso extensions, including the sparse group lasso and our proposed enhanced sparse group lasso. We provide closed-form solutions for all the group lasso models and give the convergence rate of the average regret. We also conduct empirical evaluation on the proposed algorithms in comparison to a recently proposed online learning algorithm for $L_1$-regularization minimization and the batch-mode learning algorithms for the lasso and the group lasso. The results clearly demonstrate the advantages of the proposed algorithms in both efficiency and effectiveness.

There are still some remaining work: 1) to further evaluate on the FOBOS method for the group lasso in (3.8); 2) to further study the lazy update scheme in the FOBOS method for handling high-dimensional data; 3) to derive a faster convergence rate for the online learning algorithm by including additional assumptions, e.g., the strongly convexity assumption; and 4) to extend the online learning algorithm to solve other problems in the group lasso style.

☐ End of chapter.
Chapter 4
Online Learning for Multi-Task Feature Selection

4.1 Introduction

Learning multiple related tasks simultaneously by exploiting shared information across tasks has demonstrated advantages over those models learned within individual tasks [3, 4, 26, 55, 63, 126, 179, 189]. The multiple tasks learning framework has been successfully applied in various applications [10, 26, 31, 55, 56, 121, 173].

A key problem of multi-task learning is to find the explanatory features across these multiple related tasks [5, 121, 194]. Many methods have been proposed to solve this problem by utilizing a variant of the $L_1$-norm on the regularization, or more specifically, by imposing the mixed $L_{p,1}$-norm ($p$ is usually set to 2 or $\infty$) on the regularization [5, 104, 121, 127]. The main idea of these methods is that they not only can gain benefit from the $L_1$-norm regularization which is theoretically proven to yield sparse solutions while maintaining good performance [155], but also can achieve grouped sparsity through the $L_p$-norm.

Although previous multi-task feature selection (MTFS) methods succeed in several aspects, they still contain some drawbacks. First, these methods are conducted in batch-mode train-
ing. The training procedure cannot be started until the data are prepared. A fatal drawback is that these methods cannot solve the applications when the training data is obtained sequentially. For example, in prompt new classification, if one needs a timely classifier, previous batch-mode trained algorithms cannot fulfill this objective. The second drawback is that these algorithms suffer from inefficiency when the size of training dataset is huge, especially when the data cannot be loaded into memory simultaneously. In this case, one may have to conduct additional procedure, e.g., subsampling, to choose the data for training. This may degrade the performance of the model since the available data are not sufficiently utilized. The third drawback is that most previous MTFS methods can only select features in individual tasks or across all tasks, but cannot find important tasks further from the important features. This reduces the ability of the MTFS methods in interpreting the physical meaning of the learned model. Although there is an MTFS method based on the Multiple Inclusion Criterion [47] to seek both important features and important tasks, its formulation needs to solve a non-convex problem by minimizing the $L_{0,0}$-norm regularization on the weights and it suffers from the local optimal solution.

To tackle the above problems, we first develop a novel MTFS model, named multi-task feature and task selection (MTFTS), which selects important features across all tasks and important tasks that dominate the selected features. Furthermore, we propose a novel online learning framework to convert the batch-mode trained MTFS models into their online ones. The key contributions of this article are highlighted as follows:

- The new proposed MTFTS model can select important features across all tasks and further reveal the important tasks that dominate the important features. This strengthens the interpretation ability of the MTFS models. As indicated in our experiments, the MTFTS can achieve more sparse so-
A novel online learning framework is proposed to solve the Multi-task feature selection problem. By converting the batch-mode trained models into their online learning versions, we can update the models sequentially with new coming data and achieve high efficiency.

Three batch-mode trained MTFS models are converted into their online modes under our proposed online learning framework. More importantly, they can achieve high efficiency in both time complexity and memory cost. At each iteration, the algorithms only need $O(d \times Q)$ memory space to store the required information and $O(d \times Q)$ time to update the learning weight, where $d$ is the number of features and $Q$ is the number of tasks. Hence, the online algorithms can solve the MTFS problem in large-scale datasets.

We have provided the convergence rate of the online learning algorithm. The result theoretically guarantees the convergence of the proposed online learning algorithms.

We have conducted detailed experiments on three real-world datasets to demonstrate the merits of our proposed model and the online learning algorithm. Empirical results show the efficiency and effectiveness of the proposed online learning algorithms.

The rest of the chapter is organized as follows. In Section 4.2, we review the existing batch-mode training multi-task feature selection methods in the literature. In Section 4.3, we define the problem setup and introduce the multi-task feature selection formulation. In Section 4.4, we depict the proposed MTFTS method and in Section 4.5, we present the online learning framework for solving the MTFS models. The convergence rate of the average regret bound is provided in Section 4.6. In Section 4.7,
we report the experimental comparison and results. Finally, we conclude the chapter with future work in Section 4.8.

\[
\begin{bmatrix}
  x & 0 & 0 & x & x \\
  0 & x & x & x & 0 \\
  \vdots & \vdots & \vdots & \vdots & \vdots \\
  x & 0 & x & x & x
\end{bmatrix} \quad \begin{bmatrix}
  x & x & x & x & x \\
  0 & 0 & 0 & 0 & 0 \\
  \vdots & \vdots & \vdots & \vdots & \vdots \\
  x & x & x & x & x
\end{bmatrix} \quad \begin{bmatrix}
  x & 0 & x & x & 0 \\
  0 & 0 & 0 & 0 & 0 \\
  \vdots & \vdots & \vdots & \vdots & \vdots \\
  0 & x & 0 & x & x
\end{bmatrix}
\]

Figure 4.1: Illustration of the weight matrices learned by three multi-task feature selection methods. Here is an example with five tasks. The iMTFS method selects important features individually. The aMTFS method selects all relevant features and discards the second irrelevant feature for all the tasks. The MTFTS method not only discards the second irrelevant feature, but also finds out the important tasks for the important features. As in this example, the weights learned from the MTFTS method indicate that the first feature is further dominated by the first to fourth tasks, while the last feature is dominated by the second, fourth, and fifth tasks. This provides more specific information in interpreting the learned model.

### 4.2 Related Work

Multi-task feature selection is an important topic in machine learning [4, 31, 107, 82] as well as a very useful tool for data mining applications [5, 30, 47]. In the following, we review some existing methods to solve this problem.

Methods based on variants of the $L_1$-norm, particularly matrix norms such as the $L_{2,1}$-norm and $L_{\infty,1}$-norm have been widely used in multi-task feature selection [5, 121, 107, 127]. In [5], a generalization of the single-task $L_1$-norm regularization is formulated to learn a few common features across multiple tasks. Although the formulated model is a non-convex problem, it is solved by an iterative alternating algorithm, where at each
step a convex optimization problem is solved. This method can be easily extended to learn the sparse nonlinear representation using kernels, which leads to solving an optimization problem involving the trace norm. The time cost of this method is usually high since it needs to perform the Singular Value Decomposition (SVD) on the kernel matrices at each step. In [121], a blockwise path-following algorithm is proposed to solve the MTFS models based on the mixed norms of joint regularization of hybridizing $L_1$-norm with $L_2$-norm, or $L_\infty$-norm. A theoretical result in [121] shows that the proposed algorithm with random projection can obtain non-linear solution which approximates the solution obtained from the trace norm minimization in [5]. The Nesterov’s method, an optimal first-order black-box method for smooth convex optimization, has been adopted in [107] to solve the MTFS problem with the $L_{2,1}$-norm regularization on the weight matrices. An efficient Euclidean projection is proposed to solve the non-smooth problem in the $L_{2,1}$-norm regularizer. This method scales well, linearly on the number of training samples, the sample dimensionality and the number of tasks.

In summary, various batch-mode trained algorithms, but no online learning algorithm, have been proposed to solve the MTFS problem in the literature. For the batch-mode trained MTFS methods, they are unsuitable for those applications where the data appear in sequence and for the case that the data are so large that they cannot be loaded into memory simultaneously. The above problems motivate us to propose the online learning algorithm in this article.

4.3 Multi-Task Feature Selection

In this section, we first introduce the notation and the problem setup for multi-task learning. Following that, we present the formulation for multi-task feature selection in the literature.
4.3.1 Problem Setup

Suppose there are $Q$ tasks with all data coming from the same space $\mathcal{X} \times \mathcal{Y}$, where $\mathcal{X} \subset \mathbb{R}^d$ and $\mathcal{Y} \subset \mathbb{R}$. For each task, there are $N_q$ data points. Hence, it consists of a dataset of $\mathcal{D} = \bigcup_{q=1}^{Q} \mathcal{D}_q$, where $\mathcal{D}_q = \{z^q_i = (x^q_i, y^q_i)\}_{i=1}^{N_q}$ are sampled from a distribution $\mathcal{P}_q$ on $\mathcal{X} \times \mathcal{Y}$. Here, $\mathcal{P}_q$ is usually assumed different for each task but all $\mathcal{P}_q$’s are related, e.g., as discussed in [14]. The goal of multi-task learning (MTL) is to learn $Q$ functions $f_q : \mathbb{R}^d \to \mathbb{R}$, $q = 1, \ldots, Q$ such that $f_q(x^q_i)$ approximates $y^q_i$. When $T = 1$, it is the standard (single task) learning problem.

4.3.2 Formulation

Typically, in multi-task learning models, the decision function $f_q$ for the $q$-th task is assumed as a hyperplane parameterized by the model weight vector $w^q$, i.e.,

$$f_q(x) = w^q \cdot x, \quad q = 1, \ldots, Q. \quad (4.1)$$

Hence, the total learned weights form a matrix in the size of $d \times Q$. To make the notation uncluttered, in the following, we express the learned weight matrix into column-wise and row-wise vectors as follows:

$$W = (w^1, w^2, \ldots, w^Q) = (W_{\bullet 1}, \ldots, W_{\bullet Q}) = (W_{1\bullet}, \ldots, W_{d\bullet})^\top. \quad (4.2)$$

The objective of multi-task feature selection models is to learn the weight matrix $W$ by minimizing an empirical risk and the regularization on the weights:

$$\min_{W} \sum_{q=1}^{Q} \frac{1}{N_q} \sum_{i=1}^{N_q} l^q(W_{\bullet q}, z^q_i) + \Omega_\lambda(W), \quad (4.3)$$

where $\lambda \geq 0$ is a constant to balance the loss and the regularization term. $l^q(W_{\bullet q}, z^q_i)$ defines the loss on the sample $z^q_i$ for
the $q$-th task. Various loss functions can be adopted and they are usually assumed convex. Some typical loss functions are

- **Squared loss:** $l(w, z) = \frac{1}{2}(y - w^\top x)^2$. This loss is a standard loss used in regression problems [107].

- **Logit loss:** $l(w, z) = \log(1 + \exp(-y(w^\top x)))$. This loss is usually used in binary classification problems [106].

- **Hinge loss:** $l(w, z) = [1 - yw^\top x]_+$. This loss is usually used in solving binary classification problems by support vector machines [160].

Note that in the above loss function definitions, we use $w$ to denote the weight of a task for simplicity.

In (4.3), $\Omega_\lambda(W)$ defines the regularization on the weights of tasks. Various mixed norms on the regularization have been proposed in the literature to impose sparse solutions so as to select the important features. They include

- **$L_{1,1}$-norm Regularization:** This model simply sums the $L_1$-regularizations on the weights of all tasks together to yield sparse solutions [121]. We name it as the individually learned Multi-Task Feature Selection (iMTFS) method.

\[
\Omega_\lambda(W) = \lambda \sum_{q=1}^{Q} \|W_{\cdot q}\|_1 = \lambda \sum_{j=1}^{d} \|W_{j \cdot}^\top\|_1.
\] (4.4)

The above formulation is equivalent to solving a lasso problem for each task when the squared loss is used [121]. The reason that the $L_1$-norm regularization can yield sparse solutions is that it usually attains the optimal solutions at the corner [155]. Hence, imposing the $L_{1,1}$-regularization in the formulation can yield sparse solutions for each individual task, but it does not find the information across the tasks.

- **$L_{2,1}$-norm Regularization:** It is to penalize the $L_1$-norm on the $L_2$-norms of the weight vectors across tasks [107] [121]. It is to conduct feature selection across multiple tasks.
We name it as the aMTFS method.

\[ \Omega_{\lambda}(W) = \lambda \sum_{j=1}^{d} \| W_j \|_2. \] (4.5)

It is easy to show that the $L_{2,1}$-norm regularization reduces to $L_1$-norm regularization if there is only one task. When there are multiple tasks, the weights corresponding to the $j$-th feature are grouped together via the $L_2$-norm of $W_j$. Hence, the $L_{2,1}$-norm regularization tends to select features based on the strength of the input variables of the $Q$ tasks jointly, rather than on the strength of individual input variables as in the case of single task learning [5, 121].

- $L_{p,1}$-norm Regularization: It can be easily extended to include other joint regularization on the weights, e.g., the $L_{p,1}$-norm for $1 \leq p \leq \infty$ to yield sparse solutions [127]. The choice of $p$ usually depends on how much feature sharing that one assume between tasks, from none ($p = 1$) to full sharing ($p = \infty$). Increasing $p$ corresponds to allowing better “group discounts” for sharing the same feature, from $p = 1$ where the cost grows linearly with the number of tasks that use a feature, to $p = \infty$ where only the most demanding task matters [121].

Remark 8. Although the above introduced MTFS models find the decision functions in linear forms, it is noted that by projecting the data points on a random direction in the Reproducing Kernel Hilbert Space (RKHS), one can attain non-linear solutions on the original space [121].

4.4 Multi-Task on both Feature and Task Selection

The MTFS method imposed by the $L_{2,1}$-norm regularization can select features across all tasks, however, it yields non-sparse so-
olutions for that selected features [121]. This is because sparse solutions cannot be obtained when \( p \) is greater than one [200]. Hence, the aMTFS method cannot further find out the important tasks for the selected features. This degrades the model ability in interpreting the data. In order to find out important explanatory features across all tasks and to find out the important tasks on the selected features simultaneously, we propose the multi-task feature selection method on both feature and task selection (MTFTS) by introducing a new \( L_{1/2,1} \)-norm regularization as follows:

\[
\Omega_{\lambda,r} = \lambda \sum_{j=1}^{d} \left( r_j \| W_j \|_1 + \| W_j \|_2 \right),
\]

where \( r_j \geq 0 \), for \( j = 1, \ldots, d \), is a constant controlling the sparsity of the solutions on task level: a larger \( r_j \) value will introduce more sparsity on the task selection. Usually, we can select a very small \( r_j \) value to yield additional sparse solution while keeping the model performance [180]. Note that this model is similar to the sparse group lasso introduced in [59, 181].

### 4.5 Online Learning for Multi-Task Feature Selection

To tackle the insufficiency of batch-mode trained algorithms and motivated by the recent success of online learning algorithms for solving the \( L_1 \)-regularization problem [12, 52, 97], we propose an online learning framework to solve the multi-task feature selection problem, namely \textbf{DA-MTFS}, in the following. This framework has been successfully developed for minimizing the \( L_1 \)-regularization [169] and group lasso [181], which is based on recently developed first-order method for optimizing convex composite functions [118]. The algorithm is outlined in Algorithm 2.
CHAPTER 4. ONLINE LEARNING FOR MTFS

Algorithm 2 Online learning framework for multi-task feature selection

Input:
- $W_0 \in \mathbb{R}^{d \times Q}$, and a strongly convex function $h(W)$ with modulus 1 such that
  \[
  W_0 = \arg\min_{W} h(W) \in \arg\min_{W} \Omega(W). \tag{4.7}
  \]
- Given a const $\lambda > 0$ for the regularizer, $\gamma > 0$ for the function $h(W)$

Initialization: $W_1 = W_0$, $G_0 = 0$.

for $t = 1, 2, 3, \ldots$ do
  1) Given the function $l_t$, compute the subgradient on $W_t$, $G_t \in \partial l_t$ for the coming $Q$ instances with each for one task, $(z_t^1, \ldots, z_t^Q)$
  2) Update the average subgradient $\bar{G}_t$:
     \[
     \bar{G}_t = \frac{t - 1}{t} \bar{G}_{t-1} + \frac{1}{t} G_t
     \]
  3) Calculate the next iteration $W_{t+1}$ based on $G_t$:
     \[
     W_{t+1} = \arg\min_{W} \Upsilon(W) = \left\{ \bar{G}_t^\top W + \Omega(W) + \frac{\gamma}{\sqrt{t}} h(W) \right\}. \tag{4.8}
     \]
end for
For Algorithm 2, we have the following remarks:

**Remark 9.** In Algorithm 2, it should be noted that instances for every task come at each iteration. This follows the same online learning scheme for multi-task learning in [46]. In real-world applications, if we cannot get one instance for all tasks at one iteration, we can simply set the instance for that task to zero so as not update the weights for that task. However, intuitively, this will make the learned weight matrices unbalance bias to those tasks with training instances.

**Remark 10.** Algorithm 2 needs to calculate the subgradients of the loss functions on the weights at each iteration. For typical loss functions, we can calculate them by

\[
 l'(w, z) = \begin{cases} 
 (w^\top x - y)x & \text{square loss} \\
 \frac{-yx}{1 + \exp(y(w^\top x))} & \text{logit loss} \\
 [-yx]_+ & \text{hinge loss}
\end{cases}
\]

where \( w \) means the weight of a task and \( x \) corresponds to a feature vector in that task for simplicity.

**Remark 11.** The above proposed online learning framework for the MTFS models is motivated from the regularized dual averaging method for lasso [169] and group lasso [181]. We can also consider the FOBOS [52] to solve the online learning for the MTFS models. In this case, at each iteration, the FOBOS method is to solve the following minimization problem:

\[
 W_{t+1} = \arg\min_{W} \left\{ \frac{1}{2} \| W - (W_t - \eta_t G_t) \|_F^2 + \eta_t \Omega(W) \right\},
\]

where \( \Omega(W) \) is defined as Eq. (4.4) for the iMTFS, Eq. (4.5) for the aMTFS, or Eq. (4.6) for the MTFTS. \( \eta_t \) is a constant term which can be set to \( \mathcal{O}(1/\sqrt{t}) \). The difference between the FOBOS for the MTFS and our DA-MTFS algorithm is clear: The
FOBOS method scales the regularization term by a diminishing stepsize $\eta_t$, while our method keeps it the same, a more balance setting for online algorithms.

In Algorithm 2, the key to solve the online MTFS algorithms efficiently depends on the simplicity of updating the weight in (4.8). Here, we have the following theorem to efficiently update the weight matrix $W_{t+1}$ in (4.8) by closed-form solutions:

**Theorem 3.** Given $h(W) = \frac{1}{2}\|W\|_F^2$, and the average subgradient $\bar{G}_t$ at each iteration, the optimal solution of the corresponding MTFS models can be updated by

(a) $iMTFS$: For $i = 1, \ldots, d$ and $q = 1, \ldots, Q$,

$$\left(W_{i,q}\right)_{t+1} = -\frac{\sqrt{t}}{\gamma} \left[\left|\left(\bar{G}_{i,q}\right)_t - \lambda\right|_+ \cdot \text{sign} \left(\left(\bar{G}_{i,q}\right)_t\right)\right]. \quad (4.11)$$

(b) $aMTFS$: For $j = 1, \ldots, d$,

$$\left(W_{j\bullet}\right)_{t+1} = -\frac{\sqrt{t}}{\gamma} \left[\frac{\lambda}{\|\left(\bar{G}_{j\bullet}\right)_t\|_2} \right]_+ \cdot \left(\bar{G}_{j\bullet}\right)_t. \quad (4.12)$$

(c) $MTFTS$: For $j = 1, \ldots, d$,

$$\left(W_{j\bullet}\right)_{t+1} = -\frac{\sqrt{t}}{\gamma} \left[\frac{\lambda}{\|\left(\bar{U}_{j\bullet}\right)_t\|_2} \right]_+ \cdot \left(\bar{U}_{j\bullet}\right)_t, \quad (4.13)$$

where the $q$-th element of $\left(\bar{U}_{j\bullet}\right)_t$ is calculated by

$$\left(\bar{U}_{j,q}\right)_t = \left[\left|\left(\bar{G}_{j,q}\right)_t - \lambda r_j\right|_+ \cdot \text{sign} \left(\left(\bar{G}_{j,q}\right)_t\right), \ q = 1, \ldots, Q. \quad (4.14)$$

The proof of Theorem 3 is provided in the Appendix. We first give some remarks about the results.

**Remark 12.** Equation (4.11) implies that the online learning algorithm for the $iMTFS$ can yield sparse solutions in the element level, but it does not utilize any information across tasks.
Equation (4.12) indicates that the online learning algorithm for the aMTFS can select those important features in a grouped manner and it will discard irrelevant features for all tasks. Equation (4.13) implies that the online learning algorithm for the MTFTS can select important features and important tasks dominated the selected features. Since $\|\bar{U}_j \cdot t\|_2 \leq \|\bar{G}_j \cdot t\|_2$, the MTFTS tends to select fewer features than the aMTFS under the same regularization parameter.

Remark 13. Theorem 3 indicates simplicity in updating the weight in (4.8). It is noted that the algorithm only needs $O(d \times Q)$ space to store the required information, the average subgradient and the weight at each iteration. In addition, the worst case time complexity for updating the weights is also $O(d \times Q)$. However, it is possible to adopt the lazy update scheme in [52, 97] to update the weight only with the non-zero elements. This is especially useful when the data is sparse but with very large dimension.

4.6 Convergence and Regret Analysis

A main issue to guarantee the online learning algorithm is to analyze its regret bound and the convergence rate. The regret is defined as the difference of the objective value up to the $T$-th step and the smallest objective value from hindsight. Here, we use an average regret which is defined by

$$\bar{R}_T(W) := \frac{1}{Q} \sum_{q=1}^{Q} \left( \frac{1}{T} \sum_{t=1}^{T} (\Omega(W \cdot q_t) + l_t(W_t)) - S_T(W \cdot q) \right),$$

(4.15)
where $S_T(W_T)$ defines the objective up to the $T$-th step, $S_T(W_T)$ as follows:

$$S_T(W_T) := \Omega(\lambda(W_T)) + \sum_{q=1}^{Q} \frac{1}{T} \sum_{t=1}^{T} l(W_T, z_t^q),$$

$$= \frac{1}{T} \sum_{t=1}^{T} (\Omega(\lambda(W_T)) + l_t(W_T)). \quad (4.16)$$

In the above, we use $l_t(\cdot)$ to simplify the expression of the loss induced by the $t$-th coming instances for all tasks.

The following theorem provides the bound of the average regret:

**Theorem 4.** Suppose there exists an optimal solution $W^*$ for the problem of (4.3) which satisfies $\hat{h}(W^*) \leq D^2$ for some $D > 0$, and there exists a constant $L$ such that $\|\bar{G}_{\cdot q}\|_\infty \leq L$ for all $T \geq 1$ and $q = 1, \ldots, Q$. Then we have the following properties for Algorithm 2: for each $T \geq 1$, the average regret is bounded by

$$\bar{R}_T \leq \left( \gamma \sqrt{T} D^2 + \frac{L^2}{2\gamma} \sum_{t=1}^{T} \frac{1}{\sqrt{t}} \right) / T. \quad (4.17)$$

The proof of Theorem 4 can follow the scheme developed in [118, 169] for each task and (4.17) is summed up for all the tasks. The above theorem indicates that Algorithm 2 can achieve the optimal convergence rate $O(1/\sqrt{T})$. In addition, the bound in (4.17) can further be simplified as

$$\frac{\gamma \sqrt{T} D^2 + \frac{L^2}{2\gamma} \sum_{t=1}^{T} \frac{1}{\sqrt{t}}}{T} \leq \frac{\gamma \sqrt{T} D^2 + \frac{L^2}{2\gamma} 2\sqrt{T}}{T} \leq \left( \gamma D^2 + \frac{L^2}{\gamma} \right) / \sqrt{T}.$$

This indicates that the best $\gamma$ for the above bound is attained when $\gamma^* = L/D$ and this leads to the average regret bound as $\bar{R}_T \leq 2LD/\sqrt{T}$. For practical problems, the best $\gamma$ is usually tuned by cross validation.
4.7 Empirical Analysis

In the following, we conduct detailed experiments to demonstrate the characteristics and merits of the online learning algorithms on the MTFS problem. Five algorithms are compared: the batch-mode learning algorithms for the iMTFS and the aMTFS; the online learning algorithms \(^1\) by the dual averaging method for the iMTFS (DA-iMTFS) updated by Eq. (4.11), for the aMTFS (DA-aMTFS) updated by Eq. (4.12), and for the MTFTS (DA-MTFTS) updated by Eq. (4.13), respectively. All algorithms are run in Matlab on a PC with 2.13 GHz dual-core CPU.

The experiments try to answer the following questions: (1) What is the performance of the compared algorithms on the realworld datasets? (2) What is the trade-off between the performance and the sparsity in the online algorithms? (3) What is the effect of the algorithm parameter \(\gamma\) with respect to the regularization parameter \(\lambda\)? (4) What are the most important features learned and how are the learned weight matrices? (5) How is the efficiency of the algorithms?

4.7.1 School Data

We first test the algorithms on a benchmark dataset, the school dataset \(^2\). This dataset has been previously evaluated on the batch-mode trained multi-task learning \([11, 56]\) and multi-task feature learning \([5, 55, 107]\). This dataset consists of the exam scores of 15,362 students from 139 secondary schools in London during the years 1985, 1986, and 1987. The goal is to predict the exam scores of the students based on the following features: year of the exam (YR), 4 school-specific and 3 student-specific

\(^1\)Our source codes are available in http://apperv.cse.cuhk.edu.hk/~hqyang/doku.php?id=OLMTFS

\(^2\)http://ttic.uchicago.edu/~argyriou/code/mtl_feat/school_splits.tar
features. Features that are constant in each school in a certain year are: percentage of students eligible for free school meals, percentage of students in VR band one (highest band in a verbal reasoning test), school gender (S. GN.) and school denomination (S. DN.). Student-specific features are: gender (GEN), VR band (values are 1, 2, or 3) and ethnic group (EG). For the categorical features, we transform them into binary (dummy) variables and totally form 27 features as that in [5, 55]. Here, each school is taken as “one task”. Hence, we obtain 139 tasks.

Following the same evaluation criterion in [5, 11, 56], we employ the explained variance, one minus the mean squared test error over the total variance of the data (computed within each task), and the percentage of variance explained by the prediction model. A large explained variance indicates better performance. This measure corresponds to a percentage version of the standard $R^2$ error measure for regression on the test data [11].

Since the task is a regression problem to predict the exam scores of the students, we use squared loss in the algorithms. In the training, we randomly generate 20 sets of training data and apply the rest data as the test data. The number of training data is set to the same, half of the minimum number of data among all individual tasks, which meets the requirement of Algorithm 2 that there is an instance in a task at each iteration.

Table 4.1 reports the best performance on the five compared algorithms and lists the corresponding parameters. For the batch-mode algorithms, the best results are obtained by tuning the parameters $\lambda$ in a hierarchical scheme, from a large searching step in the whole parameter space to a small searching step in a small region. As a reference, the largest $\lambda$ making all the learning weights of the aMTFS vanish is about 1,000 and is about 100 for the iMTFS, respectively. For the online algorithms, the parameters are tuned by the grid search scheme. $\lambda$ is searched from $\{0.1, 1, 10, 20, 30, 40\}$. $\gamma$ is searched from $0.1, 1, 10$ to 100.
Table 4.1: Explained variance and the corresponding NNZs obtained by different methods on the school data.

<table>
<thead>
<tr>
<th>Method</th>
<th>Explained variance</th>
<th>NNZs</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>aMTFS</td>
<td>21.0±1.7</td>
<td>815.5±100.6</td>
<td>λ = 300</td>
</tr>
<tr>
<td>iMTFS</td>
<td>13.5±1.8</td>
<td>583.0±16.6</td>
<td>λ = 40</td>
</tr>
<tr>
<td>DA-aMTFS</td>
<td>20.8±1.8</td>
<td>605.8±180.3</td>
<td>λ = 20, γ = 1, ep=120</td>
</tr>
<tr>
<td>DA-MTFTS</td>
<td>20.8±1.9</td>
<td>483.7±130.7</td>
<td>λ = 20, γ = 1, ep=120</td>
</tr>
<tr>
<td>DA-iMTFS</td>
<td>13.5±1.8</td>
<td>1037.1±21.4</td>
<td>λ = 1, γ = 50, ep=120</td>
</tr>
</tbody>
</table>

with each increment being 10. The number of epoches is tested from 1 to 120. Here, epoch is a traditional concept in online algorithms. Multiple epoches mean that cycling through all the training examples multiple times with a different random permutation for each epoch. The sparse parameter in the DA-MTFTS is set to 0.01 at each task for simplicity in all the experiments. Here, we do not put much effort on tuning the sparse parameter for the DA-MTFTS since by this simple setting, we can achieve good performance.

There are several observations from Table 4.1. First, the results of the aMTFS vs. the iMTFS and the DA-aMTFS/DA-MTFTS vs. the DA-iMTFS clearly show that learning multiple tasks simultaneously can gain over 50% improvement than learning the task individually. Second, the DA-aMTFS and the DA-MTFTS attain the same explained variance, which is nearly the same as that obtained by the aMTFS. Both the number of non-zeros (NNZs) in weights obtained by the DA-aMTFS and the DA-MTFTS is less than that obtained by the aMTFS. More specially, the NNZs of the DA-aMTFS is about 25% less than that of the aMTFS. The DA-MTFTS gets fewer NNZs than the DA-aMTFS, about 20% decrease in the number. This indicates
that the learned DA-aMTFS and the DA-MTFTS are easier to be interpreted. Third, the DA-iMTFS obtains the same performance as that of the iMTFS and selects more NNZs than the iMTFS.

Figure 4.2 further shows the trade-off between the regularizer parameter $\lambda$ and the algorithm parameter $\gamma$. The test first fixes one parameter to their best ones and varies the other. The best results of the batch-mode trained models are also shown for reference. From the results, we know that the number of non-zero elements (NNZs) decreases as $\lambda$ increases for all three online algorithms. The best results are obtained when $\lambda = 1$ for
the DA-iMTFS and when $\lambda = 20$ for both the DA-aMTFS and the DA-MTFTS. By varying $\gamma$, it is shown that NNZs increases as $\gamma$ increases. The best ones are obtained when $\gamma = 50$ for the DA-iMTFS and when $\gamma = 1$ for the DA-aMTFS and the DA-MTFTS. The results indicate that usually for a given dataset, the best $\lambda$ and $\gamma$ have to be tuned based on the given data.

Figure 4.3: The 8 most important features learned commonly across all 139 schools/tasks are shown.

Figure 4.3 shows the learned features across all tasks by the aMTFS, the DA-aMTFS, and the DA-MTFTS, respectively. The results indicate that features learned from the online algorithms are consistent to those learned from the batch-training algorithm. That is, the predicted exam score depends very strongly on the students’ VR band and it is influenced secondary by ethnic background and year admission of the students. A difference between the DA-aMTFS and the DA-MTFTS is that DA-MTFTS gets smaller values in the weight matrices and achieves more sparsity. This again verifies the results in Table 4.1 and the learned weight matrices shown in Fig. 4.4.

4.7.2 Conjoint Analysis

In the following, we conduct empirical study to demonstrate the characteristics and merits of the online learning algorithms for
Figure 4.4: Weight matrices with the 8 most important features learned from the aMTFS, the DA-aMTFS, and the DA-MTFTS on the school dataset, respectively are shown. Here, the values of the coefficients are represented by different colors. Brighter color means larger value while darker color means smaller value.
conjoint analysis on a real-world survey dataset. The objective of conjoint analysis is to estimate respondents’ partworths vectors (weight matrices) while revealing the salient attributes dominating respondents’ utilities [1]. Here, we test on a real-world dataset about MBA students’ rating on personal computers [102], which consists of 180 students who rated the likelihood of purchasing one of 20 different personal computers. From this dataset, we have \( Q = 180 \). The output (response) is an integer rating on an 11-point scale (0 to 10). The input consists of 13 binary attributes and a bias term. The binary attributes include telephone hot line (TE), amount of memory (RAM), screen size (SC), CPU speed (CPU), hard disk (HD), CDROM/multimedia (CD), cache (CA), color (CO), availability (AV), warranty (WA), software (SW), guarantee (GU) and price (PR). As in [5], we use the first 8 examples per respondent as the training data and the last 4 examples per respondent as the test data. The root mean square errors (RMSEs) of the predicted from the actual ratings for the test data are averaged across all respondents to measure the error.

To simulate the online procedure on the collecting survey data, we let the training data come one example per respondent sequentially. To attain good performance, the regularizer parameters for the batch-mode trained algorithms are tuned by cross validation in a hierarchical search. The regularizer parameters and the algorithm parameters for the online-mode trained algorithms are tuned by cross validation in grid search [180]. Similarly, we set the sparse parameter of the DA-MTFTS to 0.01 at each task for simplicity.

Table 4.2 reports the results obtained by the compared methods and the corresponding parameters. From these results, we have the following observations. First, learning partworths vectors across respondents can help to improve the performance. For batch-mode trained methods, the result improves from 1.91
Table 4.2: RMSEs and the corresponding NNZs obtained by different methods on the conjoint analysis dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>RMSEs</th>
<th>NNZs</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>aMTFS</td>
<td>1.82</td>
<td>2148</td>
<td>$\lambda = 44.5$</td>
</tr>
<tr>
<td>iMTFS</td>
<td>1.91</td>
<td>789</td>
<td>$\lambda = 3$</td>
</tr>
<tr>
<td>DA-aMTFS</td>
<td>1.83</td>
<td>1800</td>
<td>$\lambda = 5, \gamma = 0.9, \text{ep}=20$</td>
</tr>
<tr>
<td>DA-MTFTS</td>
<td>1.83</td>
<td>1816</td>
<td>$\lambda = 5, \gamma = 0.95, \text{ep}=20$</td>
</tr>
<tr>
<td>DA-iMTFS</td>
<td>1.92</td>
<td>662</td>
<td>$\lambda = 0.5, \gamma = 1.0, \text{ep}=20$</td>
</tr>
</tbody>
</table>

for the iMTFS to 1.82 for the aMTFS, about 5% improvement. For online-mode trained algorithms, the improvement is from 1.92 from the DA-iMTFS to 1.83 from the DA-aMTFS and the DA-MTFTS, which gains about 5% improvement. Second, the DA-aMTFS and the DA-MTFTS achieve the best results by a slight different $\gamma$ value.

Again, we test the trade-off between the regularizer parameter $\lambda$ and the algorithm parameter $\gamma$ in the following. Here, we first fix $\gamma$ to their best ones, and vary $\lambda$ in $\{0.1, 0.5, 1, 5, 10, 20\}$ for both online learning algorithms. Fig. 4.5(a) and Fig. 4.5(b) show the results on this test (The best results of the batch-mode trained models are also shown for reference). It is shown that the number of non-zero elements (NNZs) in the partworths vectors decrease as $\lambda$ increases. The best results are obtained when $\lambda = 0.5$ for the DA-iMTFS and when $\lambda = 5$ for the DA-aMTFS and the DA-MTFTS. In the second test, we fixe the best $\lambda$’s for the corresponding models and changes $\gamma$ in $\{0.85, 0.9, 0.95, 1, 2, 3, 4, 5\}$. It is shown that NNZs increases as $\gamma$ increases. The best ones are obtained when $\gamma = 1$ for the DA-iMTFS, when $\gamma = 0.9$ for the DA-aMTFS, and when $\gamma = 0.95$ for the DA-MTFTS. The results again indicate that usually for a given dataset, the best $\lambda$ and $\gamma$ have to be tuned based on the given data.
Figure 4.5: Testing results on the conjoint analysis with the varying of the regularizer parameter $\lambda$ and the online algorithm parameter $\gamma$.

Figure 4.6: The most important features learned commonly across all 180 persons(tasks) are shown.
We further plot the learned features across all tasks by the aMTFS, the DA-aMTFS, and the DA-MTFTS in Figure 4.6. This shows that all methods obtain nearly the same important features. The results indicate that the students’ ratings are strongly negative to the price and they are positive to the RAM, the CPU speed, CDROM, and cache. Figure 4.6 also shows the difference between the DA-aMTFS and the DA-MTFTS. That is, the DA-MTFTS yields more sparse than the DA-aMTFS and its coefficients are general in smaller than the DA-aMTFS. This can be seen from Fig. 4.7 that the weight matrix learned by the DA-aMTFT is brighter than that learned by the DA-MTFTS.

### 4.7.3 Time Cost Issue

When executing an algorithm, the time cost includes the time of loading data and the running time of the algorithm. Here, we emphasize again that an advantage of the online algorithms is that they are low-cost in loading the data, a very favorite property for training large-scale datasets. On the contrary, the batch-mode training algorithms may have the risk of out-of-memory when the size of training dataset is large.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>aMTFS (s)</th>
<th>DA-MTFTS (s)</th>
<th>Reduction ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>School</td>
<td>1.30</td>
<td>0.99</td>
<td>34.3%</td>
</tr>
<tr>
<td>Conjoint</td>
<td>0.162</td>
<td>0.115</td>
<td>40.9%</td>
</tr>
</tbody>
</table>

In terms of the running time of the algorithms, it is usually very difficult to carry out a fair comparison among different algorithms, due to the implementation issue, the choice of algorithm parameters, and different stopping criteria. A theoretical analysis of the convergence rate of the algorithms has been an-
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Figure 4.7: Weight matrices learned from the aMTFS, the DA-aMTFS, and the DA-MTFTS on the conjoint analysis dataset, respectively.
analyzed in our paper and can be referred to the corresponding papers in [5, 107, 121]. As a reference, Table 4.3 reports the running time of the DA-MTFTS, the slowest MTFS online algorithm, and the aMTFS [5] with the setting of “epsilon_init=0”, “iterations=50”, and “method=3”. It is shown that all the online learning algorithms cost less time than the batch ones. In addition, we will emphasize that another efficiency of the online learning algorithms lies that they can update the weights as a new data comes while maintaining the good performance. On the contrary, the batch-trained algorithms have to train the models starting from scratch when a new data arrives. The total time for the batch-trained algorithms will be accumulated.

4.8 Summary

In this work, we study the multi-task feature selection problem, which has been previously applied in various applications. More specially, we propose the first online learning framework to solve the MTFS models, including a new developed MTFS model which can seek both important features and important tasks for the selected features. We derive closed-form solutions to update the weights of three MTFS methods, which makes the online learning algorithm work very efficiently in both time cost and memory cost. Moreover, we provide theoretical results for the online learning algorithms. Our detailed empirical evaluation demonstrates the characteristics and merits of the proposed online MTFS algorithms in various aspects.

There are several future work directions associated with this work. First, it is interesting to extend the current linear MTFS methods to non-linear forms by the projection method to improve the model performance. Second, as our proposed online algorithms require each instance from each task at a round, it is interesting to know how to balance the weight update when
the instances of some tasks do not appear. Third, the proposed online algorithm framework assumes the training samples are independent and identically-distributed. It is attractive to consider the case where the i.i.d. assumption does not hold in practice.

□ End of chapter.
Chapter 5

Maximum Margin
Semi-supervised Learning With Irrelevant Data

5.1 Introduction

Traditional classification techniques need a large number of labeled data in the training to achieve good performance [53, 99, 137]. However, labeling data is usually difficult and time consuming. On the contrary, unlabeled data are relatively easy to acquire and they may provide useful information, e.g., data distribution, or data-dependent regularization, to improve classification performance. Hence, semi-supervised learning algorithms have been proposed to learn from both labeled and unlabeled data [28, 195, 197] and applied in various applications [7, 44, 83, 120].

In ordinary semi-supervised learning, unlabeled data are assumed relevant to the target task [3, 13, 161]. That is, they are assumed from the same distribution as the labeled data in the target task. This assumption means that the unlabeled data need well prepared [29, 195], excluding irrelevant data, or the data with distributions different from the labeled data. However, this is not in general true for real world applications.
Practically, it is easy to incorporate other irrelevant data into unlabeled data. For example, when one crawls web pages of some topics, it is easy to collect irrelevant web pages as unlabeled data; when classifying two handwritten digits, e.g., “5” and “8”, with the help of unlabeled handwritten digits, it is also possible to include other digits, e.g., “3”, or “4”, as unlabeled data; see Figure 5.1 as an illustration. In these situations, when learning from both labeled and mixed unlabeled data, the irrelevant unlabeled data, which do not fit the assumption of previously proposed semi-supervised learning algorithms, indeed do harm to the consequently suggested semi-supervised learning models [115, 145].

![Figure 5.1](image_url): Two benchmark handwritten digit datasets illustration: block digits are labeled data on the target task, while black digits are mixed unlabeled data.

To distinguish relevant and irrelevant data from the unlabeled data, we propose a novel maximal margin classifier, namely the **tri-class support vector machine** (3C-SVM), to learn a decision boundary from both labeled and mixed unlabeled data simultaneously. The idea is to introduce a new min loss function to measure the empirical risk on the unlabeled data. When an unlabeled data point is assumed from relevant data, its em-
pirical risk is measured by the symmetrical hinge loss. When an unlabeled data point is assumed from the irrelevant data, its empirical risk is determined by the \( \varepsilon \)-insensitive loss function. This min loss counts the error of an unlabeled data point based on which error is smaller when the unlabeled data point is assigned to an associated class. The motivation of adopting the min loss function is based on two principles: First, from logistic regression perspective [71, 125], when a data point lies farther away from the decision boundary, it can be classified into \( \pm 1 \)-class with more confidence. That is, it is relevant to the target task. Second, following the maximum entropy principle, a classifier should rely more on the labeled data and the relevant data, while maximally ignoring the irrelevant data. Hence, we should make the irrelevant data close to the decision boundary and the min loss function can achieve these two principles. In some cases, the irrelevant data may be scattered around. To attain this condition, it corresponds to seeking a good kernel to represent the data similarity.

There are several advantages of our proposed 3C-SVM algorithm. First, the 3C-SVM provides a framework to generalize several popular maximum margin classifiers, including standard SVMs, Semi-supervised SVMs (S\(^3\)VMs), and SVMs learned from universum (\( \mathcal{U} \)-SVMs). Second, a theoretical analysis on the 3C-SVM indicates that the irrelevant data play the role of seeking a good subspace and guarantee why the 3C-SVM works. Third, the 3C-SVM is solved by a standard concave-convex procedure (CCCP) [185] and only requires to solve several quadratic programming (QP) problems, with the same worst case time complexity as that of \( S^3 \)VMs [36]. It is a highly scalable algorithm currently existed. Fourth, empirical evaluation results on both synthetic and two benchmark hand-written digit datasets have shown the effectiveness and efficiency of the 3C-SVM algorithm.

The rest of this chapter is organized as follows: In Section 5.2
we review the related work on learning from both labeled and universum data. In Section 5.3, the proposed 3C-SVM with its properties is presented. In Section 5.4, we detail how to solve the 3C-SVM algorithm through CCCP. We report the experimental comparison and results in Section 5.5 and conclude the paper in Section 5.6.

5.2 Related Work

In this section, we review some ideas in learning a binary classifier with auxiliary data.

\( \mathcal{U} \)-SVMs have been formulated in [161], implemented in [165] and further studied in [146]. The authors derive a new inductive principle by learning from the labeled data and the universum, a third kind of data whose distribution is different from neither of the ±1-class. These models have to specify the universum data explicitly and choose them carefully. Those relevant unlabeled data, which are beneficial to \( S^3 \)VMs, will contrarily hurt the \( \mathcal{U} \)-SVM eventually; see dash-dot line in Figure 5.2 for an illustration comparison.

Graph-based semi-supervised learning models have been proposed in the literature [44, 187, 195, 197]. In [187], the authors incorporate the manifold regularization [13, 86] with minimizing the empirical risk on universum data to learn a classifier on a manifold. Their method has to specify the universum data explicitly and also cannot tackle the problem of mixed unlabeled data.

There are also other algorithms concerning three kinds of data. In [192], an algorithm combining \( \nu \)-support vector classification with \( \nu \)-support vector regression [138], is proposed to solve the multiclass problem in one-vs-one strategy. In the learning, they additionally minimize the distance of the separating hyperplane to the examples that are in neither of the classes with
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Figure 5.2: Illustration of different classifiers in $\mathbb{R}^2$ space. The 3C-SVM (the thin solid line) achieves the best result, which is closest to the Bayesian optimal classifier (the thick solid line), among all other maximum margin classifiers and automatically distinguishes the irrelevant unlabeled data (black dots with red circles) correctly.

the aim of sharpening the contrast between the different binary classifiers. The model in [192] has to know all the label information of training samples. Its setup is different from that of semi-supervised learning. In [98], a Gaussian process approach, which can be viewed as the parallel of Transductive SVM [84] is proposed to solve the semi-supervised learning task. Different from a standard Gaussian process, this model introduces a “null category noise model”, which maps the hidden continuous variable to three instead of two labels, where the label “0” is assigned when the hidden variable is around zero. Further, the unlabeled data points are restricted not to take the label 0.
This model intends to omit those unlabeled data close to the decision boundary and does not utilize all available data, which may miss some useful information among them. In [74], a transductive method is proposed to learn the labels of test data by training on the labeled, the test data and the universum data simultaneously. The model is transformed into a Semi-Definite Program (SDP) problem [22], whose time complexity scales to $O((L + U^2)^2(L + U)^{2.5})$, the same as that in the relaxed transductive SVM by SDP [28]. Here, $L$ and $U$ are the corresponding number of labeled and unlabeled training data. This is very time consuming and cannot solve large scale datasets and therefore, it cannot utilize those abundant unlabeled data sufficiently.

5.3 Learning with Irrelevant Data

5.3.1 Problem Statement and Formulation

Suppose we are given $L$ labeled samples, $\mathcal{L} = \{(x_i, y_i)\}_{i=1}^L$, and $U$ unlabeled samples, $\mathcal{U} = \{x_i\}_{i=L+1}^{L+U}$, where $x_i \in \mathcal{X} \subseteq \mathbb{R}^d$, and the labels are triple, i.e., $y_i \in \{-1, 0, 1\}$. Here, the labeled data consist of two sets of data, $\mathcal{L}_{\pm 1}$ and $\mathcal{L}_0$, where data in $\mathcal{L}_{\pm 1}$ follows the same distribution in the target task and they are labeled by $-1$ or $+1$; while data in $\mathcal{L}_0$ are irrelevant to the target task. That is, data with distributions different from the labeled target data are all cast into 0-class to construct the $\mathcal{L}_0$ dataset. Similarly, unlabeled data are a mixture of these data. We denote them as $\mathcal{U} = \mathcal{U}_\mathcal{L} \cup \mathcal{U}_0$, where data in $\mathcal{U}_\mathcal{L}$ follow the same distribution of $\pm 1$ data, and data in $\mathcal{U}_0$ follow distributions different from the $\pm 1$ data, but the same as the $\mathcal{L}_0$ data. Normally, the number of unlabeled data is much larger than the number of the labeled target data, i.e., $|\mathcal{L}_{\pm 1}| \ll U$, and given an unlabeled data point, one does not know whether it comes from $\mathcal{U}_\mathcal{L}$ or from $\mathcal{U}_0$.

Here, the goal is to seek a decision boundary, $f_\theta(x) = w^T \phi(x) +$
b, to classify the ±1 data well with the help of given labeled and mixed unlabeled data, where \( \vartheta = (w, b) \) and \( \phi : \mathbb{R}^d \rightarrow \mathbb{R}^f \), is a feature mapping function often implicitly defined by a Mercer kernel \([137, 160]\). Hence, we formulate the objective as follows:

\[
\min_{\vartheta} \frac{\lambda}{2} \|w\|^2 + \sum_{x_i \in \mathcal{L}} r_i \ell_L(f_{\vartheta}(x_i), y_i) + \sum_{x_i \in \mathcal{U}} r_i \ell_U(f_{\vartheta}(x_i)), \tag{5.1}
\]

where \( \lambda \) is a trade-off constant for the regularization term. \( \ell_L(\cdot, \cdot) \) is a loss function to measure the empirical risk of the labeled data and \( \ell_U(\cdot) \) is a loss function to measure the empirical risk of the unlabeled data. \( r_i, i = 1, \ldots, L + U \), is a ratio penalty to balance the loss on the point \( x_i \) and the regularization term.

![Loss functions](image1)

![Loss for mixed unlabeled data](image2)

Figure 5.3: Illustration of loss functions. The min loss is the minimum between the symmetrical hinge loss and the \( \varepsilon \)-insensitive loss.

Typically, one may choose different loss functions to measure the empirical risk on the given data. These loss functions include

- **Hinge loss**: \( H_1(u) = \max\{0, 1 - u\} \), a loss function has been used to measure the empirical risk of labeled data in standard SVMs \([160]\); see dash-dot line in Figure 5.3(a).

- **Symmetric hinge loss**: \( H_1(|\cdot|) \), a loss function has been applied to measure the empirical risk on unlabeled data for \( S^3 \)VMs \([36]\); see dashed line in Figure 5.3(a).
• \(\varepsilon\)-insensitive loss: \(I_\varepsilon(u) = \max\{0, |u| - \varepsilon\}\), a loss function has been adopted to measure the empirical risk in Support Vector Regression [160] and the Universum data in \(U\)-SVMs [165]; see dotted line in Figure 5.3(a).

In practical scenarios, the unlabeled data may be a mixture of data relevant or irrelevant to the target task. How to distinguish them correctly is a very difficult task. Here, we are based on the following two principles. First, from logistic regression perspective [71, 125], when a data point lies farther away from the decision boundary, the data are classified as \(\pm 1\)-class with more confidence; while data points lie near the decision boundary, their classification on \(\pm 1\)-class is of less confidence. Hence, ideally, data from \(\pm 1\)-class should lie on or outside of the margin gap; while other irrelevant data are close to the decision boundary. Second, the maximum entropy principle indicates that a classifier should rely more on the labeled and relevant data, while maximally ignoring the irrelevant data. These two principles indicate that irrelevant data should lie around the sought decision boundary.

In order to fulfill the above objectives, we adopt a min loss function to measure the risk of unlabeled data, so as to separate the unlabeled data into relevant and irrelevant data. The loss of unlabeled data is determined by the smaller value of which measured by the symmetric hinge loss and by the \(\varepsilon\)-insensitive loss; see Figure 5.3(b). Hence, for an unlabeled data point, when the error measured by the \(\varepsilon\)-insensitive loss is smaller than the error measured by the symmetric hinge loss, we can deem it as irrelevant data; otherwise, we set it as relevant data.

With this loss function, we can develop a novel maximum margin classifier, named the \textit{tri-class support vector machine}
(3C-SVM), as follows:

$$\min_{\varphi} \frac{1}{2} \|w\|^2 + \sum_{x_i \in \mathcal{L}_{\pm 1}} r_i H_1(y_i f_\varphi(x_i)) + \sum_{x_i \in \mathcal{L}_0} r_i I_\varepsilon(f_\varphi(x_i))$$

$$+ \sum_{x_i \in \mathcal{U}} r_i \min \{H_1(|f_\varphi(x_i)|), I_\varepsilon(|f_\varphi(x_i)|) \}. \quad (5.2)$$

In the above, the first two terms correspond to the formulation of a standard SVM \cite{160}. The third term measures the empirical risk of $\mathcal{L}_0$ data, the same in $\mathcal{U}$-SVMs \cite{165}. The last term measures the loss of unlabeled data.

### 5.3.2 Properties of 3C-SVMs

We first list the properties of the 3C-SVM, then outline the intuition behind 3C-SVMs through a specific case with $r_i = \infty$ for unlabeled data and $\varepsilon = 0$.

Our 3C-SVM provides a framework for the following popular maximum margin classifiers:

1. A standard SVM formulation \cite{160} is a special case of the 3C-SVM. This can be attained by setting $r_i$ to zero for the third and fourth terms in \eqref{5.2}. When only labeled data are given in the training set, we can adopt this formulation.

2. An $S^3$VM formulation \cite{28} is a special case of the 3C-SVM. This can be achieved by setting $r_i$ to zero in the third term and using only symmetrical hinge loss to measure the empirical risk of unlabeled data in the fourth term in \eqref{5.2}. When only labeled data and relevant unlabeled data are given, we can use this formulation.

3. The 3C-SVM also includes a $\mathcal{U}$-SVM \cite{165}. It can be easily obtained by setting $r_i$ to zero in the fourth term of \eqref{5.2}. This formulation works when only labeled data and universum data are given.
Hence, our 3C-SVM, a general maximum margin semi-supervised learning formulation, includes standard SVMs, $S^3$VMs, and $U$-SVMs as its special cases. A summarization is shown in Table 5.1.

Table 5.1: Relation between different models and the training data.

<table>
<thead>
<tr>
<th></th>
<th>3C-SVM</th>
<th>SVM</th>
<th>$S^3$VM</th>
<th>$U$-SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{L}$</td>
<td>$-1$ 0 1</td>
<td>$-1$ 1</td>
<td>$-1$ 1</td>
<td>$-1$ 0 1</td>
</tr>
<tr>
<td>$U$</td>
<td>$-1$ 0 1</td>
<td>$-1$ 1</td>
<td>$-1$ 1</td>
<td>$-1$ 0 1</td>
</tr>
</tbody>
</table>

It should be noted that the 3C-SVM can map the data to a feature space through the kernel trick. This can tackle the problem when data in $U_0$ do not lie near the middle of the two kinds of labeled target data in the original data space.

We now study how the 3C-SVM can work and give an insight of the model in the following theorem:

**Theorem 5.** A 3C-SVM with $r_i = \infty$ for unlabeled data and $\varepsilon = 0$ is equivalent to one of the following two cases: 1) training a general $S^3$VM to keep the unlabeled data falling on or out of the margin gap with only one or none of the unlabeled data in the decision boundary; or 2) separating the unlabeled data into two sets, $U_\mathcal{L}$ and $U_0$ with $|U_0| \geq 2$, and training a general $S^3$VM on the training data projected onto the orthogonal complement of span $\{\phi(x_j) - \phi(x_0), x_j \in U_0\}$, where $x_0$ is an arbitrary data point from $U_0$, while keeping the unlabeled data in the set of $U_\mathcal{L}$ falling on or out of the margin gap.

**Proof.** $r_i = \infty$ for $U$ data and $\varepsilon = 0$ imply that the min term in the fourth term of (5.2) vanish and the optimal solution of $w$ and $b$ in (5.2) is attained when one of the following conditions is fulfilled: (a) $|w^T \phi(x_j) + b| \geq 1$, or (b) $w^T \phi(x_j) + b = 0$. Hence, the above conditions set up the criterion of separating the unlabeled data into two sets, $U_\mathcal{L}$ and $U_0$, where data in $U_\mathcal{L}$
satisfy the condition of (a) and data in $\mathcal{U}_0$ satisfy the condition of (b).

First, if $|\mathcal{U}_0| = 0$ or 1, it leads to the result of case 1) in the above theorem. Here, a general $S^3$VM means that it is a generalization of the $S^3$VM and the $U$-SVM.

Next, if $\mathcal{U}_0$ contains at least two samples. For the data $x_j$ from $\mathcal{U}_0$, we have $w^T \phi(x_j) + b = 0$. Hence, picking arbitrary data $x_0$ from $\mathcal{U}_0$, we obtain $w^T (\phi(x_j) - \phi(x_0)) = 0$. That is, $w$ is orthogonal to span $\{\phi(x_j) - \phi(x_0), x_j \in \mathcal{U}_0\}$. Now, let $P_{\mathcal{U}_0}^\perp$ denote an orthogonal project on the orthogonal complement of the mapped set $\mathcal{U}_0$, we have $w = P_{\mathcal{U}_0}^\perp w$, $w^T w = w^T P_{\mathcal{U}_0}^\perp P_{\mathcal{U}_0}^\perp w = w^T w$, and $w^T x_i = w^T P_{\mathcal{U}_0}^\perp x_i = w^T P_{\mathcal{U}_0}^\perp x_i$. This means that the optimal $w$ is sought by training a general $S^3$VM on the projected labeled data and $\mathcal{U}_L$ data with projection by $P_{\mathcal{U}_0}^\perp$ while keeping the condition (a) valid, or other unlabeled data falling on or out of the margin gap.

Theorem 5 clearly shows that the optimization of our proposed model is to eventually find the most suitable subspace in which the margin is maximized while the overall empirical risk is minimized. The irrelevant data play the role of finding the subspace.

### 5.4 Solution and Computation

Due to the non-convexity of the min loss function, the formulation of the 3C-SVM in (5.2) is non-convex in general, which is the same as $S^3$VMs [15, 84]. Moreover, there are two difficulties to be solved in the formulation: the min term and the absolute operation on the unlabeled data. In the following, we show how to solve these two difficult problems.
5.4.1 Elimination of Min Terms and Absolute Values

First, we introduce decision variables, $d_k \in \{0, 1\}$, to remove the min term. This trick is similar to the $L_1$-norm $S^3$VM in [15]. We then transform the optimization as follows:

$$
\min_{\theta, d} \frac{1}{2} \|\mathbf{w}\|^2 + \sum_{x_i \in \mathcal{L}_{\pm 1}} r_i H_1(y_i f_{\theta}(x_i)) + \sum_{x_i \in \mathcal{L}_0} r_i I_\varepsilon(f_{\theta}(x_i))
+ \sum_{x_k+L \in \mathcal{U}} r_{k+L} H_1(|f_{\theta}(x_i)| + D(1 - d_k))_{Q_1}
+ \sum_{x_k+L \in \mathcal{U}} r_{k+L} I_\varepsilon(|f_{\theta}(x_i)| - Dd_k), \tag{5.3}
$$

where $D > 0$ is a suitable constant making $Q_1 = 0$ when $d_k = 0$ and $Q_2 = 0$ when $d_k = 1$. That means, when $d_k = 0$, the error is counted from $Q_2$ and the unlabeled data are classified as 0-class; when $d_k = 1$, the error is incurred by $Q_1$ and the unlabeled data are classified as one of the $\pm 1$-class.

The loss in $Q_1$ is $H_1(|u| + a)$, or $H_1(|u| + a) = \max\{0, 1 - |u| - a\} = H_{1-a}(|u|)$. It can be approximated by a symmetrical loss, which is similar to the ramp loss used in [36, 164], as follows:

$$
H_1(|u| + a) \approx H_{1-a}(u) - H_\kappa(u) + H_{1-a}(-u) - H_\kappa(-u).
$$

For the loss in $Q_2$, we can transform it into another symmetrical loss as follows:

$$
I_\varepsilon(|u| - a) = H_{-\varepsilon-a}(-u) + H_{-\varepsilon-a}(u).
$$

Due to the symmetry of the losses, we introduce new pair-data for the unlabeled data to simplify the expression as [36]. The new pair-data are

$$
\mathbf{x}_{L+k} = \mathbf{x}_{L+k}, \quad y_{L+k} = 1,
\mathbf{x}_{LU+k} = \mathbf{x}_{L+k}, \quad y_{LU+k} = -1, \quad k = 1, \ldots, U,
$$

where $LU$ means $L + U$. 
5.4.2 Concave-Convex Procedure (CCCP)

Hence, we can transform the problem in (5.3) into $Q_\kappa(\vartheta, \mathbf{d})$, which is the summation of two terms, $Q_{vex}(\vartheta, \mathbf{d})$ and $Q_{cav}(\vartheta)$.

They are defined as follows:

$$Q_{vex}(\vartheta, \mathbf{d}) = \frac{\lambda}{2} \| \mathbf{w} \|^2 + \sum_{x_i \in \mathcal{L}_{\pm 1}} r_i H_1(y_i f_\vartheta(x_i))$$

$$+ \sum_{x_i \in \mathcal{L}_0} U$$

$$+ \sum_{k=1} U$$

$$+ \sum_{k=1} U$$

$$+ \sum_{k=1} U$$

$$+ \sum_{k=1} U$$

$$+ \sum_{k=1} U$$

$$Q_{cav}(\vartheta) = - \sum_{j=L+1}^{L+2U} r_j H_\kappa(y_j f_\vartheta(x_j)).$$

Note that the above concave term, $Q_{cav}$, keeps the non-convexity of the model following from the ramp loss in approximating the $Q_1$. The optimization in $Q_\kappa(\vartheta, \mathbf{d})$ is a summation of a convex term and a concave term, or a difference of convex programming. Hence, it can be solved by the concave-convex procedure (CCCP) [185], a technique which has been adopted in large scale transductive SVMs [36] and SVMs on data with missing values [148].

In the CCCP, we need to use the first order Taylor expansion to approximate the concave term of $Q_{cav}$. Since the variable
\( \mathbf{d} \) does not appear in the concave term, we only need to apply the first order Taylor expansion of \( Q^\kappa_{cav} \) at \( \vartheta^t \). Hence, we can seek the optimal variables by solving a sequence of the following optimization problem:

\[
\min_{\vartheta, \mathbf{d}} \left( Q_{vex}(\vartheta, \mathbf{d}) + \frac{\partial Q^\kappa_{cav}(\vartheta^t)}{\partial \vartheta} \cdot \vartheta \right).
\] (5.4)

The above optimization is a mixed integer optimization problem since \( \mathbf{d} \) is an integer vector. Here, we adopt a standard routine to solve the integer programming problem \[167\]: 1) relaxing the integer variable to a real variable, then solve the whole optimization together; 2) rounding the corresponding variable to get its integer solution. For our problem in (5.4), we relax the decision variable \( d_k \) from \( \{0, 1\} \) to \([0, 1]\) and solve the optimization problem in (5.4) first. We then determine the value of \( d_k \) by its definition, the error incurred is less when the data are assigned to the associated class, as follows

\[
d_k = \begin{cases} 
1 & \text{if } \xi_k \leq \xi_k^* \\
0 & \text{otherwise}
\end{cases},
\] (5.5)

where \( \xi_k = H_t(|f_\vartheta(x_{k+L})|) \) and \( \xi_k^* = I_t(|f_\vartheta(x_{k+L})|) \), \( k = 1, \ldots, U \).

To simplify the first order approximation of the concave term in (5.4), we define

\[
\mu_{k+s} = y_{k+s} \frac{\partial Q^\kappa_{cav}(\vartheta)}{\partial f_\vartheta(x_{k+s})} = \begin{cases} 
r_{k+s} & \text{if } y_{k+s} f_\vartheta(x_{k+s}) < \kappa \\
0 & \text{otherwise}
\end{cases},
\] (5.6)

for those unlabeled samples \( x_{k+s} \) with \( d_k = 1 \), where \( k = 1, \ldots, U \), and \( s \) is \( L \) or \( L + U \). Hence, the first order Taylor expansion of the concave term is then expressed as

\[
\frac{\partial Q^\kappa_{cav}(\vartheta^t)}{\partial \vartheta} \cdot \vartheta = \sum_{j=L+1}^{L+2U} \mu_j y_j f_\vartheta(x_j).
\]
Now we turn to solve the relaxed optimization in (5.4) and summarize the result in the following theorem:

**Theorem 6.** The dual problem of the relaxed optimization in (5.4) is a Quadratic Programming (QP) problem as follows:

\[
\begin{align*}
\max_{\alpha, \alpha^*} & \quad -\frac{\lambda}{2} \|w(\alpha, \alpha^*)\|^2 + g(\alpha, \alpha^*), \\
\text{s.t.} & \quad 0 \leq \alpha, \alpha^* \leq r, \\
& \quad A_e \alpha + A \alpha^* = \mu^\top Y \cdot 2U, \quad A \alpha^* \leq 0,
\end{align*}
\]

where \(\|w(\alpha, \alpha^*)\|^2\) is a quadratic term and \(g(\alpha, \alpha^*)\) is a linear term on dual variables \(\alpha\) and \(\alpha^*\). The variable \([\alpha; \alpha^*]\) consists of an \(|\mathcal{L}_0| + L + 4U\)-dimensional vector.

Detailed expression of notation and proof are in Appendix C.

**Algorithm 3** CCCP for 3C-SVMs

**Initialization:**
- \(t = 0\)
- Calculate \(\vartheta^0 = (w^0, b^0)\) from a \(U\)-SVM solution on the labeled/unlabeled data

**Compute**

\[
\mu^0_i = \begin{cases} 
    r_i & \text{if } y_i f_{\vartheta^0}(x_i) < \kappa \text{ and } i \geq L + 1 \\
    0 & \text{otherwise}
\end{cases}
\]

**repeat**
- \(t \leftarrow t + 1\)
- Solve the optimization in (5.7) to obtain \(\vartheta^t\)
- Update \(d^t\) from (5.5)
- Update \(\mu^t\) from (5.6)
- if \(Q^\kappa(\vartheta^t, d^t) > Q^\kappa(\vartheta^{t-1}, d^{t-1})\) then
  - Let \(d^t = d^{t-1}\)
  - Solve the optimization in (5.7) to obtain \(\vartheta^t\) by restoring \(d\) to \(d^{t-1}\)
  - Update \(\mu^t\) from (5.6)
- end if
**until** \(|\mu^{t+1} - \mu^t| \leq \epsilon\)

Hence, we obtain \(w\) as a linear combination of the dual vari-
Figure 5.4: One trial for the values of the objective function and test errors in the procedure of training 3C-SVM on the toy data with 20 (left), 200 (right) labeled data and unlabeled data in the combination of (100, 100) from the first kind of $U_0$ data. The 3C-SVM algorithm usually converges in a few steps.

ables, $\alpha$ and $\alpha^*$,

$$w = \frac{1}{\lambda} \left( \sum_{i=-|\mathcal{L}_0|,i\neq 0}^{L+2U} \alpha_i y_i \phi(x_i) + \sum_{i=L+1}^{L+2U} (\alpha^*_i - \mu_i) y_i \phi(x_i) \right), \quad (5.8)$$

and the variable $b$ corresponds to the dual variable of the equality constraint. The form of the weight we have obtained is similar to that in [13]. We can also define the corresponding support vectors. They are those labeled data $x_i$’s with non-zero $\alpha_i$ values and unlabeled data $x_j$’s with non-zero $(\alpha_j + \alpha^*_j - \mu_j)$ values.

Hence, we obtain Algorithm 3 to solve the 3C-SVM algorithm. Recalling Theorem 5, we can know that, intuitively, the Algorithm 3 works in the following way: first finding out those unlabeled data which are certainly outside the margin gap, removing them from the training set; then training a $U$-SVM model on the labeled data with the rest unlabeled data.

The following theorem summarizes the convergence of the Algorithm 3.

Theorem 7. The Algorithm 3 converges in finite iterations.
Proof. First, we prove that the objective $Q^\kappa$ decreases in each iteration. From the CCCP, we have

$$Q_{vex}(\theta^{t+1}, d) + \partial Q_{cav}(\theta^t) \cdot \theta^{t+1} \leq Q_{vex}(\theta^t, d) + \partial Q_{cav}(\theta^t) \cdot \theta^t$$

(5.9)

$$Q_{cav}(\theta^{t+1}) \leq Q_{cav}(\theta^t) + \partial Q_{cav}(\theta^t) \cdot (\theta^{t+1} - \theta^t),$$

(5.10)

where $\partial Q_{cav}$ defines the partial derivative of $Q_{cav}$ with respect to $\theta$. Hence, summing (5.9) and (5.10) together, we get $Q^\kappa(\theta^{t+1}, d) \leq Q^\kappa(\theta^t, d)$ for the same $d$.

After rounding, the objective value $Q^\kappa$ may increase, i.e., $Q^\kappa(\theta^{t+1}, d^{t+1})$ may be greater than $Q^\kappa(\theta^t, d^t)$. In order to avoid this case, we can restore $d^{t+1}$ to $d^t$ and seek $\theta^{t+1}$ again by minimizing $Q^\kappa$ with fixed $d$. This additional step guarantees to decrease the objective of $Q^\kappa$ at each step.

Second, the variable $\mu$ can only take a finite number of distinct values. The algorithm converges in finite steps since $Q^\kappa$ decreases in each iteration and the inequality (5.10) is strict unless $\mu$ remains unchanged. \qed

Remark Note that the local optimal issue of the 3C-SVM has been alleviated by its initialization and the additional step to avoid increasing the rounded objective function is typically not needed. Our observation from the experimental results shows that our 3C-SVM works well using current initialization and the rounded objective function, $Q^\kappa(\theta^t, d^t)$, actually decreases in each step; see Figure 5.4.2.

Complexity Analysis Algorithm 3 has to solve a sequence of QPs in (5.7). In practice, we find that the number of iteration steps is a constant, usually less than 10; see figures (one trial result of the values of the objective function and test errors during the CCCP iterations of training 3C-SVM on toy datasets) shown in Figure 5.4.2. Thus, training a 3C-SVM is equivalent to solving a constant number of QP problems with $|\mathcal{L}_0| + L + 4U$
variables. Therefore, the 3C-SVM algorithm has a worst case complexity of $O((|\mathcal{L}_0| + L + 4U)^3)$ \cite{61, 137}. Possible tricks may be applied to speed up the 3C-SVM algorithm in a quadratic scale \cite{36, 124, 137}.

5.4.3 Balance Constraint

In the formulation of (5.2), we do not consider the balance constraint for the unlabeled data. Actually, balance constraint can be easily incorporated into our formulation.

There are two observations: 1) Data from $\mathcal{U}_\mathcal{L}$ need the balance constraint \cite{161}; 2) Data from $\mathcal{U}_{\mathcal{L}_0}$ do not need the balance constraint. By Theorem 5, ideally, their decision values approach to 0. Hence, we can adopt the same balance constraint as that used in \cite{37},

$$\frac{1}{L+U} \sum_{t=L+1}^{L+U} f_\theta(x_t) = \frac{1}{L} \sum_{i=1}^{L} y_i. \quad (5.11)$$

This constraint can be included in the optimization in (C.1) and rewritten into kernel form in (5.7) similar to the trick in \cite{37}. The balance constraint in (5.11) is affected by the summation of $y_i$. A possibly better setting for the balance constraint is $\frac{1}{U} \sum_{t=L+1}^{L+U} f_\theta(x_t) = c$, where $c$ is a user-specified constant related to the portion of the number of the unlabeled data assigning to the positive class \cite{28}.

5.5 Experiments

In this section, we test our proposed 3C-SVM algorithm on synthetic and real world benchmark handwritten digits recognition datasets, and compare it with an SVM implemented by LibSVM \cite{27}, an $S^3$VM \cite{36}, and a $\mathcal{U}$-SVM \cite{165}. Our 3C-SVM
algorithm is implemented in Matlab 7.3 and the QP problem is solved by a general optimization toolbox, MOSEK\footnote{http://www.mosek.com}.

Linear kernel is employed for the synthetic datasets and an RBF kernel, \( K(x, y) = \exp(-\gamma \|x - y\|^2) \), with \( \gamma = \frac{1}{0.3d} \) as \[137\], is applied for the real world datasets. We seek other optimal hyperparameters on the training datasets through cross-validation in an incremental way from the convex models: We first tune the soft-margin hyperparameter \( C \) for the SVM \[160\]; we then feed the obtained optimal \( C \) into \( \mathcal{U} \)-SVM and tune the parameters, \( \varepsilon \) and \( C_U \), in the \( \mathcal{U} \)-SVM \[146, 165\]. For the \( S^3 \)VM, we further tune its parameters on all used training data. Finally, we set the parameters of our 3C-SVM based on the obtained optimal parameters from other models. More specially, \( \lambda \) is set to \( \frac{1}{C} \), \( r_i = 1 \) for labeled data and \( r_i = \frac{C_U}{C} \) for unlabeled data, \( \varepsilon \) and \( \kappa \) are set the same as the optimal value from the corresponding
model. \( D \) is set to 2.

A goal of the experiment is to test the performance of the models learning with mixed unlabeled data. We therefore test them on different combinations of mixed unlabeled data. That is, \( U \) unlabeled data are selected in the combination of \((\tau U, (1 - \tau)U)\), where \( \tau U \) data are randomly chosen from \( \pm 1 \)-class and \((1 - \tau)U\) data are randomly chosen from \( \mathcal{U}_0 \) data. \( \tau \) is tested in \( \{0.1, 0.5, 0.9\} \).

### 5.5.1 Synthetic Datasets

Data from the \( \pm 1 \)-class are generated following the scheme of [146], where the means are \( c_i^\pm = \pm 0.3 \) for \( i = 1, \ldots, 50 \) and variance values are \( \sigma_{1,2}^2 = 0.08 \) and \( \sigma_{3,\ldots,50}^2 = 10 \). In this setting, we can generate two Gaussians with the Bayes risk being approximately 5\%. Two kinds of \( \mathcal{U}_0 \) data similar to those in [146] are generated. For the first kind, it is a zero mean with \( \sigma_{1,2}^2 = 0.1 \) and \( \sigma_{3,\ldots,50}^2 = 10 \). For the second kind, the variance values are the same as the \( \pm 1 \)-class data, but the mean is \( \frac{t}{2} \cdot (c^+ - c^-) \) \( (t = 0.5) \), shifted a little bit from the origin, where the optimal Bayesian classifier passes through.

In the experiment, ten sets of data with different size (20, 50, 200, 500) from \( \pm 1 \)-class are randomly selected as labeled training data; while ten sets of \( \mathcal{U} \) (500) unlabeled data are selected as above mentioned combinations and additional 500 data from \( \pm 1 \)-class are used as test set.

Figure 5.5 shows the average performance (10 runs) of all four algorithms. 3C-SVMs consistently attain the best results. The performance of \( \mathcal{U} \)-SVMs decreases as the number of \( \mathcal{U}_0 \) data decreases and cannot beat that of SVM when the size of the labeled training data is 500; while our 3C-SVMs keep nearly the same accuracies and outperform \( \mathcal{U} \)-SVMs and \( S^3 \)VMs when the number of labeled training data is large.

We also test our 3C-SVMs with balanced constraints but do
not get significant improvement. One reason may be in that \( \mathcal{U}_0 \)-data has overcome the effect of imbalance in the labeled target data. Another reason may be that we need to choose a more suitable constant \( c \), instead of just using \( \sum_{i=1}^{L} y_i / L \) in the balance constraint.

We further show the objective function and test errors during the CCCP iterations of training on the toy datasets with different number (\( L = 20, 200, U = 500 \)) of training data in Figure 5.4.2. The figures show that the 3C-SVM algorithm tends to converge in only a few iterations, usually less than 10.

### 5.5.2 Results on Real World Datasets

Table 5.2: The average (10 runs) accuracies (%) of SVMs, \( S^3 \)VMs, \( U \)SVMs, and 3C-SVMs on the USPS and the MNIST (“5” vs “8”) datasets for different combinations of mixed unlabeled data. The \( p \)-values of paired \( t \)-test on the 3C-SVMs scores against other algorithm’s scores are given in brackets. Significant improvement with 90% confidence level and the best accuracy are in bold. The 3C-SVMs achieve significant improvement only except for \( \tau = 0.9 \) against SVMs, where the results of SVMs are unstable and with very large variances.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Algorithm</th>
<th>( \tau = 0.1 )</th>
<th>( \tau = 0.5 )</th>
<th>( \tau = 0.9 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>USPS</td>
<td>SVM</td>
<td>72.4±15.9 (0.7)</td>
<td>72.4±15.9 (9.5)</td>
<td>72.4±15.9 (53.1)</td>
</tr>
<tr>
<td></td>
<td>( S^3 )VM</td>
<td>63.6±8.9 (0.0)</td>
<td>68.2±8.0 (2.2)</td>
<td>73.2±7.0 (9.5)</td>
</tr>
<tr>
<td></td>
<td>( U )SVM</td>
<td>83.1±2.5 (0.0)</td>
<td>73.4±4.4 (0.0)</td>
<td>64.2±3.6 (0.0)</td>
</tr>
<tr>
<td></td>
<td>3C-SVM</td>
<td>87.2±2.3</td>
<td>80.6±4.8</td>
<td>75.4±7.3</td>
</tr>
<tr>
<td>MNIST</td>
<td>SVM</td>
<td>70.9±11.4 (0.3)</td>
<td>70.9±11.4 (0.8)</td>
<td>70.9±11.4 (13.6)</td>
</tr>
<tr>
<td></td>
<td>( S^3 )VM</td>
<td>70.9±10.5 (0.7)</td>
<td>72.4±10.1 (1.0)</td>
<td>75.7±9.1 (9.8)</td>
</tr>
<tr>
<td></td>
<td>( U )SVM</td>
<td>84.2±2.2 (0.2)</td>
<td>80.0±4.6 (0.9)</td>
<td>75.0±3.9 (1.0)</td>
</tr>
<tr>
<td></td>
<td>3C-SVM</td>
<td>85.3±1.6</td>
<td>82.8±2.9</td>
<td>77.6±3.9</td>
</tr>
</tbody>
</table>

The USPS dataset and the MNIST dataset are two popular benchmark handwritten digit datasets used in the literature to validate the proposed models [36, 67, 99, 137]. The USPS
dataset was first scanned by the U.S. Postal Service from envelopes that passed through the Buffalo, NY Post Office [79]. Each image was further normalized and centered with the size of $16 \times 16$ (Fig. 5.1(a)). This dataset contains 9,298 grayscale handwritten digit images, 7,291 of which are used as the training set, while the remaining 2,007 are used as the test set. The MNIST dataset consists of a training set of 60,000 digits and a test set of 10,000 digits (Fig. 5.1(b)). The digits are grayscale handwritten images normalized and centered in $28 \times 28$ [100]. We have normalized each pixel value in an image to the range of $-1$ and 1.

We follow the experimental work of [146, 165]: Digits “5” and “8” are constructed as a binary classification problem for $\pm 1$-class data. The labeled, $L_{\pm 1}$-data with the size being 20 and the $U_{L}$-data with the size being $\tau U$ ($U = 500$) are randomly selected from digits “5” and “8”. $(1 - \tau)U$ other digits are randomly chosen to construct the $U_{0}$-data.

Table 5.2 reports the average (10 runs) accuracies of four algorithms on the two digit datasets. Our 3C-SVM obviously achieves the best results and outperforms $U$-SVMs and $S^{3}$VMs. The 3C-SVM achieves significant improvement only except for $\tau = 0.9$ against SVMs, where the results of SVMs are unstable and with large variances. Here, our 3C-SVM uses the same regularized parameters as those in the $U$-SVM. That means our 3C-SVM still has room to improve its performance. Under this setting, the results of 3C-SVMs follow the same trend of the results of $U$-SVMs. That is, as the number of $U_{0}$-data decreases, the performance of 3C-SVMs decreases. For $S^{3}$VM, as $\tau$ increases, i.e., the number of unlabeled data from the target task increases, the performance of $S^{3}$VM increases gradually. This observation shows that more unlabeled data coming from the target task will help $S^{3}$VM, but when these related data become less, the performance of $S^{3}$VM drops clearly.
Figure 5.6: Results of accuracies, false positive rates and true positive rates on detecting 0-class from two benchmark handwritten digits datasets. The above results are obtained by varying $\varepsilon$ and adopting the definition of $d$ in (5.5) as the rule to distinguish 0-class data from the best classifiers obtained from previous experiment. The 3C-SVM achieves the best accuracy among all compared classifiers and gains about 20% improvement on the TPR for the USPS dataset and 10% improvement on the TPR for the MNIST dataset compared to the best of other three models at the same FPR, corresponding to the largest FPR of our 3C-SVM.
We further compare the performance of our 3C-SVM with other three models in distinguishing the 0-class data. Here, we prepare test data for a new binary classification task without training classifiers. More specifically, we use the best classifiers built in previous experiment and test them in the new task. The new binary classification task is constructed as follows: digits “5” and “8” from the test set of the benchmark datasets consisting of a new 1-class data while the other digits on the test set consisting of a new 0-class data. Since the other three models have no ability in distinguishing the 0-class data automatically, for fair comparison, we adopt a simple criterion, i.e., classifying the data into corresponding labels based on which error (the \(\varepsilon\)-insensitive loss or the symmetric hinge loss) incurred is smaller, the same definition as \(d\) in (5.5). We then use four corresponding best classifiers obtained in the above experiment to get the accuracies (although the accuracy here is not related to our target task), false positive rates (FPRs), and true positive rates (TPRs) on the new binary class data by varying \(\varepsilon\) from \(\{0, 0.01, 0.025, 0.05, 0.075, 0.1, 0.25, 0.25, 0.5, 0.75, 1.0\}\). Results are shown in Figure 5.6. We can see that our 3C-SVM attains the best accuracy versus different \(\varepsilon\)’s and achieves the highest TPR when on the same FPR for all classifiers. From Fig. 5.6(b) and Fig. 5.6(d), we observe that the TPRs are a little low in all models. All models tend to classify the digits “5” and “8” into 0-class data. Relatively, under the same FPR, corresponding to the largest FPR of our 3C-SVM, our 3C-SVM can gains about 20% improvement on the TPR for the USPS dataset and 10% improvement on the TPR for the MNIST dataset compared to the best of other three models. These results again demonstrate the advantage of our 3C-SVM algorithm.
5.6 Summary

In this work, we have proposed a novel maximum margin classifier, named the tri-class support vector machine, to solve the binary classification task in a new scenario of semi-supervised learning, where the labeled and the unlabeled data are a mixture of data from the same or different distribution of the target labeled data. We introduce a new min loss function to distinguish the mixed unlabeled data into relevant and irrelevant data based on which error is smaller when assigning the data to the associated class. This min loss function can therefore achieve the maximum entropy principle and make the irrelevant data close to the decision boundary.

The 3C-SVM is a generalization of SVMs, S$^3$VMs, and $U$-SVMs and provides a framework to derive these three models. We have further analyzed how the irrelevant data play the role of seeking feature subspace and why the model works from theoretical perspective. The implementation of the 3C-SVM needs to solve several QP problems, which is a highly scalable algorithm in existing algorithms.

Currently, the 3C-SVM is solved by a standard package to handle the QP problem, whose worse case time complexity is $O(N^3)$, where $N$ is the number of the training data points mainly dominating by the number of unlabeled data. How to further reduce the time complexity of the model to quadratic or even sub-linear on the number of training data points is very promising research problem. Another issue is to provide theoretical analysis of generalization error bound on the model. The generalization error bound on related semi-supervised learning model has been provided in the literature. However, the generalization error bound for the $U$-SVM is still an open problem. In our model, we also have to tackle some unlabeled data with the role similar to the universum data. This makes it specifi-
cally hard for analyzing the generalization error bound of the 3C-SVM.

□ End of chapter.
Chapter 6

Efficient Sparse Generalized Multiple Kernel Learning

6.1 Introduction

Kernel methods such as support vector machines (SVMs), kernel principle component analysis, etc. \cite{77, 78, 137, 144} have become useful tools in various applications, e.g., pattern recognition \cite{137, 144}, bioinformatics \cite{95, 166}. To achieve good performance, one has to define a good kernel representation. The kernel matrix is specified by the inner product of data points mapped in a high-dimensional (possibly infinite dimensional) feature space. The kernel matrix defines the similarity among data and usually has to be learned from the data.

The problem of learning the optimal kernel matrix received much attention in recent studies of machine learning \cite{137} and research in this field has become quite active in recent years \cite{35, 62, 73, 105, 158}. One of the important kernel learning techniques is multiple kernel learning (MKL), which was first introduced in \cite{96}. In general, multiple kernel learning searches for the linear combination of base kernel functions/matrices that maximizes a generalized performance measure. Typical measures for multiple kernel learning include maximum margin classification errors \cite{9, 96}, kernel-target alignment \cite{43}, and Fisher
discriminative analysis [182]. MKL methods have been shown to be usually outperformed by SVM with uniformly-weighted kernels [38, 89, 90, 96].

Among various MKL methods, the \( L_1 \)-MKL has shown its efficiency in learning the kernel weights. This method seeks the kernel weights in a simplex and thus yields a sparse solution. The sparsity of the selected kernels is helpful to identify appropriate combination of data sources or different feature subsets in real-world applications, such as genome fusion [95], splice site detection [150], image annotation [64], etc. However, when a problem contains kernels encoding orthogonal or correlation characterizations, the simplex solution space may discard useful information and thus result in suboptimal generalization performance [90]. Alternatively, an MKL with the \( L_2 \)-norm constraint on the kernel weights is proposed [89] and an MKL with the \( L_p \)-norm (\( p > 1 \)) constraint on the kernel weights is further presented [90] to improve the \( L_1 \)-MKL method. Unfortunately, these extensions lead to a non-sparse solution and may be sensitive to noise. They suffer poor interpretation ability and subsequently can lead to high computational and storage cost.

To avoid problems of the above two types of approaches, it is strongly desirable to keep the locally orthogonal information in the base kernels [38, 90], while at the same time, to yield a sparse solution. Clearly, one approach toward this objective is first to cluster the kernel matrices/functions into groups and then to identify the leading groups. In this way, the complementary or locally orthogonal information can be kept and sparse solutions can also be obtained. Similar methods, e.g., group lasso [184], fussed lasso [156], etc., have been introduced in Statistics. Group lasso aims to find important explanatory factors in predicting the response variable, where each explanatory factor can be represented by a group of derived input variables. In [8], Bach has shown that group lasso reduces to multiple
kernel learning, when the Euclidean norms in group lasso are replaced by reproducing kernel Hilbert norms. The composite kernel learning [153] is an example of kernel learning approach based on the group lasso, where the kernels are hierarchically penalized. Despite their success, the group composition must be specified ahead as a prior knowledge. However, in some real-world problems, the prior knowledge on the composition of the group structure may not be available before learning. Moreover, the group penalization often involves high computation cost due to the projection to the hierarchical structure of the kernel weights.

To tackle the above problems, we propose a novel generalized multiple kernel learning (GMKL) model. Our model introduces the regularization with a linear combination of the $L_1$-norm and the squared $L_2$-norm on the kernel weights, i.e., a combination of lasso and ridge penalties on the kernel weights. This model generalizes the $L_1$-MKL and the $L_2$-MKL methods. More importantly, our GMKL not only enjoys sparse solution as the $L_1$-MKL, but also encourages the grouping effect on the solution, where similar base kernels tend to be either in or out of the model altogether without specifying the group information in advance. Therefore, this demonstrates distinct advantages over the $L_1$-MKL [96, 130] or the $L_2$-MKL [89]. Furthermore, compared with group lasso based approaches, the proposed approach relaxes the needs for the prior knowledge of the group structure of base kernels.

In summary, our contributions of this work include

- A generalized multiple kernel learning model is introduced to advance the research progress in this area. The model generalizes several previously proposed MKL models, including the $L_1$-MKL and the $L_2$-MKL, and overcomes the insufficiency of these proposed methods.
Theoretical analysis of the GMKL on why it contains a sparse solution with the grouping effect is provided. This guarantees the favorite properties of the GMKL.

The GMKL is transformed into a convex-concave optimization problem. So the global optimal solution is guaranteed. A very efficient method, the level method, is proposed to solve the GMKL and its convergence rate is provided. This solution enables the GMKL for its potential on solving large scale datasets.

A series of experiments have been conducted both on synthetic and real-world datasets to demonstrate the effectiveness and efficiency of the GMKL.

The rest of the chapter is organized as follows. In Section 6.2, we outline the multiple kernel learning framework and introduce the current research progress on extending this framework. In Section 6.3, we describe our proposed generalized multiple kernel learning model and provide theoretical analysis on the properties of the GMKL. In Section 6.4, we present the solution of the GMKL by the level method and provide its convergence analysis. In Section 6.5, we report the experimental results on both synthetic and real-world datasets. Finally, we conclude the chapter in Section 6.6.

6.2 Multiple Kernel Learning

In this section, we first introduce the basic concept of kernel methods. We then present the framework of multiple kernel learning. Finally, the $L_1$-MKL and its extensions are further discussed.
6.2.1 Preliminaries

In supervised learning, a set of labeled data $D = \{(x_i, y_i)\}_{i=1}^N$ is given, where $x_i \in \mathcal{X} \subset \mathbb{R}^d$ for some input space $\mathcal{X}$, and $y_i \in \mathcal{Y}$. For binary classification, $y_i$ can be $-1$ or $1$. For regression problems, $y_i \in \mathbb{R}$. The objective of supervised learning is to find a hypothesis $f \in \mathcal{H}$, which can generalize well on new and unseen data. This is attained by minimizing the following regularized risk:

$$f^* = \arg\min_f \ C \text{Remp}(f) + \Omega(f), \quad (6.1)$$

where $\text{Remp}(f) = \frac{1}{N} \sum_{i=1}^N R(f(x_i), y_i)$ is the empirical risk of hypothesis $f$ with respect to a loss function, $R: \mathbb{R} \times \mathcal{Y} \to \mathbb{R}$, and $\Omega(f)$ is a regularization term. The positive constant term, $C$, is a trade-off parameter balancing the regularization and the empirical risk.

For different problems, different loss functions $R(f(x), y)$ are adopted. For example,

- Hinge loss: $R(f(x), y) = \max\{0, 1 - yf(x)\}$. This loss function is usually applied in binary classification on SVMs [160].

- $\varepsilon$-insensitive loss function: $R(f(x), y) = \max\{0, |f(x) - y| - \varepsilon\}$, a loss function has been used in support vector regression [160].

In this chapter, similar to previous kernel methods [137], the regularizer, $\Omega(f)$, is $\frac{1}{2} \|w\|_2^2$, corresponding to the squared $L_2$-norm on the function weights and the function $f$ takes a linear form with parameters $w$ and $b$ as

$$f_{w,b}(x) = w^\top \phi(x) + b, \quad w \in \mathbb{R}^{d(\mathcal{H})}, \quad b \in \mathbb{R}, \quad (6.2)$$

where $\phi: \mathcal{X} \to \mathcal{H}$ defines a (possible non-linear) feature mapping from the original input space to a Hilbert space $\mathcal{H}$. The
feature mapping is usually implicitly defined by a Mercer kernel computing the inner product in $\mathcal{H}$ as $K(x_i, x_j) = \langle \phi(x_i), \phi(x_j) \rangle_{\mathcal{H}}$ \cite{137}.

The decision function can then be represented by

$$f(x) = \sum_{i=1}^{N} \alpha_i^* K(x, x_i) + b^*,$$  \hspace{1cm} (6.3)

where the optimal parameter $\alpha^*$ and $b^*$ are obtained by solving the dual of the optimization in (6.1).

### 6.2.2 Multiple Kernel Learning Framework

In the MKL framework, there are given $Q$ base kernels. Each base kernel, $K_q$, implicitly represents a feature mapping, $\phi_q : \mathcal{X} \rightarrow \mathcal{H}_q$, in a reproducing kernel Hilbert space (RKHS) $\mathcal{H}_q$, for $q = 1, \ldots, Q$. The hypothesis in (6.2) is then extended to

$$f(\hat{w}, b, \theta)(x) = \hat{w}^\top \phi_\theta(x) + b = \sum_{q=1}^{Q} \sqrt{\theta_q} w_q^\top \phi_q(x) + b,$$  \hspace{1cm} (6.4)

where the weight $\hat{w}$ is defined as $\hat{w} = (w_1^\top, \ldots, w_Q^\top)^\top$, consisting of a $\sum_{q=1}^{Q} d(\mathcal{H}_q)$-dimensional vector. The composite feature mapping is defined as $\phi_\theta = \sqrt{\theta_1} \phi_1 \times \ldots \times \sqrt{\theta_Q} \phi_Q$, and $\theta_q$ is the corresponding coefficient, or the kernel weights of the kernel $K_q$ and needs to be learned from the data.

The objective of MKL is to seek the optimal kernel combination, $K_\theta = \sum_{q=1}^{Q} \theta_q K_q$, by minimizing the following optimization while imposing the Ivanov regularization on the kernel weights \cite{90, 96}

$$\min_{\hat{w}, b, \theta \geq 0} C \sum_{i=1}^{N} R(f_{\hat{w}, b, \theta}(x_i), y_i) + \frac{1}{2} \hat{w}^\top \hat{w},$$  \hspace{1cm} (6.5)

$$\text{s.t. } \mathcal{J}(\theta) \leq 1,$$  \hspace{1cm} (6.6)
where $\mathcal{J}(\theta)$ defines a regularizer on $\theta$, which will be elaborated in the following subsections. It is noted that an MKL framework, which seeks optimal kernels in a compact set by minimizing a regularized functional, was also studied in [113] from a theoretical perspective. The paper [113] mainly studied the theoretical properties on the square loss with $L_1$-norm regularization on the functional. This is different from what we will propose in the next section.

In addition, we should note that the non-convexity of (6.5) can be resolved by applying the variable transformation, $v_q := \sqrt{\theta_q}w_q$, as that in [90, 198]. Hence, the objective in (6.5) becomes

$$\min_{\hat{v}, b, \theta \geq 0} C \sum_{i=1}^{N} R(f_{\hat{v}, b}(x_i), y_i) + \frac{1}{2} \sum_{q=1}^{Q} \frac{v_q^\top v_q}{\theta_q},$$

(6.7)

where $\hat{v} = (v_1^\top, \ldots, v_Q^\top)^\top$ and $f_{\hat{v}, b}(x) = \sum_{q=1}^{Q} v_q^\top \phi_q(x) + b$. In (6.7), we use the convention that $u_0 = 0$ if $u = 0$ and $\infty$ otherwise. If $R$ is a convex function and the constraint (6.6) is convex, then (6.7) is convex. This result can be referred to [22, Ch. 3.1.5].

### 6.2.3 $L_1$-MKL

Common approaches in multiple kernel learning [9, 96, 130, 151] impose the $L_1$-norm constraint on the kernel weights for the kernel selection. That is, $\mathcal{J}(\theta) = ||\theta||_1$, or $||\theta||_1 \leq 1$ in the condition of (6.6). We refer to this case as the $L_1$-MKL.

In [96], the $L_1$-MKL is first formulated into a semi-definite programming problem. Due to its effectiveness in learning an interpretable kernel representation, researchers have proposed various methods to speed up its computation. Methods such as second order cone programming [9], semi-infinite linear programming [151], gradient descent [130], and the extended level
method \cite{170}, have been proposed to reduce the time consumption in seeking the optimal kernel combination weights.

An advantage of the $L_1$-MKL constraint on the kernel combination weights is that it provides the favorite property of sparsity, where the obtained kernels can be easily interpreted. However, it may also discard some useful information when two kernels are orthogonal \cite{38} or yield non-unique solutions when two kernels are strongly correlated.

### 6.2.4 MKL Extensions

In order to tackle the deficiency of the $L_1$-MKL, researchers have extended the MKL models. They include:

- The MKL model with the $L_2$-norm constraint on the kernel weights \cite{89}, i.e., $J(\theta) = \|\theta\|_2^2$, or $\|\theta\|_2^2 \leq 1$ for the condition (6.6). Similarly, a multiple kernel ridge regression is proposed in \cite{38}, where the kernel weights are constrained in a ball around a positive mean.

- The MKL with the $L_p$-norm ($p > 1$) constraint on the kernel weights \cite{90,171}. This corresponds to $J(\theta) = \|\theta\|_p^p$, or $\|\theta\|_p^p \leq 1$ in (6.6). The $L_p$-MKL is more general and includes the $L_2$-MKL as its special case. An interleaved optimization strategy with second order approximation is proposed to solved the $L_p$-MKL \cite{90}.

- The MKL model with mixed norm regularization on the kernel weights \cite{94}. This model imposes a mixed norm regularization on the kernel weights, which yields structure sparsity on the solutions.

- Other MKL extensions: These models reformulate the MKL problem by imposing mixed norm regularization on the function weights \cite{81}, or by introducing the elastic net-type
regularization, i.e., a linear combination of the lasso penalty and the ridge penalty on the function weights [157]. These formulations correspond to modifying the regularizer to a block norm, i.e., a norm of the vector containing the individual kernel norms [9, 91]. Now, we discuss several MKL methods incorporating the elastic net-type regularization that may be similar to our work in this chapter. Longworth and Gales [109] included the squared $L_2$-norm regularization on the kernel weights while keeping the $L_1$-norm simplex constraint on the kernel weights. Shawe-Taylor [143] proposed a linear combination of the squared sum of $L_1$-norms and the squared $L_2$-norm on the function weights to solve the novelty detection problem. In [157], an MKL model was proposed to add the linear combination of the lasso penalty and the ridge penalty on the function weights, which includes the $L_1$-MKL and the uniformly-weighted MKL as its special cases. However, these models lack the analysis on the properties of the models, e.g., the grouping effect.

Among the above methods, the $L_1$-MKL yields a sparse solution, but cannot capture the complementary information on the kernels. For the $L_p$-MKL ($p > 1$) models, they will yield non-sparse solutions. As indicated in [200], in the $L_p$ ($p \geq 1$) penalty family, only the lasso penalty ($p = 1$) can produce sparse solutions. The non-sparsity of the solution has the weaknesses in interpreting the model and may be sensitive to noise. In the following section, we will present our proposed generalized multiple kernel learning model to tackle the above insufficiency problem of previously proposed MKL models.
6.3 Elastic Net-type Regularization on Multiple Kernel Learning

In this section, we first introduce the formulation of the generalized multiple kernel learning (GMKL) model. We then provide theoretical analysis on the properties of the GMKL model, i.e., explaining why it can produce sparse solutions while encouraging the grouping effect.

6.3.1 Formulation and Duality

Motivated by the fact that the $L_1$-MKL produces sparse solutions and the $L_p$-MKL ($p > 1$) can capture correlations among kernels, we propose a generalized multiple kernel learning model incorporating a linear combination norm on the kernel weights as follows:

$$
\min_{\theta \in \Theta, \hat{v}, b} C \sum_{i=1}^{N} R(f_{\hat{v}, b}(x_i), y_i) + \frac{1}{2} \sum_{q=1}^{Q} \frac{\mathbf{v}_q \mathbf{v}_q^\top}{\theta_q}. \quad (6.8)
$$
More specially, we set $p = 2$, and the domain of $\theta$ is

$$\Theta = \{\theta \in \mathbb{R}_+^Q : v\|\theta\|_1 + (1 - v)\|\theta\|_2^2 \leq 1\}, \quad (6.9)$$

where the parameter $v$, $0 \leq v \leq 1$, is a non-negative constant to balance the two terms in the constraint. For this MKL extension, we have several remarks:

- There are two main reasons why we adopt this elastic net-type regularization, i.e., a linear combination of the $L_1$-norm and the squared $L_2$-norm on the kernel weights. One is due to computational consideration. Through this setting, the optimization in (6.8) is a convex optimization problem given that the loss $R$ is convex. More specifically, it is a quadratically-constrained quadratic programming (QCQP) problem when the hinge loss or the $\varepsilon$-insensitive loss is used. The second reason is that as discussed in Section 6.3.2, our GMKL enjoys the sparsity property as the $L_1$-MKL and encourages the grouping effect on the kernel weights similar to that of the elastic net on the model weights.

- Our formulation generalizes previously proposed $L_1$-MKL and the $L_2$-MKL models. When $v = 0$, the constraint reduces to a ridge penalty on $\theta$ and the model is equivalent to the $L_2$-MKL \[89\]. When $v = 1$, the constraint is a lasso constraint and the model is the $L_1$-MKL \[96\]. This motivates us to name our model as GMKL. When $v \in (0, 1)$, the constraint contains the characteristics of both the lasso and ridge penalty and the model includes several favorite properties, which will be introduced in Section 6.3.2. Figure 6.1 illustrates the change of the combined $L_1$-norm and the squared $L_2$-norm on $\theta$ in a two-dimensional space.

- The constraint can be further extended by combining the $L_1$-norm and the $L_p$-norm ($p > 1$) on the kernel weights.
and therefore generalizes previously proposed related MKL methods \cite{90, 171}. When \( v \in (0, 1) \), the extended constraint is strictly convex on \( \theta \) and contains similar properties of our GMKL formulation; see Section 6.3.2 for more details.

- Our proposed GMKL also generalizes the \( L_2 \)-norm regularization proposed in \cite{38}. A main difference is that the \( L_2 \)-norm regularization in \cite{38} introduces an \( L_2 \)-ball with a predefined positive ball center. Actually, predefining a ball center is not necessary in practical applications and is not required in our model. Furthermore, the formulation in \cite{38} lacks the properties of sparsity and the grouping effect.

Now, we derive the corresponding dual form of the optimization in (6.8) with respect to \( \hat{w}, b \) by fixing \( \theta \). Here, we consider the classification problem where the hinge loss is adopted. Hence, the primal problem of GMKL is equivalent to

\[
\min_{\theta \in \Theta} \min_{\hat{v}, b, \xi} \quad C \sum_{i=1}^{N} \xi_i + \frac{1}{2} \sum_{q=1}^{Q} \frac{v_q^\top v_q}{\theta_q} \\
\text{s.t.} \quad y_i \left( \sum_{q=1}^{Q} v_q^\top \phi_q(x_i) + b \right) \geq 1 - \xi_i \\
\xi_i \geq 0, \quad i = 1, \ldots, N.
\]

Following the standard Lagrange multipliers method \cite{152, 160}, we construct the corresponding Lagrangian functional, \( \mathcal{L}(\hat{v}, b, \xi, \alpha, \gamma) \), of the minimization on the primal variables with fixed \( \theta \) as

\[
\mathcal{L}(\cdot) = C \sum_{i=1}^{N} \xi_i + \frac{1}{2} \sum_{q=1}^{Q} \frac{v_q^\top v_q}{\theta_q} - \sum_{i=1}^{N} \gamma_i \xi_i \\
- \sum_{i=1}^{N} \alpha_i \left( y_i \left( \sum_{q=1}^{Q} v_q^\top \phi_q(x_i) + b \right) - 1 + \xi_i \right),
\]
where the multipliers satisfy $\alpha \geq 0$ and $\gamma \geq 0$.

Taking the partial derivative of the Lagrangian function with respect to the corresponding primal variables and setting them to zeros, we obtain

$$\frac{\partial L}{\partial v_q} - \theta_q \sum_{i=1}^{N} \alpha_i y_i \phi_q(x_i) = 0, \quad q = 1, \ldots, Q, \quad (6.10)$$

$$\frac{\partial L}{\partial b} = \sum_{i=1}^{N} \alpha_i y_i = 0, \quad (6.11)$$

$$\frac{\partial L}{\partial \xi_i} = C - \alpha_i - \gamma_i = 0, \quad i = 1, \ldots, N. \quad (6.12)$$

From (6.10), we can obtain the dual form of (6.8) as follows:

$$\min_{\theta \in \Theta} \max_{\alpha \in \mathcal{A}} D(\theta, \alpha), \quad (6.13)$$

where the objective function is defined as

$$D(\theta, \alpha) = 1_N^\top \alpha - \frac{1}{2} (\alpha \circ y)^\top \left( \sum_{q=1}^{Q} \theta_q K_q \right) (\alpha \circ y). \quad (6.14)$$

Correspondingly, constraints (6.11) and (6.12) with the conditions of $\alpha \geq 0$ and $\gamma \geq 0$ yield the domain of $\alpha$ defined in the set of $\mathcal{A}$ as

$$\mathcal{A} = \{ \alpha \in \mathbb{R}_+^N, \quad \alpha^\top y = 0, \quad \alpha \leq C 1_N \}. \quad (6.15)$$

The formulation in (6.13) is a convex-concave problem and its optimal solution is guaranteed to be the global optimal solution. Wrapping-based methods [130, 151] have been proposed to solve this kind of optimization problems. Especially, the maximization problem in (6.13) corresponds to a standard dual form of SVMs. Currently, solvers for SVMs are very efficient [21, 32] and can be directly adopted in our model.
6.3.2 Properties

Here, we present several properties for our GMKL model. First, we prove that the constraint on $\theta$ is tight when the optimal solution is obtained. Second, we provide a theorem to show that the solution of the GMKL is sparse with the grouping effect. Third, we prove that our GMKL model introduces the grouping effect when two kernels are strongly correlated.

To simplify the analysis, we first define the optimal $(\theta^*, \alpha^*)$ as follows:

**Definition 1.** $(\theta^*, \alpha^*)$ is the optimal solution of (6.13). That is,

$$\theta^* = \arg\min_{\theta \in \Theta} \mathcal{D}(\theta, \alpha^*) \quad \alpha^* = \arg\max_{\alpha \in \mathcal{A}} \mathcal{D}(\theta^*, \alpha).$$

Now, the following theorem shows that the optimal solution in (6.13) is attained when the constraint of $\theta$ is tight.

**Theorem 8.** Suppose the kernel matrices, $K_1, \ldots, K_Q$ are positive semi-definite. Then the condition $v\|\theta^*\|_1 + (1-v)\|\theta^*\|_2^2 = 1$ always holds.

**Proof.** First, we have the following two observations about the function $\mathcal{D}(\theta, \alpha^*)$:

1. The function $\mathcal{D}(\theta_q, \alpha^*)$ is a monotonically, but not strictly, decreasing function on each element of $\theta$, or $\theta_q$, with fixed $\alpha^*$. It is because that $\mathcal{D}(\theta_q, \alpha^*)$ is a linear function on $\theta_q$ with each coefficient being non-positive. That is, $\mathcal{D}(\theta_q, \alpha^*) = u_q \theta_q$, where the $q$-th coefficient on $\theta_q$ is $u_q = -\frac{1}{2}(\alpha^* \circ y)\top K_q(\alpha^* \circ y)$. Obviously, $u_q$ is non-positive since the kernel matrix $K_q$ is positive semi-definite.

2. The constraint function, $v\|\theta\|_1 + (1-v)\|\theta\|_2^2$, is element-wise and it is an increasing function on each element of $\theta$, or $\theta_q$, with $\theta_q \geq 0$, for $q = 1, \ldots, Q$. 


Hence, we can conclude that the optimal $\theta^*$ should be attained when the constraint of (6.9) is tight. Otherwise, we have the following two cases:

1. If there is an element, e.g., $q$ with $u_q < 0$, we can select $\theta_q$ and increase its value to make (6.9) tight. This again will further reduce the function value of $\mathcal{D}(\theta, \alpha^*)$, which is a better solution of (6.13), from the above first observation.

2. For all $q$, $u_q = 0$, we can select any $\theta_q$ and increase its value to make (6.9) tight, while keeping the same optimal objective function value.

We now turn to study the grouping effect of our GMKL. First, we note that the grouping effect is only derived from $\alpha$ and it is not related to the variable $\theta$. By the Lagrange multiplier method [22], we know that (6.13) is equivalent to the following minimization problem given the fixed $\alpha^*$ for some $\lambda \geq 0$:

$$
\min_{\theta \geq 0} \mathcal{D}(\theta, \alpha^*) + \lambda \left( v\|\theta\|_1 + (1 - v)\|\theta\|_2^2 \right). \tag{6.16}
$$

We then have the following theorem stating one aspect of the grouping effect.

**Theorem 9.** Suppose $\lambda > 0$, $K_i = K_j$, $i, j \in \{1, \ldots, Q\}$, and $\theta^*$ is a minimizer of (6.16), we have

1. If $v \neq 1$, then

$$
\theta_q^* = \max \left\{ 0, \frac{1}{2(1 - v)} \left( \frac{1}{2\lambda}(\alpha^* \circ y)^\top K_q(\alpha^* \circ y) - v \right) \right\},
$$

and therefore $\theta_i^* = \theta_j^*$.
2. If $v = 1$, then $\tilde{\theta}$ is another minimizer of (6.16) with

$$
\tilde{\theta}_q = \begin{cases} 
\theta^*_q & \text{if } q \neq i \text{ and } q \neq j \\
(\theta^*_i + \theta^*_j) \cdot \sigma & \text{if } q = i \\
(\theta^*_i + \theta^*_j) \cdot (1 - \sigma) & \text{if } q = j
\end{cases}
$$

for any $\sigma \in [0, 1]$.

A detailed proof is in Appendix D.1. There are some remarks about the above theorem:

- Theorem 9 provides an explicit solution of $\theta$ in (6.17). This is different from that of the elastic net in [200, Lemma 2].

- Theorem 9 indicates that our GMKL can achieve the grouping effect and the $L_1$-MKL does not have a unique solution when two kernels are the same. This analysis can be also extended to other regularizers with strictly convex property.

- Equation (6.17) also indicates that our GMKL can yield sparse solutions when the second term in the bracket of (6.17) is less than 0. On the other hand, by setting $v = 0$ into (6.17), we can obtain, $\theta^*_q = \frac{1}{2(1-v)} \left( \frac{1}{2\lambda}(\alpha^* \circ y)^\top K_q(\alpha^* \circ y) \right)$ for the $L_2$-MKL. This also shows that the $L_2$-MKL yields the grouping effect, but usually yields non-sparse solutions on the kernel weights.

We further analyze the grouping effect when the given kernels are strongly correlated. Here, we define a ratio for two kernels to indicate the correlation of two kernels:

**Definition 2.** Let $r_{ij}$ define the ratio of two kernels on given $\alpha^*$ as

$$
r_{ij} = \frac{(\alpha^* \circ y)^\top K_i(\alpha^* \circ y)}{(\alpha^* \circ y)^\top K_j(\alpha^* \circ y)}.
$$
If \( r_{ij} \approx 1 \), we say \( K_i \) and \( K_j \) are strongly correlated. Now, we can easily obtain the following theorem:

**Theorem 10.** Given two kernels \( K_i \) and \( K_j \), if \( v \neq 1 \), as \( r_{ij} \) approaches 1, we have \( \theta_i^* \) approaches \( \theta_j^* \).

**Proof.** Since \( v \neq 1 \), from (6.17) in Theorem 9, we note that \( \theta_q^* \) can be simplified as \( \max\{0, t_q\} \), a continuous function of \( t_q \), where \( t_q = \frac{1}{2(1-v)} \left( \frac{1}{2\lambda} (\alpha^* \circ y)^\top K_q (\alpha^* \circ y) - v \right) \). Hence, we have

\[
|\theta_i^* - \theta_j^*| \leq |t_i - t_j|, \text{ for } i, j = 1, \ldots, Q. \tag{6.18}
\]

This inequality can be obtained by analyzing the following several cases.

1. When \( \theta_i^* \) and \( \theta_j^* \) are both positive, we have \( t_i, t_j > 0 \) and attain the equality in (6.18).

2. When \( \theta_i^* > 0 \) and \( \theta_j^* = 0 \), we have \( |\theta_i^* - \theta_j^*| = |t_i| \leq |t_i - t_j| \). The inequality is due to the condition that \( t_j \leq 0 \). For the case of \( \theta_i^* = 0 \) and \( \theta_j^* > 0 \), we can derive the result similarly.

3. When \( \theta_i^* = \theta_j^* = 0 \), the inequality in (6.18) is satisfied for all \( t_i \) and \( t_j \).

From (6.18), we have

\[
|\theta_i^* - \theta_j^*| \leq \frac{1}{2(1-v)} \frac{1}{2\lambda} (\alpha^* \circ y)^\top K_j (\alpha^* \circ y) |r_{ij} - 1|. \tag{6.19}
\]

Hence, as \( r_{ij} \approx 1 \), we have \( |\theta_i^* - \theta_j^*| \approx 0 \). That is, \( \theta_i^* \) approaches \( \theta_j^* \).

From (6.19), we note that the difference of two weights, \( |\theta_i^* - \theta_j^*| \), is proportional to the ratio value, \( |r_{ij} - 1| \), and inversely proportional to \( 2(1-v) \). The ratio value indicates that if two kernels are strongly correlated, the weights are nearly the same. The inversely proportional value \( 2(1-v) \) indicates that a smaller
$v$ will yield closer solutions for the kernel weights. Meanwhile, we should note that the coefficient, 2, is introduced due to the use of the $L_2$-norm on the kernel weights. If the $L_p$-norm is adopted, the ratio is inversely related to $p$. As $p$ increases, e.g., approaches to infinity, it will lead to the same weights, i.e., uniformly-weighted MKL, which is the same as the result in the previous MKL models.

In summary, our GMKL contains the following properties:

- In view of (6.17), we can see that out GMKL imposes the sparsity on the coefficients of the model. This surpasses those non-sparse MKL models [89, 90], which may be prone to noise and have a larger computation/storage cost.

- Theorem 9 and Theorem 10 state that the GMKL can provide the grouping effect, which retains more useful information from the data than the $L_1$-MKL.

- Non-linearity is embedded in the formulation of (6.8) and is represented by the kernels. Our GMKL can therefore capture more information of the data than other statistic models, e.g., the lasso [155] and the elastic net [200].

Table 6.1 summarizes the above arguments.

<table>
<thead>
<tr>
<th></th>
<th>$L_1$-MKL</th>
<th>$L_2$-MKL</th>
<th>GMKL</th>
<th>Lasso</th>
<th>Elastic net</th>
<th>Group Lasso</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sparsity</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Non-linearity</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Grouping</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
<td>×</td>
</tr>
</tbody>
</table>
6.4 Optimizing the GMKL

Due to the efficiency in solving SVMs, the wrapping-based methods have been adopted to solve the MKL models, e.g., \[90, 105, 130, 151, 162, 170\]. In the wrapping-based methods, the first step is to seek the optimal $\hat{w}, b$ or the dual variable $\alpha$ given a fixed $\theta$ by an SVM solver. The second step is to update the kernel weights $\theta$ to further decrease the objective value of (6.5) with fixed primal variables $\hat{w}$ and $b$ or fixed dual variable $\alpha$. Many previously proposed MKL methods try to speed up the model in the second step. For example, a gradient method is proposed in \[130, 162\]; an SILP method is applied in \[90, 151\]; and the level method is introduced in \[170\].

Among these optimization methods, the level method, a cutting plane method derived from the family of bundle methods \[117\], has shown better success in solving machine learning and kernel learning methods. For example, it has been introduced to efficiently solve regularized risk minimization problems \[149\], the $L_1$-MKL \[170\], and neighborhood kernel learning \[105\]. Hence, in this chapter, we adopt the level method to solve our GMKL of (6.13).

6.4.1 GMKL by the Level Method

The key part of the level method is to construct the corresponding lower bound and upper bound of the objective function. First, we know that $D(\theta, \alpha)$ in (6.13) is convex on $\theta$ and concave on $\alpha$. According to von Neumann Lemma \[163\], for any optimal solution $(\theta^*, \alpha^*)$, we have

$$D(\theta^*, \alpha) \leq \max_{\alpha \in A} D(\theta^*, \alpha) = D(\theta^*, \alpha^*) = \min_{\theta \in \Theta} D(\theta, \alpha^*) \leq D(\theta, \alpha^*). (6.20)$$
The above property indicates that our model can easily obtain the corresponding lower bound and the upper bound.

Suppose \( \{(\theta^i, \alpha^i)\}_{i=1}^t \) denote the solutions of (6.13) obtained in the last \( t \) iterations. We define the corresponding lower bound, \( \mathcal{D}^t \), and the corresponding upper bound, \( \overline{\mathcal{D}}^t \), as follows:

\[
\mathcal{D}^t = \min_{\theta \in \Theta} h^t(\theta), \quad \overline{\mathcal{D}}^t = \min_{1 \leq i \leq t} \mathcal{D}(\theta^i, \alpha^i),
\]

(6.21)

where \( h^t(\theta) \) corresponds to a cutting plane as follows:

\[
h^t(\theta) = \max_{1 \leq i \leq t} \mathcal{D}(\theta, \alpha^i).
\]

(6.22)

It is noted that the lower bound is the minimum value at the cutting plane and the upper bound is the minimum objective value attained at previous steps.

We can then define the level set as follows

\[
\mathcal{L}^t = \{ \theta \in \Theta : h^t(\theta) \leq \mathcal{V}^t = \tau \overline{\mathcal{D}}^t + (1 - \tau) \mathcal{D}^t = \mathcal{D}^t + \tau \Delta^t \},
\]

(6.23)

where \( \tau \in (0, 1) \) is a given constant controlling the tradeoff of the two bounds. The level set specifies the set of solution where the objective is bounded by the lower bound and the upper bound. The gap, \( \Delta^t \), between the upper bound and the lower bound at each step is defined as

\[
\Delta^t = \overline{\mathcal{D}}^t - \mathcal{D}^t,
\]

(6.24)

and measures the sub-optimality for the solution \( (\theta^t, \alpha^t) \) at each step.

The final step in the level method is to project \( \theta^t \) onto the level set \( \mathcal{L}^t \) to calculate a new solution, \( \theta^{t+1} \). That is, we obtain \( \theta^{t+1} \) by solving the following quadratic optimization problem:

\[
\min_{\theta \in \Theta} \|\theta - \theta^t\|_2^2
\]

s.t. \( \mathcal{D}(\theta, \alpha^i) \leq \mathcal{V}^t, \quad i = 1, \ldots, t. \)
The intuition of the projection is to make the solution satisfy the level set conditions in a faster way and to require \( \theta \)'s in two consecutive steps close to each other, avoiding oscillation on the solution.

The following pseudo code presents how to solve the GMKL by the level method.

**Algorithm 4** The Level Method for the Generalized Multiple Kernel Learning

**Given:** predefined tolerant error \( \delta > 0 \)

**Initialization:** Let \( t = 0 \) and \( \theta^0 = c1_Q \), where \( c \) is the positive root of the quadratic equation: \( (1-v)Qc^2 + vc - \frac{1}{Q} = 0 \);

repeat

1. Solve the dual problem of the SVM with \( \sum_{q=1}^{Q} \theta_q^t K_q \) to get the optimal solution, \( \alpha \);
2. Construct the cutting plane model, \( h^t(\theta) \), in (6.22);
3. Calculate the lower bound \( D^t \) and the upper bound \( \overline{D}^t \) in (6.21), and the gap \( \Delta^t \) in (6.21);
4. Compute the projection of \( \theta^t \) onto the level set \( \mathcal{L}^t \) by solving the optimization problem in (6.25);
5. Update \( t = t + 1 \);

until \( \Delta^t \leq \delta \).

**Remarks:** Two points about Algorithm 4 need to be emphasized.

- Initialization of \( \theta \): We set \( \theta^0 \) uniformly at each element, i.e., \( \theta^0 = c1_Q \), where \( c > 0 \). From Theorem 8, we must have \( v \cdot Q \cdot c + (1-v) \cdot Q \cdot c^2 = 1 \). This requires to seek the positive root of the quadratic equation as that in Algorithm 4.
- In terms of computation, the main part of our GMKL is that we have introduced a quadratic constraint in (6.9). This may require a bit more computation when compared with the \( L_1 \)-MKL approach. In Algorithm 4, there are two steps involving the quadratic constraint. They are: the step 2) in Algorithm 4, which constructs the cutting plane in (6.22) by solving a linear program with a quadratic con-
strain, and the step 4) in Algorithm 4, which projects \( \theta \) to the level set by solving a quadratic programming with a quadratic constraint in (6.25). We believe some warm start methods, e.g., solving the corresponding problems with previously obtained optimal value [92], can be adopted to speed up the seeking of the next optimal value.

### 6.4.2 Convergence Analysis

Algorithm 4 is terminated when the gap between the two bounds is small. To analyze the convergence of the level method on our GMKL model, we first have the following theorem to state that in each iteration, the gap is non-increasing and the difference between the optimal objective value and the attained objective value is bounded by the gap.

**Theorem 11.** We have the following properties on the gap, \( \Delta^i \), \( i = 1, \ldots, t \):

1. \( \Delta^i \geq 0 \),
2. \( \Delta^1 \geq \Delta^2 \geq \ldots \geq \Delta^t \),
3. \( |D(\theta^i, \alpha^i) - D(\theta^*, \alpha^*)| \leq \Delta^t \).

We then have the following theorem, which provides the convergence rate of Algorithm 4.

**Theorem 12.** For any \( \delta > 0 \), Algorithm 4 converges to the desired precision after \( T \) steps, and

\[
T \geq \frac{2c(\tau)V^2}{\delta^2},
\]

where \( c(\tau) = \frac{1}{(1-\tau)^2} \), \( V \) is calculated by \( \frac{1}{2}NC^2 \sqrt{Q} \max_{1\leq q\leq Q} \Lambda_{\max}(K_q) \), and \( \Lambda_{\max}(K_q) \) defines the maximum eigenvalue of matrix \( K_q \).
We put the proof of the Theorem 11 and the Theorem 12 in Appendix D.2 and Appendix D.3, respectively. It is noted that the convergence rate of the level method is $O(\delta^{-2})$. According to [117], empirically, a better convergence rate $O(N \log(\frac{1}{\delta}))$ can be observed.

Table 6.2: Summary of the synthetic and UCI datasets.

<table>
<thead>
<tr>
<th>Type</th>
<th>Dataset</th>
<th># Training (N)</th>
<th># Test</th>
<th># Dim (d)</th>
<th># Kernel (Q)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Synthetic</td>
<td>Toy 1</td>
<td>150</td>
<td>150</td>
<td>20</td>
<td>273</td>
</tr>
<tr>
<td></td>
<td>Toy 2</td>
<td>150</td>
<td>150</td>
<td>20</td>
<td>273</td>
</tr>
<tr>
<td>UCI</td>
<td>Breast</td>
<td>341</td>
<td>342</td>
<td>10</td>
<td>143</td>
</tr>
<tr>
<td></td>
<td>Heart</td>
<td>135</td>
<td>135</td>
<td>13</td>
<td>182</td>
</tr>
<tr>
<td></td>
<td>Ionosphere</td>
<td>175</td>
<td>176</td>
<td>33</td>
<td>442</td>
</tr>
<tr>
<td></td>
<td>Liver</td>
<td>172</td>
<td>173</td>
<td>6</td>
<td>91</td>
</tr>
<tr>
<td></td>
<td>Pima</td>
<td>384</td>
<td>384</td>
<td>8</td>
<td>117</td>
</tr>
<tr>
<td></td>
<td>Sonar</td>
<td>104</td>
<td>104</td>
<td>60</td>
<td>793</td>
</tr>
<tr>
<td></td>
<td>Wdbc</td>
<td>284</td>
<td>285</td>
<td>30</td>
<td>403</td>
</tr>
<tr>
<td></td>
<td>Wpbc</td>
<td>99</td>
<td>99</td>
<td>33</td>
<td>442</td>
</tr>
</tbody>
</table>

Table 6.3: Summary of the proteins subcellular localization datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th># Classes</th>
<th># Training (N)</th>
<th># Test</th>
<th># Kernel (Q)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plant</td>
<td>4</td>
<td>470</td>
<td>470</td>
<td>69</td>
</tr>
<tr>
<td>Psort+</td>
<td>4</td>
<td>270</td>
<td>271</td>
<td>69</td>
</tr>
<tr>
<td>Psort−</td>
<td>5</td>
<td>722</td>
<td>722</td>
<td>69</td>
</tr>
</tbody>
</table>

6.5 Experiments

We conduct a series of experiments on evaluating the proposed GMKL in contrast with the $L_1$-MKL, the $L_2$-MKL, and the
uniformly-weighted MKL (UW-MKL) with three objectives. The first objective is to show how our GMKL model can select important kernels in group manners. This is illustrated through two toy examples. The second objective is to show the efficiency of our GMKL model solved by the level method. This is verified by eight datasets from the UCI repository [17]. The third objective is to show the GMKL can improve the performance on predicting the proteins subcellular localization by different kinds of kernels [198]. A summary of the three types of data, including 13 datasets, is listed in Table 6.2 and Table 6.3 respectively. Detailed descriptions of the data are in Section 6.5.2 to Section 6.5.4, respectively.

6.5.1 Experimental Setup

In the experiment, for all compared four MKL models, the regularization parameter $C$ is tuned by cross validation on one run of the training data. The tradeoff parameter $v$ for the GMKL is set to 0.5 for simplicity.

The $L_1$-MKL is solved by the SimpleMKL toolbox [130]. The $L_2$-MKL is solved by our GMKL\(^1\) with the parameter $v = 0$. The optimization on constructing the cutting plane of (6.22) and seeking the projection of (6.25) in the level method are solved by a standard toolbox, Mosek\(^2\). To conduct a fair comparison among the MKL algorithms, we set the stopping criterion similar to that in [130]: The duality gap is lower than 0.01 for the $L_1$-MKL; for other MKL algorithms (except UW-MKL), when the number of iterations exceeds 500, the difference of $\theta$ in consecutive step is lower than 0.001. For our GMKL and the $L_2$-MKL, we empirically initialize the algorithm parameter $\tau$ in the level method to 0.9 and increase it to 0.99 when the ratio $\Delta^t/V^t$ is

\(^1\)Our GMKL toolbox can be downloaded in [http://appsrv.cse.cuhk.edu.hk/~hqyang/doku.php?id=gmkl](http://appsrv.cse.cuhk.edu.hk/~hqyang/doku.php?id=gmkl)

\(^2\)[http://www.mosek.com](http://www.mosek.com)
less than 0.01 for all experiments, since a larger $\tau$ accelerates the projection when the solution is close to the optimal one.

### 6.5.2 Toy Examples

In designing the synthetic datasets, we have the following expectations: 1) data containing nonlinearity on the features; and 2) data being embedded with redundant and grouping features. We then generate two 20-dimensional toy examples by additive models motivated by an example in [65].

1. In example 1, the data are generated by

$$Y_i = \text{sign} \left( \sum_{j=1}^{3} f_1(x_{ij}) + \epsilon_i \right), \quad (6.27)$$

where $\text{sign}(\cdot)$ is determined by the sign of the value in the bracket, $\mathbf{x}$ is uniformly distributed in $[0, 1]^{N \times 20}$, $f_1(a) = -2\sin(2a) + 1 - \cos(2)$ and the noise $\epsilon_i \sim \mathcal{N}(0, 1)$ is a Gaussian noise. Hence, the data contain 17 irrelevant features.

2. In example 2, the data are generated by

$$Y_i = \text{sign} \left( \sum_{j=1}^{3} f_1(x_{ij}) + \sum_{j=4}^{6} f_2(x_{ij}) + \sum_{j=7}^{9} f_3(x_{ij}) + \sum_{j=10}^{12} f_4(x_{ij}) + \epsilon_i \right), \quad (6.28)$$

where there are four kinds of mapping $f_1$, $f_2$, $f_3$, and $f_4$. $f_1$ is the same as Example 1, $f_2(a) = a^2 - \frac{1}{3}$, $f_3(a) = a - \frac{1}{2}$, and $f_4(a) = e^{-a} + e^{-1} - 1$. For $\mathbf{x}$ and $\epsilon_i$, they are the same as Example 1. The output $Y_i$ is determined by the corresponding features, from 1 to 12, of $\mathbf{x}_i$ which are mapped by $f_1$, $f_2$, $f_3$, and $f_4$, respectively. The data therefore contain 8 irrelevant features.
It is noted that by the above generation scheme, the data have the following properties:

1. The outputs (labels) of the data are dominated by only some features. The corresponding feature is mapped by a linear function as $f_3$, or non-linear functions, $f_1$, $f_2$, and $f_4$.

2. Each mapping, $f_i$, $i = 1, 2, 3, 4$, acts on three features equally, which implicitly incorporates grouping effect on those features.

3. The mean of the output is zero since each mapping is with zero mean on the corresponding feature.

In the experiment, we randomly sample 300 instances, where 150 data are used for training and the other 150 data are used for test. Following the settings of [130], we construct the base kernel matrices as follows

- Gaussian kernels with 10 different widths ($\{2^{-3}, 2^{-2}, \ldots, 2^6\}$) on all features and on each single feature;
- Polynomial kernels of degree 1 to 3 on all features and on each single feature.

Each base kernel matrix is further normalized to unit trace as [130]. Therefore, we build 273 kernels for the toy examples.

Table 6.4 reports the average accuracy, number of selected kernels, and executed time after repeating the algorithms 20 times. Our GMKL obtains significant improvement on the accuracy against the $L_1$-MKL and the $L_2$-MKL with 99% confidence level on the paired $t$-test. The results show that our GMKL can utilize the grouping structure information embedded in the data sufficiently. Table 6.4 also shows that both the $L_2$-MKL and the UW-MKL achieve worse accuracies than the sparse MKL models. This verifies that the non-sparse MKL models are prone to noise. In terms of the number of selected kernels, our GMKL selects more kernels, about 1.5 times of that selected by the
Table 6.4: Average performance measured by our GMKL, the $L_1$-MKL, the $L_2$-MKL, and the UW-MKL algorithms on Toy examples.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Method</th>
<th>Accuracy</th>
<th># Kernel</th>
<th>Times (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Toy 1</td>
<td>GMKL</td>
<td>70.4±3.3</td>
<td>36.8±5.0</td>
<td>2.9±0.2</td>
</tr>
<tr>
<td></td>
<td>$L_1$-MKL</td>
<td>69.2±4.5</td>
<td>22.1±5.2</td>
<td>4.4±1.2</td>
</tr>
<tr>
<td></td>
<td>$L_2$-MKL</td>
<td>68.2±3.0</td>
<td>273</td>
<td>2.9±0.4</td>
</tr>
<tr>
<td></td>
<td>UW-MKL</td>
<td>66.3±5.3</td>
<td>273</td>
<td>–</td>
</tr>
<tr>
<td>Toy 2</td>
<td>GMKL</td>
<td>72.9±3.2</td>
<td>43.4±7.1</td>
<td>2.8±0.1</td>
</tr>
<tr>
<td></td>
<td>$L_1$-MKL</td>
<td>72.3±3.1</td>
<td>30.2±8.1</td>
<td>4.9±1.3</td>
</tr>
<tr>
<td></td>
<td>$L_2$-MKL</td>
<td>71.9±3.6</td>
<td>273</td>
<td>2.9±0.1</td>
</tr>
<tr>
<td></td>
<td>UW-MKL</td>
<td>71.6±4.0</td>
<td>273</td>
<td>–</td>
</tr>
</tbody>
</table>

Figure 6.2: Figures in the first line correspond to the kernel weights on the Toy 1 example learned by the $L_1$-MKL, the GMKL, and the $L_2$-MKL, respectively. Figures in the second line are the kernel weights on Toy 2 example learned by the $L_1$-MKL, the GMKL, and the $L_2$-MKL, respectively. The $L_1$-MKL selects few kernels and discards some useful information. The $L_2$-MKL selects all kernels and is easily affected by the noise. Meanwhile, the GMKL selects suitable kernels with the grouping effect.
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$L_1$-MKL; while the $L_2$-MKL selects all kernels (see Figure 6.2 for more details). The computation cost of our GMKL and the $L_2$-MKL is nearly the same, and they cost less time than that of the $L_1$-MKL. This is due to that the level method consumes less outer iterations than the SimpleMKL [130] used.

Figure 6.2 further shows the average coefficients obtained by the $L_1$-MKL, the GMKL, and the $L_2$-MKL. The figure again shows the grouping effect and the sparsity of our GMKL. The results in the figures refer to the results in the fourth column of the Table 6.4.

Figure 6.3: Accuracy and the number of selected kernels by the GMKL with varying $v$ on the toy datasets. It is noted that the best accuracy for the Toy 1 dataset is achieved when $v = 0.4$ while the best accuracy for the Toy 2 dataset is achieved when $v = 0.6$. The number of selected kernels decreases as $v$ increases (see text for more descriptions).

We further test the effect of $v$ on the accuracy and the number of selected kernels for the toy datasets. We vary $v$ from 0 to 1 with an incremental step being 0.1 and show the results in Figure 6.3. Actually, Figure 6.3 includes the results reported in Table 6.4, the $L_1$-MKL ($v = 1$), the $L_2$-MKL ($v = 0$), and our GMKL with $v = 0.5$. It is shown that the optimal $v$ is around 0.5 for both toy datasets. Figure 6.3(b) indicates that as $v$ increases, the number of selected kernels decreases. This shows
that the optimal $v$ is data-dependent, i.e., a better $v$ corresponds to the suitable number of kernels selected for that training data. Hence, usually we can tune the parameter $v$ by cross-validation on the training data.

### 6.5.3 UCI Datasets

In order to verify the performance of our GMKL on datasets which do not show manifest group structure on the base kernels, we employ eight UCI datasets in our test, i.e., Breast, Heart, Ionosphere, Liver, Pima, Sonar, Wdbc, and Wpbc, from the UCI repository [17] are used in our test. These datasets have been frequently used in evaluating the MKL models [96, 130, 170].

We repeat all the algorithms 20 times on each dataset. In each run, 50% of the examples are randomly selected as the training data and the remaining data are used for testing. The training data are normalized to have zero mean and unit variance, and the test data are then normalized using the mean and variance of the training data. The construction and the post-processing of the base kernel matrices are conducted the same as the synthetic data in Section 6.5.2.

Table 6.5 reports the average results, including accuracy, the number of selected kernels, and the running time, on the UCI datasets. Our GMKL achieves the highest accuracy for five datasets: “Breast”, “Heart”, “Pima”, “Wdbc”, and “Wpbc”. Especially, for the datasets of “Pima” and “Wdbc”, our GMKL obtains significantly better results. The $L_2$-MKL gets the highest accuracy for the rest three datasets: “Ionosphere”, “Liver”, and “Sonar”, and attains significantly better results for “Liver” and “Sonar”. The UW-MKL gets the same highest accuracy as the GMKL for “Breast” and “Heart”. It is important to note that better results can be obtained by tuning $v$ through cross-validation on the training data. For example, the cross-
validation procedure on the “ionosphere” data set suggests that a smaller $v$ with the value near zero can recover the result of the $L_2$-MKL.

In terms of the number of selected kernels, on average, our GMKL selects a little more kernels than the $L_1$-MKL, owing to the grouping effect on some features. This is deserved since among all the datasets, our GMKL achieves no worse results than the $L_1$-MKL. Especially, our GMKL improves the accuracy from 64.3% to 67.6% for the Liver dataset, and from 95.3% to 96.0% for the Wdbc dataset.

For the running time, our GMKL is efficient. The time needed by our GMKL and the $L_2$-MKL is much less than that used in the $L_1$-MKL for the datasets of Breast, Ionosphere, Pima, and Wdbc. Especially, for the datasets of Breast, Pima, and Wdbc, the number of data points is relatively larger than other datasets, the SimpleMKL costs more time. This is because that the simple MKL has to solve more QP problems when updating the descent direction. When the number of training samples is large, more time is required in the SVM solver.

### 6.5.4 Protein Subcellular Localization Datasets

Three datasets are used to predict the proteins subcellular localization\(^3\), where the plant dataset of TargetP is a four class problem, and the other two datasets of bacterial protein locations are the psort+ dataset consisting of four classes and the Psort– dataset consisting of five classes. The summary of the datasets is in Table\(^{6.3}\). MKL methods have succeeded in these datasets with those well-defined graph kernels\(^{[90, 198]}\). We hypothesize the graph kernels may still provide the grouping effect and help to improve the prediction performance.

For the proteins subcellular localization datasets, we follow

\(^{3}\)http://www.fml.tuebingen.mpg.de/raetsch/suppl/protsubloc/
Table 6.5: Average performance measured by the GMKL, the $L_1$-MKL, the $L_2$-MKL, and the UW-MKL algorithms on UCI datasets. Better results are in bold. Significantly better results with 95% confidence level over other methods are indicated by †.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Method</th>
<th>Accuracy</th>
<th># Kernel</th>
<th>Times (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Breast</td>
<td>GMKL</td>
<td>97.2±0.5</td>
<td>61.1±6.5</td>
<td>2.8±0.5</td>
</tr>
<tr>
<td></td>
<td>$L_1$-MKL</td>
<td>97.0±0.7</td>
<td>18.6±3.8</td>
<td>23.0±3.9</td>
</tr>
<tr>
<td></td>
<td>$L_2$-MKL</td>
<td>96.9±0.4</td>
<td>143</td>
<td>5.1±0.3</td>
</tr>
<tr>
<td></td>
<td>UW-MKL</td>
<td>97.2±0.5</td>
<td>143</td>
<td>–</td>
</tr>
<tr>
<td>Heart</td>
<td>GMKL</td>
<td>83.9±1.9</td>
<td>38.5±5.4</td>
<td>1.4±0.1</td>
</tr>
<tr>
<td></td>
<td>$L_1$-MKL</td>
<td>83.4±2.6</td>
<td>29.7±4.6</td>
<td>3.5±0.7</td>
</tr>
<tr>
<td></td>
<td>$L_2$-MKL</td>
<td>82.8±2.5</td>
<td>182</td>
<td>1.7±0.1</td>
</tr>
<tr>
<td></td>
<td>UW-MKL</td>
<td>83.9±1.9</td>
<td>182</td>
<td>–</td>
</tr>
<tr>
<td>Ionosphere</td>
<td>GMKL</td>
<td>91.8±1.7</td>
<td>66.5±7.2</td>
<td>5.1±0.3</td>
</tr>
<tr>
<td></td>
<td>$L_1$-MKL</td>
<td>91.5±2.1</td>
<td>38.4±5.0</td>
<td>19.2±3.3</td>
</tr>
<tr>
<td></td>
<td>$L_2$-MKL</td>
<td>92.0±1.8</td>
<td>442</td>
<td>4.0±0.4</td>
</tr>
<tr>
<td></td>
<td>UW-MKL</td>
<td>89.9±1.8</td>
<td>442</td>
<td>–</td>
</tr>
<tr>
<td>Liver</td>
<td>GMKL</td>
<td>67.6±1.8</td>
<td>19.5±1.7</td>
<td>1.0±0.0</td>
</tr>
<tr>
<td></td>
<td>$L_1$-MKL</td>
<td>64.3±2.8</td>
<td>9.2±3.0</td>
<td>1.7±0.4</td>
</tr>
<tr>
<td></td>
<td>$L_2$-MKL</td>
<td>†69.7±2.2</td>
<td>91</td>
<td>1.4±0.0</td>
</tr>
<tr>
<td></td>
<td>UW-MKL</td>
<td>67.2±4.6</td>
<td>91</td>
<td>–</td>
</tr>
<tr>
<td>Pima</td>
<td>GMKL</td>
<td>†76.9±1.6</td>
<td>27.1±2.4</td>
<td>3.8±0.2</td>
</tr>
<tr>
<td></td>
<td>$L_1$-MKL</td>
<td>76.5±1.9</td>
<td>18.7±2.7</td>
<td>24.8±3.4</td>
</tr>
<tr>
<td></td>
<td>$L_2$-MKL</td>
<td>76.0±1.8</td>
<td>117</td>
<td>6.2±1.0</td>
</tr>
<tr>
<td></td>
<td>UW-MKL</td>
<td>76.2±1.7</td>
<td>117</td>
<td>–</td>
</tr>
<tr>
<td>Sonar</td>
<td>GMKL</td>
<td>80.4±4.1</td>
<td>81.1±6.5</td>
<td>12.4±0.6</td>
</tr>
<tr>
<td></td>
<td>$L_1$-MKL</td>
<td>80.4±4.2</td>
<td>60.3±7.4</td>
<td>16.7±2.0</td>
</tr>
<tr>
<td></td>
<td>$L_2$-MKL</td>
<td>†83.8±3.7</td>
<td>793</td>
<td>3.9±0.3</td>
</tr>
<tr>
<td></td>
<td>UW-MKL</td>
<td>81.5±4.3</td>
<td>793</td>
<td>–</td>
</tr>
<tr>
<td>Wdbc</td>
<td>GMKL</td>
<td>96.0±1.1</td>
<td>79.7±7.6</td>
<td>6.6±0.8</td>
</tr>
<tr>
<td></td>
<td>$L_1$-MKL</td>
<td>95.3±1.4</td>
<td>34.9±8.9</td>
<td>37.8±5.8</td>
</tr>
<tr>
<td></td>
<td>$L_2$-MKL</td>
<td>95.9±0.7</td>
<td>403</td>
<td>7.8±1.6</td>
</tr>
<tr>
<td></td>
<td>UW-MKL</td>
<td>93.9±1.0</td>
<td>403</td>
<td>–</td>
</tr>
<tr>
<td>Wpbc</td>
<td>GMKL</td>
<td>76.7±3.3</td>
<td>275.4±96.9</td>
<td>1.3±1.0</td>
</tr>
<tr>
<td></td>
<td>$L_1$-MKL</td>
<td>76.6±2.8</td>
<td>40.4±10.2</td>
<td>4.8±1.0</td>
</tr>
<tr>
<td></td>
<td>$L_2$-MKL</td>
<td>76.3±3.7</td>
<td>442</td>
<td>1.6±0.2</td>
</tr>
<tr>
<td></td>
<td>UW-MKL</td>
<td>76.6±2.9</td>
<td>442</td>
<td>–</td>
</tr>
</tbody>
</table>
the setup of [198] and construct 69 kernels: 2 kernels on phylogenetic trees, 3 kernels from BLAST E-values, and 64 sequence motif kernels. Each kernel for the proteins subcellular localization datasets is normalized such that the implied variance equal one as [198] by
\[
K(x, z) = \frac{K(x, z)}{\left( \frac{1}{N} \sum_{i=1}^{N} K(x_i, x_i) - \frac{1}{N^2} \sum_{i,j=1}^{N} K(x_i, x_j) \right)}.
\]

Different from [198], we randomly split the protein subcellular localization datasets into two parts equally, where half the data are used for training and the rest of the data are used for test. We use the 1-vs-rest scheme on the multi-class classification problems. As in [198], the Matthew’s Correlation Coefficient (MCC) is used to evaluate the plant dataset and the F1 score is used to evaluate the psort+ and the psort− datasets.

Figure 6.4(a) reports the average results on 10 runs. Our GMKL achieves the best results on all three datasets. The MCC obtained by our GMKL for the plant dataset is 88.3%
compared to 87.5% obtained by the $L_1$-MKL, 86.6% obtained by the $L_2$-MKL, and 80.3% obtained by the UW-MKL. For the two bacterial protein locations datasets, our GMKL and the $L_1$-MKL gets the same 87.7% F1 score compared to the $L_2$-MKL of 85.9% and the UW-MKL of 83.0% for the psort+ dataset and obtains 90.3% F1 score compared to the $L_1$-MKL of 89.6%, the $L_2$-MKL of 89.3%, and the UW-MKL of 82.7%. Hence, the results verify our hypothesis.

Table 6.6: $p$-values of the paired $t$-test of our GMKL vs. the $L_1$-MKL, the $L_2$-MKL and the UW-MKL on the proteins subcellular localization datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>GMKL vs. $L_1$-MKL</th>
<th>GMKL vs. $L_2$-MKL</th>
<th>GMKL vs. UW-MKL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plant</td>
<td>0.319</td>
<td>0.054</td>
<td>0.000</td>
</tr>
<tr>
<td>Psort+</td>
<td>0.545</td>
<td>0.047</td>
<td>0.002</td>
</tr>
<tr>
<td>Psort−</td>
<td>0.049</td>
<td>0.040</td>
<td>0.000</td>
</tr>
</tbody>
</table>

To further verify whether our GMKL model performs statistically better than the other three MKL methods, we report the $p$-values of the paired $t$-test of our GMKL on the $L_1$-MKL, the $L_2$-MKL, the UW-MKL in Table 6.6. The results show that our GMKL improves the classification accuracy significantly compared to the UW-MKL for all three protein datasets. Our GMKL performs significantly better results compared to the $L_2$-MKL for the psort+ dataset and the Psort− dataset. Compared to the $L_1$-MKL, our GMKL performs significantly better results for the Psort− dataset.

Figure 6.4(b) shows the number of selected kernels by the $L_1$-MKL, the GMKL, and the $L_2$-MKL. Our GMKL again selects more kernels than the $L_1$-MKL. Figure 6.5 further shows the obtained kernel weights by the $L_1$-MKL, our GMKL, and the $L_2$-MKL for the protein subcellular localization datasets. Our GMKL again can obtain sparse solutions with the grouping ef-
fect. It is noted that most of the groups are embedded in the sequence motif kernels and captured by our GMKL.

In summary, the experimental results in the above section indicate the good performance in terms of accuracy, sparsity, and efficiency. The advantage of our GMKL is more explicit on data with latent group structure.

6.6 Summary

In this work, we presented a generalized multiple kernel learning (GMKL) model by introducing a linear combination of the $L_1$-norm and the squared $L_2$-norm regularization on the kernel weights to seek the optimal kernel combination. Our GMKL generalizes previously proposed $L_1$-MKL and the $L_2$-MKL methods. The theoretical analysis on the GMKL guarantees to having sparse solutions and also encourages the grouping effect. Moreover, the optimization of GMKL is a convex optimization problem, where the global optimality can be assured. We further derive a level method to efficiently solve the optimization problem, followed by the convergence analysis and optimal condition on the algorithm.

Experimental results on both synthetic and real-world datasets indicate that the proposed GMKL can take advantage of the group structure of data, and thus produce sparse solutions accordingly. In addition, it keeps the balance between accuracy and sparsity of MKL: it improves the accuracy of the $L_1$-MKL, and at the same time produces more sparse solutions than the $L_2$-MKL while achieving competitive accuracy. Moreover, the reported running time on the datasets indicates the efficiency of the level method on solving our GMKL.

There are several future work associated with our GMKL. First, it would be interesting to apply our GMKL model in other applications, e.g., regression, multiclass classification problems,
etc. Second, it is promising to employ advanced optimization techniques to speed up our GMKL, e.g., employing warm start on the previously obtained solution on solving the optimization problem with a quadratical-constraint, or solving the optimization problem by second-order methods or coordinate-wise optimizers. Third, it is attractive to extend our GMKL to include the uniformly-weighted MKL as a special case.

□ End of chapter.
Figure 6.5: Figures in the first line correspond to the average kernel weights on the plant dataset learned by the $L_1$-MKL, the GMKL, and the $L_2$-MKL, respectively. Figures in the second line are the average kernel weights on the Psort+ dataset learn by the $L_1$-MKL, the GMKL, and the $L_2$-MKL, respectively. Figures in the third line are the average kernel weights on the Psort– dataset learn by the $L_1$-MKL, the GMKL, and the $L_2$-MKL, respectively. The horizontal axis indexes the 69 kernels. The two phylogenetic profile kernels and the three BLAST E-value kernels are on the left. The $L_1$-MKL selects few kernels and the $L_2$-MKL selects all kernels. Meanwhile, the GMKL selects suitable number of kernels. Most of the grouping kernels are from the sequence motif kernels.
Chapter 7
Conclusion and Future Work

7.1 Conclusion

In this chapter, we provide a summary of the thesis. The thesis provides promising solutions for the large-scale applications in three main learning areas: online learning, semi-supervised learning, and multiple kernel learning.

In the first part of this thesis, we propose a novel online learning framework to solve group lasso and multi-task feature selection. This work is extended from the lasso model to select the important explanatory features in different tasks. Through online learning framework, it can solve the applications where training data appear sequentially and scale well in any number of training data with any number of features. By deriving the closed-form solutions for the corresponding models, we can update the corresponding models in an extremely efficient way. The experimental results show that the proposed online learning algorithms work efficiently while achieving good performance.

In the second part of this thesis, we propose a novel maximum margin semi-supervised learning classifier, 3C-SVM, to learn from both labeled and unlabeled data. Different from the common assumption of previous standard semi-supervised learning models, we assume the data are a mixture of data relevant and irrelevant to the target labeled data. By introducing a novel
min loss function and based on the maximum entropy principle, we can distinguish the relevant data as well as the irrelevant data. The 3C-SVM is solved by CCCP and is potential for solving large-scale datasets. The experimental results show that the 3C-SVM outperforms the standard SVM, S^3VM, and U-SVM.

In the third part of this thesis, we propose a generalized multiple kernel learning model, which contains sparse solutions with the grouping effect. Solving the model by an efficient method, the level method, we can solve the MKL model in large-scale applications. We demonstrate the advantages and properties of the GMKL not only by a series of detailed experiments, but also by theoretical analysis.

In summary, our proposed algorithms and models provide promising solutions for large-scale applications in various aspects.

7.2 Future Work

There are still several important research problems remaining in this thesis. We will elaborate them in the following:

First, in the sparse group lasso model and the multi-task feature task selection model, there is an additional sparse parameter. In this thesis, we set it as a very small value without tuning for simplicity since they have achieved good performance. How to determine a good sparse parameter is still a question.

Second, in the online learning algorithms, there are two main parameters, the model regularization parameter and the algorithm regularization parameter. Currently, we use cross validation method in grid search to tune these two parameters. How to devise solution path algorithms to efficiently explore the entire solution paths is very promising.

Third, the online multi-task feature selection algorithms requires that at one iteration, one instance arrives for each task si-
multaneously. Although this thesis has pointed out one method to remove this requirement, i.e., simply setting the instance for those tasks without coming instances to zero, how to avoid unbalance and to make the learned matrices not bias to those tasks with training instances needs to be explored.

Fourth, the tri-class SVM has relaxed the original integral programming problem into a quadratic programming problem with a box constraint on real variables. What is the approximation bound for the relaxation is an interesting question.

□ End of chapter.
Appendix A

Proof of Theorem 1, in Chapter 3

Proof. Since the objective of (3.5) is component-wise, we can focus on the solution in one group, say $g$. In the following, we first sketch the proof of a) in Theorem 1.

The optimal $w^g_{t+1}$ in (3.5) should be $w^g_{t+1} = \bar{u}^g_t$ with $\kappa_g \leq 0$. Otherwise, we can assume for the sake of contradiction that $w^g_{t+1} = \kappa_g \bar{u}^g_t + v^g$, where $\kappa_g \in \mathbb{R}$ and $v^g$ is in the null space of $\bar{u}^g_t$. It is easy to verify that $v^g$ should be a zero vector.

Next, $\kappa_g > 0$ is not the optimal solution. If $\kappa_g > 0$, it can be easily verified that by setting $\kappa_g = -\kappa_g$ we can obtain a lower objective function value. Hence, the objective of (3.5) becomes

$$
\min_{\kappa_g \leq 0} \kappa_g \| \bar{u}^g_t \|_2^2 - \lambda \sqrt{d_g} \kappa_g \| \bar{u}^g_t \|_2 + \frac{\gamma}{2\sqrt{t}} \kappa_g^2 \| \bar{u}^g_t \|_2^2 \quad (A.1)
$$

By constructing the Lagrangian, $\mathcal{L}(\kappa_g, \nu)$, of the above optimization problem, we have $\nu \geq 0$ and

$$
\mathcal{L} = \kappa_g \| \bar{u}^g_t \|_2^2 - \lambda \sqrt{d_g} \kappa_g \| \bar{u}^g_t \|_2 + \frac{\gamma}{2\sqrt{t}} \kappa_g^2 \| \bar{u}^g_t \|_2^2 + \nu \kappa_g.
$$

The Karush-Kuhn-Tucker (KKT) condition indicates the optimal solution must satisfy

$$
\frac{\partial \mathcal{L}}{\partial \kappa_g} = \| \bar{u}^g_t \|_2^2 - \lambda \sqrt{d_g} \| \bar{u}^g_t \|_2 + \frac{\gamma}{\sqrt{t}} \kappa_g \| \bar{u}^g_t \|_2^2 + \nu = 0,
$$

$$
\nu \kappa_g = 0.
$$
Hence, the value of $\kappa_g < 0$ iff $\lambda \sqrt{d_g} < \|\bar{u}_t^g\|_2$. If $\lambda \sqrt{d_g} > \|\bar{u}_t^g\|_2$, then $\nu$ must be positive and $\kappa_g$ should be zero. The above analysis concludes the closed form of $w_{t+1}^g$ in (3.10).

The sparse group lasso and the enhanced sparse group lasso have an additional $L_1$-norm on the weight only with different coefficients. Hence, the proof of b) and c) is similar.

Here, we just sketch the proof of b). Since the objective of (3.5) for the sparse group lasso is also element-wise, we can consider one entry, say $j$, in the $g$-th group. The objective of (3.5) on $w_{t+1}^{g,j}$ is

$$
\Upsilon(w_{t+1}^{g,j}) = \bar{u}_t^{g,j} w_{t+1}^{g,j} + \lambda r_g |w_{t+1}^{g,j}| + \xi((w_{t+1}^{g,j})^2),
$$

where $\xi((w_{t+1}^{g,j})^2)$ is a non-negative function on $(w_{t+1}^{g,j})^2$ and $\xi((w_{t+1}^{g,j})^2) = 0$ iff $w_{t+1}^{g,j} = 0$ for all $j \in [1,d_g]$.

If $\bar{u}_t^{g,j} = 0$, obviously, the optimal solution for (A.2) is $w_{t+1}^{g,j} = 0$. When $\bar{u}_t^{g,j} \neq 0$, to simplify the analysis, we first assume $\bar{u}_t^{g,j} > 0$, then $w_{t+1}^{g,j}$ should be non-positive. Otherwise, if $w_{t+1}^{g,j} > 0$, we have $\Upsilon(-w_{t+1}^{g,j}) < \Upsilon(w_{t+1}^{g,j})$. It means that we can set $w_{t+1}^{g,j}$ to its negative and obtain a lower objective function value.

Next, if $\bar{u}_t^{g,j} \leq \lambda r_g$, then $w_{t+1}^{g,j} = 0$ is the optimal solution. Otherwise, we have $w_{t+1}^{g,j} < 0$ and $\Upsilon(w_{t+1}^{g,j}) = (\bar{u}_t^{g,j} - \lambda r_g)w_{t+1}^{g,j} + \xi((w_{t+1}^{g,j})^2) > \Upsilon(0)$. This implies that by setting $w_{t+1}^{g,j} = 0$ we can obtain a lower objective function value.

Third, $\bar{u}_t^{g,j} > \lambda r_g$ for all $j \in [1,d_g]$. The objective of (3.5) for the $g$-th group, $\Upsilon(w_{t+1}^g)$, becomes

$$
(\bar{u}_t^g - \lambda r_g 1_{d_g})^T w_{t+1}^g + \lambda \sqrt{d_g} \|w_{t+1}^g\|_2 + \frac{\gamma}{2 \sqrt{t}} \|w_{t+1}^g\|_2^2
$$

This objective function has the same structure to that of the group lasso in (3.5). The only difference is a slight change in the vector $\bar{u}_t$. Hence, following the result of a), we can define $c^{g,j}$ as that in (3.12) and obtain a closed form solution in (3.11) for (A.3).
The analysis for $\bar{u}_t^{g,j} < 0$ is similar. Hence, we conclude the proof of b). \qed

\begin{flushright}
\square
\end{flushright}

\hspace{1cm} End of chapter.
Appendix B

Proof of Theorem 3, in Chapter 4

Proof of Theorem 3. In the following, we first prove the result of (a) in Theorem 3. Since the objective of (4.8) is element-wise for the case of $L_{1,1}$-norm regularization defined in (4.4), we can only consider any one element, say, the $(i,j)$-th element. By denoting $(\bar{G}_{i,j})_t$ and $(W_{i,j})_{t+1}$ with $\bar{g}_t$ and $w_{t+1}$, respectively, we obtain the objective of (4.8) on the $(i,j)$-th element as

$$\Upsilon(w_{t+1}) = \bar{g}_t \cdot w_{t+1} + \lambda |w_{t+1}| + \frac{\gamma}{2\sqrt{t}} w_{t+1}^2. \quad (B.1)$$

If $\bar{g}_t = 0$, obviously, the optimal solution for (B.1) is $w_{t+1} = 0$. Now, we consider the case of $\bar{g}_t \neq 0$. To simplify the analysis, we first assume $\bar{g}_t > 0$, then $w_{t+1}$ should be non-positive. Otherwise, if $w_{t+1} > 0$, we have $\Upsilon(-w_{t+1}) < \Upsilon(w_{t+1})$. It means that by setting $w_{t+1}$ to its negative, we can obtain a lower objective function value.

Next, if $\bar{g}_t \leq \lambda$, then the optimal $w_{t+1}$ should be zero. Otherwise, we have $w_{t+1} < 0$ and $\Upsilon(w_{t+1}) = (\bar{g}_t - \lambda) w_{t+1} + \frac{\gamma}{2\sqrt{t}} w_{t+1}^2 > 0 = \Upsilon(0)$. This implies that by setting $w_{t+1} = 0$ we can obtain a lower objective function value.

Third, if $\bar{g}_t > \lambda$, by setting the derivative of (B.1) to zero, we obtain the solution of that in (4.11).
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If $\bar{g}_t < 0$, we can follow the above analysis. Hence, we conclude the proof of (a).

Now, we turn to prove (b) in Theorem 3. It is noted that the objective of (4.8) is component-wise on one row of $W$ for the case of $L_{1,2}$-norm regularization defined in (4.5). Hence, we focus on one row of $W$, say $W_j^\top$, and use $w$ to denote it for simplicity. Correspondingly, we use $\bar{g}_t$ to denote $(\bar{G}_j^\top)_t$. Then, the objective of (4.8) on $(W_j^\top)_t$ becomes

$$\Upsilon(w_{t+1}) = \bar{g}_t^\top w_{t+1} + \lambda \|w_{t+1}\|_2 + \frac{\gamma}{2\sqrt{t}} \|w_{t+1}\|_2^2.$$ (B.2)

It is noted that the optimal $w_{t+1}$ in (B.2) should be $w_{t+1} = \kappa \bar{g}_t$ with $\kappa \leq 0$. Otherwise, for the sake of contradiction, we can assume that $w_{t+1} = \kappa \bar{g}_t + v$, where $\kappa \in \mathbb{R}$ and $v$ is in the null space of $\bar{g}_t$. It is easy to verify that $v$ should be a zero vector.

Next, $\kappa > 0$ is not the optimal solution. If $\kappa > 0$, it can be easily verified that by setting $\kappa = -\kappa$ we can obtain a lower objective function value. Hence, the objective of (B.2) becomes

$$\min_{\kappa \leq 0} \kappa \|\bar{g}_t\|_2^2 - \lambda \kappa \|\bar{g}_t\|_2 + \frac{\gamma}{2\sqrt{t}} \|\bar{g}_t\|_2^2$$ (B.3)

By constructing the Lagrangian of the above optimization problem, we have $\nu \geq 0$ and

$$L(\kappa, \nu) = \kappa \|\bar{g}_t\|_2^2 - \lambda \kappa \|\bar{g}_t\|_2 + \frac{\gamma \kappa^2}{2\sqrt{t}} \|\bar{g}_t\|_2^2 + \nu \kappa.$$ 

The Karush-Kuhn-Tucker (KKT) condition [22] indicates that the optimal solution must satisfy

$$\frac{\partial L}{\partial \kappa} = \|\bar{g}_t\|_2^2 - \lambda \|\bar{g}_t\|_2 + \frac{\gamma \kappa}{\sqrt{t}} \|\bar{g}_t\|_2^2 + \nu = 0, \quad \nu \kappa = 0.$$ 

This leads to

$$\kappa = \frac{\sqrt{t}}{\gamma} \left(1 - \frac{\lambda}{\|\bar{g}_t\|_2} + \frac{\nu}{\|\bar{g}_t\|_2^2}\right).$$ (B.4)
The KKT conditions indicate that the value of $\kappa < 0$ iff $\lambda < \| \bar{g}_t \|_2$. If $\lambda > \| \bar{g}_t \|_2$, then $\nu$ must be positive and $\kappa$ should be zero. By substituting $(W_{j*})_{t+1}$ with $w_{t+1}$ and $(\bar{G}_{j*})_t$ with $g_t$ back to (B.4), we obtain the closed form solution of $W_{t+1}$ as that in (4.12).

We now sketch the proof of (c) in Theorem 3. Similar to the proof of (b), we use $\bar{g}_t$ to denote $(\bar{G}_{j*})_t$ and $w_{t+1}$ to denote $(W_{j*})_{t+1}$, and $c$ to denote $c_j$ for simplicity. Then, the objective of (4.8) on $(W_{j*})_{t+1}$ becomes

$$\Upsilon(w_{t+1}) = \bar{g}_t^T w_{t+1} + \lambda (c \| w_{t+1} \|_1 + \| w_{t+1} \|_2) + \frac{\gamma}{2\sqrt{t}} \| w_{t+1} \|_2^2.$$ (B.5)

It is noted that the objective in (B.5) is element-wise. Hence we consider one element, say $k$. The objective of (B.5) on $(w_q)_{t+1}$ then becomes

$$\Upsilon ((w_q)_{t+1}) = (\bar{g}_q)_t \cdot (w_q)_{t+1} + \lambda c \| (w_q)_{t+1} \|_1 + \xi ((w_q)_{t+1}^2), \quad (B.6)$$

where $\xi ((w_q)_{t+1}^2)$ is a non-negative function on $(w_q)_{t+1}^2$ and $\xi ((w_q)_{t+1}^2) = 0$ iff $(w_q)_{t+1} = 0$ for all $k \in [1, Q].$

It is noted that the objective of (B.6) follows the same structure of (B.1) with the only difference on the coefficient of the first term. Hence, similar to the proof of (a), we can first assume $(\bar{g}_q)_t \geq 0$ and can easily conclude that the optimal $(w_q)_{t+1} = 0$ when $(\bar{g}_q)_t \leq \lambda c$. Hence, when $(\bar{g}_q)_t \geq \lambda c$, for all $q = 1, \ldots, Q$, the objective of (B.5) becomes

$$\Upsilon(w_{t+1}) = (\bar{g}_t - \lambda c)^T w_{t+1} + \lambda \| w_{t+1} \|_2 + \frac{\gamma}{2\sqrt{t}} \| w_{t+1} \|_2^2 \quad (B.7)$$

The above objective function has the same structure as that in (B.2) with the only difference in the coefficient of the first term. Hence, following the result of (b), we can define $(\bar{U}_{j*})_t$ as that in (4.14) and obtain a closed form solution as that in (4.13) for (B.7). The analysis for $(\bar{g}_q)_t < 0$ is similar and we conclude the proof of (c).
End of chapter.
Appendix C

Proof in Chapter 5

Proof. Due to the symmetry of $\varepsilon$-insensitive loss function, $I_\varepsilon$, we first introduce new pair-training data for $\mathcal{L}_0$-data in the convex term, $Q_{\text{vex}}$, as $\mathcal{U}$-SVM in [165]. That is for $\mathcal{L}_0$-data, we introduce new paired data as $x_{-i} = x_i$, $y_{-i} = -1$ and $x_i = x_i$, $y_i = 1$, for $i = 1, \ldots, |\mathcal{L}_0|$. In this setting, when no $\mathcal{L}_0$-data, i.e., $|\mathcal{L}_0| = 0$, no new paired data are introduced. Here, for simplicity, but in a slight abuse of notation, we use $-i$ to indicate the corresponding index shifting $i$ advance from the 0-index. Hence, the relaxed
optimization in \((5.4)\) can be expanded as

\[
\min_{\mathbf{w}, b, \xi, \xi^*} \frac{\lambda}{2} \| \mathbf{w} \|^2 + \sum_{i=-|\mathcal{L}_0|, i \neq 0}^{L} r_i \xi_i + \sum_{i=L+1}^{L+2U} r_i (\xi_i + \xi_i^*) + \sum_{i=L+1}^{L+2U} \mu_i y_i f_\phi (\mathbf{x}_i) \\
\text{s.t.} \begin{cases}
  y_i f_\phi (\mathbf{x}_i) + \varepsilon + \xi_i \geq 0, i = -|\mathcal{L}_0|, \ldots, |\mathcal{L}_0|, i \neq 0 \\
  y_i f_\phi (\mathbf{x}_i) - 1 + \xi_i \geq 0, i = |\mathcal{L}_0| + 1, \ldots, L, \\
  y_{k+L} f_\phi (\mathbf{x}_{k+L}) + D (1 - d_k) - 1 + \xi_{k+L} \geq 0, \\
  y_{k+LU} f_\phi (\mathbf{x}_{k+LU}) + D (1 - d_k) - 1 + \xi_{k+LU} \geq 0, \\
  y_{k+L} f_\phi (\mathbf{x}_{k+L}) + D d_k + \varepsilon + \xi_{k+L}^* \geq 0, \\
  y_{k+LU} f_\phi (\mathbf{x}_{k+LU}) + D d_k + \varepsilon + \xi_{k+LU}^* \geq 0, \\
  \xi_i \geq 0, i = -|\mathcal{L}_0|, \ldots, L + 2U, i \neq 0, \\
  \xi_i^* \geq 0, i = L + 1, \ldots, L + 2U, \\
  0 \leq d_k \leq 1, k = 1, \ldots, U.
\end{cases}
\]

This is a standard QP problem with inequality constraints. We can adopt the standard Lagrange multiplier method \([16, 22]\) to solve it.

Hence, we construct the corresponding Lagrange function,
\( \mathcal{L}(w, b, \xi, \xi_i, d, \alpha, \alpha^*, \gamma, \gamma^*, p, q) \), as follows:

\[
\mathcal{L} = \frac{\lambda}{2} \|w\|^2 + \sum_{i=-|\mathcal{L}_0|,i \neq 0}^{L+2U} r_i \xi_i + \sum_{i=L+1}^{L+2U} r_i (\xi_i + \xi_i^*)
\]

\[
+ \sum_{i=L+1}^{L+2U} \mu_i y_i f_\phi(x_i) - \sum_{i=-|\mathcal{L}_0|,i \neq 0}^{L} \alpha_i (y_i f_\phi(x_i) + \varepsilon + \xi_i)
\]

\[- \sum_{i=|\mathcal{L}_0|+1}^{L} \alpha_i (y_i f_\phi(x_i) - 1 + \xi_i)
\]

\[- \sum_{k=1}^{U} \alpha_{k+L} (y_{k+L} f_\phi(x_{k+L}) + D (1 - d_k) - 1 + \xi_{k+L})
\]

\[- \sum_{k=1}^{U} \alpha_{k+LU} (y_{k+LU} f_\phi(x_{k+LU}) + D (1 - d_k) - 1 + \xi_{k+LU})
\]

\[- \sum_{k=1}^{U} \alpha_{k+LU}^* (y_{k+LU} f_\phi(x_{k+LU}) + D d_k + \varepsilon + \xi_{k+LU}^*)
\]

\[- \sum_{k=1}^{U} \alpha_{k+LU}^* (y_{k+LU} f_\phi(x_{k+LU}) + D d_k + \varepsilon + \xi_{k+LU}^*)
\]

\[- \sum_{i=-|\mathcal{L}_0|,i \neq 0}^{L+2U} \gamma_i \xi_i - \sum_{i=L+1}^{L+2U} \gamma_i^* \xi_i^* - \sum_{k=1}^{U} p_k (1 - d_k) - \sum_{k=1}^{U} q_k d_k
\]

Hence, taking the derivative of \( \mathcal{L} \) with respect to the primal variables, setting them to zeros, and utilizing the conditions of \( \gamma \geq 0 \) and \( \gamma^* \geq 0 \), we obtain

\[
w = \frac{1}{\lambda} \left( \sum_{i=-|\mathcal{L}_0|,i \neq 0}^{L+2U} \alpha_i y_i \phi(x_i) + \sum_{i=L+1}^{L+2U} (\alpha_i^* - \mu_i) y_i \phi(x_i) \right), \quad (C.2)
\]
and
\[
\sum_{i=-|\mathcal{L}_0|, i \neq 0}^{L+2U} \alpha_i y_i + \sum_{i=L+1}^{L+2U} \alpha_i^* y_i = \sum_{i=L+1}^{L+2U} \mu_i y_i, \tag{C.3}
\]
0 ≤ \alpha_i ≤ r_i, \quad i = -|\mathcal{L}_0|, \ldots, L + 2U, i \neq 0,
0 ≤ \alpha_i^* ≤ r_i, \quad i = L + 1, \ldots, L + 2U,
\]
\[
D(\alpha_{k+L} + \alpha_{k+LU} - \alpha_{k+L}^* - \alpha_{k+LU}^*) = q_k - p_k, \tag{C.4}
\]
where \( p_k, q_k ≥ 0, \quad k = 1, \ldots, U. \)

Similar to the solution in SVMs [160], minimizing the objective in (C.1) corresponds to maximizing the following objective
\[
\max_{\alpha, \alpha^*, p, q} -\frac{1}{2\lambda} [\alpha; \alpha^*]^\top \Omega [\alpha; \alpha^*] + \varrho^\top [\alpha; \alpha^*] - p^\top 1 \tag{C.5}
\]
s.t. \((C.3) - (C.4), \quad \text{and} \quad p ≥ 0, \quad q ≥ 0, \tag{C.6}\]
where \( \Omega = \begin{bmatrix} Q_{|\mathcal{L}_0|+L+2U,|\mathcal{L}_0|+L+2U} & Q_{|\mathcal{L}_0|+L+2U,2U} \\ Q_{2U,|\mathcal{L}_0|+L+2U} & Q_{2U,2U} \end{bmatrix}, \)
\[\varrho = \frac{1}{\lambda} \begin{bmatrix} Q_{2U,|\mathcal{L}_0|+L+2U} \\ Q_{2U,2U} \end{bmatrix} \mu + \begin{bmatrix} -\varepsilon 1_{2|\mathcal{L}_0|} \\ 1_{L-|\mathcal{L}_0|} \\ (1 - D)1_{2U} \\ -\varepsilon 1_{2U} \end{bmatrix}.\]

In (C.5), the variable [\( \alpha; \alpha^* \)] constructs an \(|\mathcal{L}_0|+L+4U\)-dimensional vector. The kernel expression, \( Q \), is abstracted as \( Q_{\mathcal{R}, \mathcal{C}} \), where \( \mathcal{R} \) and \( \mathcal{C} \) indicate the corresponding row and column ranges of data indices. For \( \mathcal{R} = 2U \), it means the row index ranges from \( L + 1 \) to \( L + 2U \). For \( \mathcal{R} = |\mathcal{L}_0| + L + 2U \), in a little abuse the notation of index, it denotes the row index ranges from \(-|\mathcal{L}_0|\) to \( L + 2U \) without the 0 index. \( \mathcal{C} \) is defined in the same way. The \((i, j)\)-element of \( Q_{i,j} \) is calculated by a kernel, \( k(x_i, x_j) \). \( 1_n \) is an \( n \)-dimensional vector with all elements being 1.

In the following, we analyze the optimization in (C.5) on how to discard variables \( p \) and \( q \). The following are two reasons:
1. Since $p_k$ and $d_k$ are non-negative, in order to maximize the objective in (C.5), we will get $p_k d_k = 0$, for all $k$. In addition, from the KKT conditions, we have $p_k (1 - d_k) = 0$. Summarizing these two equalities, we obtain $p_k = 0$.

2. After $p_k$ vanishes, adding the condition of $q_k \geq 0$, we can transform the inequality constraint of (C.4) to $\alpha_{k+L} + \alpha_{k+LU} - \alpha^*_{k+L} - \alpha^*_{k+LU} \geq 0$, for $k = 1, \ldots, U$.

Now we define $A^\top e = [Y; Y_{\ast 2U}]$ and $A = [0_{U,L}, -I_U, -I_U, I_U, I_U]$, where $Y$ is a vector containing the label value of all training data with the index ranging from $-|\mathcal{L}_0|$ to $L+2U$ exclusive 0, $Y_{\ast 2U}$ is a vector consisting of the label value for the unlabeled data with the index ranging from $L+1$ to $L+2U$. With these notations, we obtain the QP problem as that in (5.7).

$\square$

$\square$ End of chapter.
Appendix D

Proof in Chapter 6

D.1 Proof of Theorem 9

Proof. 1. When \( v \neq 1 \), we denote the objective in (6.16) as
\[ \mathcal{L}(\theta) = D(\theta, \alpha^*) + \lambda \left( v \| \theta \| + (1 - v) \| \theta \|_2^2 \right) . \]
Since the objective function is continuous on \( \theta \), its minimizer (6.16) should satisfy
\[ \frac{\partial \mathcal{L}}{\partial \theta_q} = -\frac{1}{2} (\alpha \circ y)^\top K_q (\alpha \circ y) + \lambda (v + 2 (1 - v) \theta_q) = 0 . \]
As \( \lambda > 0 \), combining with \( \theta \geq 0 \), we get \( \theta_q^* \) as (6.17). When \( K_i = K_j \), we then have \( \theta_i^* = \theta_j^* \).

2. When \( v = 1 \), the regularizer, \( v \| \theta \| + (1 - v) \| \theta \|_2^2 \), reduces to lasso regularizer. It can be easily verified that both minimizers, \( \theta^* \) and \( \hat{\theta} \), achieve the same objective value.

\[ \square \]

D.2 Proof of Theorem 11

Proof. To prove Theorem 11, we first need the following proposition.

Proposition 1. For any \( \theta \in \Theta \), we have
1. \( h^{t+1}(\theta) \geq h^t(\theta) \), and
2. \( h^t(\theta) \leq \max_{\alpha \in A} D(\theta, \alpha) \).

The above two propositions can be easily checked by their definitions. They support the definition of the lower bound and the upper bound in (6.21).

Next, we have the following lemma indicating the relation between bounds:

**Lemma 1.** Suppose we have a sequence of bounds, \( \{D^t\}_{t=1}^T \) and \( \{\overline{D}^t\}_{t=1}^T \), defined in (6.21), we can obtain the following properties for their relation:

1. \( D^t \leq D(\theta^*, \alpha^*) \leq \overline{D}^t \),
2. \( \overline{D}^1 \geq \overline{D}^2 \geq \ldots \geq \overline{D}^t \), and
3. \( D^1 \leq D^2 \leq \ldots \leq D^t \).

We now give a short proof of 1) in Lemma. For 2) and 3) of Lemma 1 can be easily verified based on the definitions.

First, Proposition 1 indicates that for any \( \theta \in \Theta \), \( h^t(\theta) \leq \max_{\alpha \in A} D(\theta, \alpha) \). Hence,

\[
D^t = \min_{\theta \in \Theta} h^t(\theta) \leq \min_{\theta \in \Theta} \max_{\alpha \in A} D(\theta, \alpha) = D(\theta^*, \alpha^*).
\]

Second, since \( D(\theta^t, \alpha^t) = \max_{\alpha \in A} D(\theta^t, \alpha) \), then we have

\[
\overline{D}^t = \min_{1 \leq k \leq t} D(\theta^k, \alpha^k) = \min_{\theta \in \{\theta_0, \ldots, \theta_t\}} \max_{\alpha \in A} D(\theta, \alpha) \\
\geq \min_{\theta \in \Theta} \max_{\alpha \in A} D(\theta, \alpha) = D(\theta^*, \alpha^*).
\]

The above two results conclude 1) of Lemma 1.

Hence, by applying 1) of Lemma 1, we can obtain 1) and 3) of Theorem 11. Combining 2) and 3) of Lemma 1, we have 2) of Theorem 11. \( \square \)
D.3 Proof of Theorem 12

Proof. Before starting the proof, we first introduce the theorem:

**Theorem 13** (Theorem 8.2.1 in Chapter 8, pp. 135–137 of [117]).

Let $D$ be a convex and Lipschitz continuous function defined on the domain $\Theta$ of diameter $D(\Theta)$ with the Lipschitz constant being $L(D) < \infty$. Applying the level method to this convex problem, the gap $\Delta^T$ converges to 0; or for any positive $\delta$, one has

$$T \geq c(\tau) \left( \frac{L(D)D(\Theta)}{\delta} \right)^2,$$

where $c(\tau) = \frac{1}{(1-\tau)^2 (2-\tau)}$.

We then can derive the result based on the above theorem.

First, let’s define $\theta_{\text{max}}$ be the maximum element value of $\theta$. We then have $\theta_{\text{max}} \leq 1$. It can be derived by

$$1 = v\|\theta\|_1 + (1-v)\|\theta\|_2^2, \text{ from Theorem 8}$$

$$\geq v\theta_{\text{max}} + (1-v)\theta_{\text{max}}^2, \text{ by } \theta \succeq 0. \quad (D.2)$$

The above inequality derives $\theta_{\text{max}} \leq 1$, so as $\theta \leq 1$.

Next, by applying $\theta \leq 1$, we have

$$\theta^\top \theta \leq 1^\top \theta = \|\theta\|_1, \forall \theta \in \Theta. \quad (D.3)$$

Hence, $\forall \theta, \theta' \in \Theta$, we have

$$\|\theta - \theta'\|_2^2 \leq \theta^\top \theta + \theta'^\top \theta'$$

$$= v(\theta^\top \theta + \theta'^\top \theta') + (1-v)(\theta^\top \theta + \theta'^\top \theta')$$

$$\leq v(\|\theta\|_1 + \|\theta'\|_1) + (1-v)(\|\theta\|_2^2 + \|\theta'\|_2^2)$$

$$= 1 + 1 = 2.$$

We then obtain the diameter $D(\Theta)$ as

$$D(\Theta) = \max_{\theta, \theta' \in \Theta} \|\theta - \theta'\|_2 = \sqrt{2}. \quad (D.4)$$
Further, the Lipschitz constant for the GMKL is
\[
L_{\theta}(\mathcal{D}) = \max_{\theta \in \Theta, \alpha \in \mathcal{A}} \| \nabla \mathcal{D}_{\theta}(\theta, \alpha) \|_2
\]
\[
= \max_{\alpha \in \mathcal{A}} \| [V_1, \ldots, V_Q]^\top \|_2
\]
\[
\leq \frac{1}{2} NC^2 \sqrt{Q} \max_{1 \leq q \leq Q} \Lambda_{\max}(K_q), \quad (D.5)
\]
where \( V_q = \frac{1}{2}(\alpha \circ y)^\top K_q(\alpha \circ y) \), and \( \Lambda_{\max}(K_q) \) defines the maximum eigenvalue of the matrix \( K_q \).

Substituting (D.4) and (D.5) into (D.1) of Theorem 13, we can obtain the result as (6.26) and conclude the proof. \( \square \)

\( \square \) End of chapter.
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