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Introduction – Adversarial Attack

• Adversarial attack is an approach to test the robustness of machine 
learning models, by intentionally apply perturbations to make the 
models misclassify.
• Ensure security in real-life applications.

Perfect performance by the actor

Spotless performance by the actor

Positive (99%)

Negative (100%)
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Introduction – Adversarial Attack for Text

• Adversarial examples are generated by attack models, by replacing 
words in a sentence. 
• A well-crafted adversarial example should have minimum 

perturbations and preserve the structure and charateristics of the 
original.
• An attack model is composed of:
• Goal function
• Transformation
• Search method
• Constraints
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Objective

• The adversarial examples state-of-the-art attack models generate are 
of low quality, they contain opposite semantic replacements and 
irrelevant replacements.
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Objective

• Overcome the flaws in previous works and generate high quality 
adversarial examples.
• Free from opposite semantic or out-of-context replacements while 

maintaining fluency.
• Higher successful attack rate and lower perturbation.
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Contribution

• Opposite semantic replacements are caused by the embedding space 
of language models. With contrastive learning, our attack model is 
capable of separating synonyms and antonyms.
• Out-of-context replacements exist because attack models are too 

general. We make our attack model domain-specific (movie reviews) 
through a second-phase pretraining. 
• We are the first to generate adversarial examples via a combination of 

contrastive learning and pretraining.
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Methedology

8



Methedology- Datasets

• IMDb (Mass et al. 2011): 25,000 
highly polar movie reviews for 
training, 25,000 for testing, and 
additional 50,000 unlabeled 
data.
• MR (Pang and L. Lee 2005): 5,331 

positive and 5,331 negative 
reviews from Rotten Tomatoes.
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Methedology- CLINE

• Generate positive sentences by 
replacing words with synonyms.
• Generate negative sentences by 

replacing words with antonyms 
or random words.
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Methedology
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Methedology- SimCSE

• Pulling semantically close 
neighbors together and pushing 
apart non-neighbors.
• The training objective is defined 

by:
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Methedology
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Methedology- TextAttack

• A framework to evaluate 
different NLP attacks.
• Generate adversarial examples 

from a given dataset using an 
attack recipe and attack a victim 
model.
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Methedology – Baseline 

• We use BAE (Garg and Ramakrishnan 2020) as our baseline attack 
model.
• BAE uses BERT to predict masked tokens and apply constraints to 

ensure fluency.
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Model Composition

• Goal function: untargeted classification.
• Transformation: our own pretrained supervised SimCSE BERT.
• Search method: greedy word swap, importance order.
• Constraints: Part of Speech, Universal Sentence Encoder.
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Experiments – Pretraining only

• Pretrain a regular BERT-base on IMDb for 50,000 steps.
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Experiments – Pretraining only

• The replacements are more related to movies. However, there are still 
a considerable amount of opposite semantic and out-of-context 
replacements.
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Experiments – Contrastive Learning and 
Pretraining
• Instead of pretraining a regular BERT-base, now we pretrain 

supervised SimCSE BERT-base on IMDb for different number of steps.
• The one trained for 2,500 steps have the best overall performance.
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Experiments – Contrastive Learning and 
Pretraining
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Experiments – Using CLINE to Create 
Contrastive Sentences
• We create our own contrastive sentences using IMDb. We refer to the 

word replace script by CLINE.
• Then we train a supervised SimCSE BERT with the contrastive 

sentences.
• Finally, we pretrain the supervised SimCSE BERT on IMDb for 2,500 

steps.
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Experiments – Using CLINE to Create 
Contrastive Sentences
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Experiments – Using CLINE to Create 
Contrastive Sentences
• Don’t have enough contrastive sentences.
• The training strategy SimCSE uses is not suitable for our goal.
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Conclusion

• Pretraining and contrastive learning have positive effects on 
generating high quality examples.
• Alter the embedding space by contrastive learning.
• Make our attack model domain-specific by a second-phase 

pretraining.
• Our attack model has better results than the baseline model.
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Future Work

• Better method to combine contrastive learning and pretraining.
• Conduct larger scale experiment.
• Involve human evaluation to demonstrate the effectiveness.
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Thank you
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