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Abstract 

Horse racing is a popular sport in Hong Kong, there are a group of people enjoying 

betting on it. We found that there are many experts who give tips to newspaper reader, we 

want to know if collective intelligence, one type of crowdsourcing,  is better than individual 

experts.  

In this study, we have two collective intelligence methods: (1)voting system, (2) 

TensorFlow and (3) combine of voting system and TensorFlow. 

The purpose of this study possessed several folds: (a) to investigate how accurate are 

the experts on betting horse racing;(b) to investigate how good are the experts on betting 

horse racing in terms of money returns;(c) to investigate how accurate is collective 

intelligence on betting horse racing;(d) to investigate how good is collective intelligence on 

betting horse racing in terms of money returns;(e) how can we make a better strategy to bet 

on horse racing. 

Conclusively, we want to know if collective intelligence better than individuals. We 

carried it out under mainly quantitative research method on over thousand races and over 50 

experts. Through this study, we want to find out the best strategy to bet on horse racing to 

maximize the money returns. 
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1 Introduction  

1.1 Motivation  

 Crowdsourcing is a hot topic in recent years. A crowdsourcing system helps people to 

solve problem by the data provided by user. However, will people input some wrong data that 

hinder the task? Is there any way to filter the inappropriate data? Collective intelligence is 

one of the application in crowdsourcing. It involves consensus, social capital and formalisms 

such as voting systems, social media and other means of quantifying mass activity 

(ABRAHAMS, 2016). Under quantifying mass activity, we can measure the data provided by 

people easily. Since we desire to know the effectiveness of crowdsourcing, we are going to 

conduct an experiment, to test whether the wisdom of crowd is better than decisions made by 

individual expert. 

We choose horse racing as our research base because it provides discrete result, unlike 

stock market, which is wide variety. And also, many experts believe that horse racing is 

predictable(Ziemba, 2013). 

 

1.2 Objective 

 As we have mentioned, we are trying to use horse racing as an example to investigate 

the power of crowdsourcing, we choose over 50 experts on horse racing, and see how they 

perform in the past races, and we compare them to our voting system, TensorFlow and the 

combine of voting system and TensorFlow. 

 After that, we hope to figure out the best strategy to bet on horse racing, so that we 

can earn money. 
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1.3 Research Problem 

According to our research objective, we have the following problem: 

1. How accurate are the experts on betting horse racing? 

2. How good are the experts on betting horse racing in terms of money returns? 

3. How accurate is collective intelligence on betting horse racing? 

4. How good is collective intelligence on betting horse racing in terms of money returns? 

5. Is crowdsourcing better than individual experts? 

6. What is the best strategy to bet on horse racing? 

7. Can we actually earn money using our chosen best method? 
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1.4 Definition  

 

Definition of collective intelligence 

 Two or more people independently acquire information and this information is 

combined and processed through social interaction, which provides a solution to a specific 

problem such that it cannot be implemented by isolated individuals .[7] It is a form of 

universally distributed intelligence, constantly enhanced, coordinated in real time, and 

resulting in the effective mobilization of skills. [23] We will add the following indispensable 

characteristic to this definition: The basis and goal of collective intelligence is mutual 

recognition and enrichment of individuals rather than the cult of fetishized or hypostatized 

communities. [24] 

 

Definition of crowdsourcing 

Although it is hard to define crowdsourcing exactly, we can define it as a general- 

purpose problem-solving method: a crowdsourcing system invites a crowd of people to help 

solving a problem.[10] EstelleӢs-Arolas and GonzaӢles-LadroӢn- de-Guevara 

(2012) gave us another detailed definition: 

Crowdsourcing is a type of participative online activity in which an individual, an 

institution, a non-profit organization, or company proposes to a group of individuals of 

varying knowledge, heterogeneity, and number, via a flexible open call, the voluntary 

undertaking of a task. The undertaking of the task, of variable complexity and modularity, 

and in which the crowd should participate bringing their work, money, knowledge and/or 

experience, always entails mutual benefit. The user will receive the satisfaction of a given 

type of need, be it economic, social recognition, self-esteem, or the development of 
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individual skills, while the crowdsourcer will obtain and utilize to their advantage what the 

user has brought to the venture, whose form will depend on the type of activity 

undertaken.[12] 

 

Definition of machine learning 

 Machine learning is the subfield of computer science that, according to Arthur Samuel 

in 1959, gives "computers the ability to learn without being explicitly programmed."[1] It is 

closely related to (and often overlaps with) computational statistics, which also focuses on 

prediction-making through the use of computers. It has strong ties to mathematical 

optimization, which delivers methods, theory and application domains to the field. Machine 

learning is sometimes conflated with data mining,[18] where the latter subfield focuses more 

on exploratory data analysis and is known as unsupervised learning. [19] 

 

Definition of TensorFlow 

 TensorFlow is Google Brain's second generation machine learning system, released as 

open source software on November 9, 2015.[14] It is developed by Google to meet their 

needs for systems capable of building and training neural networks to detect and decipher 

patterns and correlations, analogous to the learning and reasoning which humans use. It is 

originally developed for the purposes of conducting machine learning and deep neural 

networks research, but the system is general enough to be applicable in a wide variety of 

other domains as well.[19] 

TensorFlow is an interface for expressing machine learning algorithms, and an 

implementation for executing such algorithms. A computation expressed using TensorFlow 

can be executed with little or no change on a wide variety of heterogeneous systems, ranging 

from mobile devices such as phones and tablets up to large-scale distributed systems of 



 

10 

hundreds of machines and thousands of computational devices such as GPU cards. The 

system is flexible and can be used to express a wide variety of algorithms, including training 

and inference algorithms for deep neural network models, and it has been used for conducting 

research and for deploying machine learning systems into production across more than a 

dozen areas of computer science and other fields, including speech recognition, computer 

vision, robotics, information retrieval, natural language processing, geographic information 

extraction, and computational drug discovery. The TensorFlow API and a reference 

implementation were released as an open-source package under the Apache 2.0 license in 

November, 2015 and are available at www.tensorflow.org. [30] 

 

Definition of neural network 

 A neural network is a series of algorithms that attempts to identify underlying 

relationships in a set of data by using a process that mimics the way the human brain operates. 

[9] Neural networks have the ability to adapt to changing input so the network produces the 

best possible result without the need to redesign the output criteria. The concept of neural 

networks is rapidly increasing in popularity in the area of developing trading systems. [15] 

 A neural network operates similar to the brainôs neural network. A ñneuronò in a 

neural network is a simple mathematical function capturing and organizing information 

according to an architecture. The network closely resembles statistical methods such as curve 

fitting and regression analysis. [22] 

In general, there are three fundamentally different classes of network architectures in 

Artificial Neural Networks- Single-Laye Feedforward Networks (SLFF) which have an input 

layer of source nodes that projects onto an output layer of neurons; Multilayer Feedforward 

Networks (MLFF) which have some hidden layers between input layer and output layer; and 
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the last class of network architecture is Recurrent Networks (RN) which have at least one 

feedback loop that feeding some neuronôs output signal back to inputs [9]. 

There are two types of adaptive algorithms that help us to determine which structure 

is better for this application: network pruning: start from a large network and successively 

remove some neurons and links until network performance degraded, network growing: begin 

with a small network and introduce new neurons until performance is satisfactory [9]. 

Multilayer feedforward neural network is the best architecture that minimizes mean 

square error (MSE) by network growing method. This network consists of four layers: an 

input layer that each neuron in this laye corresponds to one input signal; two hidden layers of 

neurons that adjust in order to represent a relationship; and an output layer that each neuron 

in this layer corresponds to one output signal. Also, the network is fully connected in the 

sense that every node in each layer of the network is connected to every other node in the 

adjacent forward layer.  

 

Definition of win 

 Win is one of the basic bet type of horse racing. Bettors win the bet if the chosen 

horse finish first. They receive the dividend determined by the win odds. The chance of 

winning is average. 
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Definition of place 

Place is another basic bet type of horse racing. Bettors win the bet if the chosen horse 

finish first, second or third. Winner receive the dividend determined by the place odds. The 

chance of winning is good so place odds are usually lower than win odds. 
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1.4 Other related study 

Horse racing is predictable, and the results on every racing day have a pattern that itôs 

not easy to find out, but with computer we can find the pattern. [4,11] 

Refer to ELNAZôs study, he did a research on horse racing prediction using artificial 

neural networks. Artificial Neural Networks (ANNs) have been applied to predict many complex 

problems. The paper ANNs were applied to horse racing prediction. He employed Back-Propagation, 

Back-Propagation with Momentum, Quasi-Newton, Levenberg-Marquardt and Conjugate Gradient 

Descent learning algorithms for real horse racing data and the performances of five supervised NN 

algorithms were analyzed. Data collected from AQUEDUCT Race Track in NY, include 100 actual 

races from 1 January to 29 January 2010. The experimental results demonstrate that NNs are 

appropriate methods in horse racing prediction context. All algorithms can produce acceptable 

prediction with and accuracy of 77% by average. The performance of each model has been influenced 

by the Neural Network structure and learning algorithm. [9] 

As a result, it was shown that BP algorithm slightly performs better than other algorithms but 

need a longer training time. Furthermore, LM is the fastest.[9] 

We were inspired by this study a lot, as this study was conducted in 2010, we want to apply 

TensorFlow in our research, and his research used óHorse weight, type of race, horseôs trainer, horseôs 

jockey, number of horses in the race, race distance, track condition and weatherô as input features, so 

that we also use similar features in our research.  



 

14 

 

2 Research Methods 

 To study the performance of experts and collective intelligence, we use quantitative 

research method to achieve this goal. We mainly focus on two fields: accuracy and profit 

percentage. As there are different types of betting method, such as win and place, so we will 

analysis the best betting strategy to maximize the accuracy and profit percentage. 

 

2.1 Research Design 

From term 1 to term 2 

 In term 1, we have developed a website which aimed to attract people to use our 

system, and we want them to provide their predictions to us, and our system would gather all 

the predictions to provide a tips. However, there were a lot of problems, such as not enough 

users, they may give random predictions, they may not provide predictions to us regularly. 

And the biggest problem was that we didnôt know the algorithm is work or not. We reflected 

and discussed a lot, we finally decided to change our direction, to solve the problem of 

óusersô, we choose our target audience to horse racing experts, they provide tips on 

newspaper regularly, and we assume they provide tips with their own professional knowledge. 

Another part is the evaluation of the tips, we need to know our new design is work or not, so 

that we to collect all horse racing data, and see which betting method is the best. For the 

algorithm part, it is the most important part, when we have the tips from experts, how can we 

choose the best method to predict horse racing? We developed voting system, and also we 

choose to use TensorFlow as a tool to predict horse racing, because TensorFlow is a hot 

machine learning method in the recent year, we want to know if this machine learning 

method can really help us, so we decided to use TensorFlow in our research in term 2. 
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Term 2 design 

In this research, we need to have the past horse racing information, without them we 

cannot determine which one is better. The following are the information of each race we 

collected: place, horse number, horse, jockey, trainer, actual weight, declared horse 

weight(horse weight on two days before the race day), draw, running position, finish time and 

win odds. In total, we collected the information of 4235 races, which included the latest 

racing day. With those ground truth information, we can use them in the later part of our 

research. 

 As we are doing research on collective intelligence, we need to collect tips from horse 

racing experts, in total, we found 54 experts who provide tips on newspaper, and we got their 

tips in the past 569 races(up to the latest race). The format of each tips record is as follow: 

race year, race month, race day, race number, predicted winner horse number, predicted no.2 

horse number, predicted no.3 horse number and predicted no.4 horse number.  

 At this point, we already have enough data for us to do our research. The next step is 

deciding how to analysis them. As we mentioned before, we chose to use TensorFlow and 

voting system as representatives of collective intelligence, to compare with individual experts, 

so we will design these two methods to make predictions, the details of TensorFlow and 

voting system will be elaborated in part 3 of this research report. 

 It is important to verify our designed method to check if they work, so we chose 3 

types of betting method: (1)choose three horses in each race, and buy ówinô for all of them. 

(2)choose one horse in each race, and buy ówinô for it. (3) choose three horses in each race, 

and buy óplaceô for all of them. We will do a comparison of all predictions on the latest 117 

races.  

 The result of the comparison will divide into two parts, we first focus on accuracy, we 

want to know whoôs tips is the most accurate, and see the difference between them, is 
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collective intelligence better? or worse? And the other part is money returns, we want to 

know whoôs tips can earn the most money, or maybe loss money?  

 After all, we will have the results for all experts and collective intelligences as the 

following: 

1) Accuracy 

a) choose three horses in each race, and buy ówinô for all of them.  

b) choose one horse in each race, and buy ówinô for it. 

c) choose three horses in each race, and buy óplaceô for all of them. 

2) Profit/Loss Percentage 

a) choose three horses in each race, and buy ówinô for all of them.  

b) choose one horse in each race, and buy ówinô for it. 

c) choose three horses in each race, and buy óplaceô for all of them. 
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2.2 Research Participants 

 The research participants are the core of our project, because we are doing research on 

collective intelligence, the whole project is built on the tips from horse racing expert. After a 

long time of data collection,  we found 54 experts who provide tips on newspaper from 

September 2016 to recent. Those experts are all professional and experienced in predicting 

horse racing result. 

 

A part of raw data collected from the internet 

The above figure shows a part of raw data, provided by 5 experts from different 

newspapers from 18th to 25th January 2017, each expert provides 4 horses for each race.  

Since our data is started from September 2016, with 54 different opinions, the amount of data 

is too huge. If we use all experts as our research participants, it will spend a long time for 

calculating, no matter for TensorFlow or voting system. Although using all data can raise the 

meaning of our project, we have limited time for sorting data and calculating result. So, we 

decide to use the tips from 4 experts with highest win rate, to ensure the accuracy and 

observability of our predicted result. 
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Raw data from 4 experts with highest win rate 

 

2.3 Research Instruments 

 Since our project is doing a type of quantitative research, experts are acting a very 

important role in this case. We have to choose experts who provide the most accurate 

prediction. To determine whether the tips are meaningful, we need to do a lot of calculation 

and testing for their tips. Also, to analyze whether our methods are works, it has to predict 

more than hundred results of races by TensorFlow, voting system, and the combined method.  
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3 Research Implementation 

3.1 Database Design 

Since our project involves data collection and analysis, a database is needed to store 

the tips and horse racing result. We have chosen a MySQL database, phpMyAdmin provided 

by the VIEW Lab. It is a user-friendly platform for developing and managing our database. 

We have created some tables on phpMyAdmin to store different data, including ótipsô tables 

to store the expertsô tips, óraceô to store the racing information and predicted result. 

 

Tips tables 

 Our tips are provided by 54 experts from 10 newspapers, so we create 10 tips tables to 

store the tips from each newspaper, including ótips_adô, ótips_dnô, ótips_hnô, and etc. The 

names are the short term of each newspaper, for example ótips_adô refers to tips from Apple 

Daily. Figure 3.1.1 shows a part of data in ótips_adô. The first six columns, óraceyearô, 

óracemonthô, óracedayô, ódateô, óweekô, óracenoô, are the basic information of each race. The 

next four columns, óno1ô, óno2ô, óno3ô, óno4ô, store the horse numbers of the first four horses 

of each race, óno1ô means the champion of that race and so on. The remaining columns store 

the tips provided by 4 experts from Apple Daily and the dividends of each race. óad40ô, 

óad41ô, óad42ô, óad43ô are the id of experts, óad41_1ô is the first horse predicted by óad41ô and 

so on. A amount exists in the ódividendô column only if the prediction is corrected. The 

structure of ótips_adô is shown in Figure 3.1.2. 
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Figure 3.1.1 Photo of tips_ad in our database 
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Figure 3.1.2 Table structure of ótips_adô 
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Race 

 The race table store the information of races collected from The Hong Kong Jockey 

Club, the tips from experts, and the predicted ranking of each horse. Each row in the table 

represent a horse, so there will be around ten rows for every race. Since we grab the data 

from HKJC starting from August 2011, there are total 53554 rows in this table. Figure 3.1.3 

to 3.1.5 are the photo captured from a part of óraceô table. óraceyearô to óplace_oddô columns 

are the detailed information of race, horse grabbed from the website of The Hong Kong 

Jockey Club. ówinoddsô and óplace_oddô will be used for calculating the gain and loss later on. 

ójj1ô to ósp58ô contain 54 columns, the values are affected by the ótipsô tables. If the 

corresponding expert predict the horse, the value will be changed to ó1ô instead of ó0ô. Next, 

the óresultô column is storing the result of each horse racing. If the horse get first, second, or 

the third place, the value will be ó1ô, otherwise it will be ó0ô. The data pre-processing will be 

talked in detailed in next part. Finally, ópredictionô to ónonten_predictô columns are the 

prediction part. ópredictionô stores the result of TensorFlow. ópredict_placeô is the descending 

order of ópredictionô for each race. óover_rankô is the descending order of ópredictionô from 

March 2017 to recent. ótips_cntô is counting the voting number of the 4 chosen experts. 

ónonten_predictô is the descending rank of  ótips_cntô for each race. The values in ótips_cntô 

and ónonten_predictô are used for the voting system. Figure 3.1.6 to 3.1.8 shows the structure 

of óraceô table. 
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Figure 3.1.3 Race table in database(1) 

 

Figure 3.1.4 Race table in database(2) 
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Figure 3.1.5 Race table in database(3) 
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Figure 3.1.6 Table structure of race(1) 

 

Figure 3.1.7 Table structure of race(2) 
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Figure 3.1.8 Table structure of race(3) 
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3.2 Data Collection and Pre-processing 

 Before calculating and predicting the result, we need to prepare a lot of data. The data 

can be separated in two parts, the horse racing result and the tips. We first collect the horse 

racing result from the webpage of The Hong Kong Jockey Club.  

Data Collection of Horse Racing Result 

 

The horse racing results page in the website of HKJC 

 We write a parser in PHP to scrape the results from August 2011 to recent, and update 

the data to the database automatically. First of all, we find that we can change the URL to 

access every races. For example, the URL: 

http://racing.hkjc.com/racing/Info/meeting/Results/english/Local/20170417/ST/1, 

http://racing.hkjc.com/racing/Info/meeting/Results/english/Local/20170417/ST/1
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ó20170417ô represents the date 17th April 2017, óSTô represents Sha Tin, and ó1ô represents 

race number 1. So, we write some loops in PHP to get the results starting from August 2011, 

and skip the date without horse racing. 

 

PHP code for looping the horse racing result 

 

 After our program can loop all combination of date, location and race number, we 

need to search the race information in the HTML code, for example the distance, horse 

number, jockey code, and etc. So, we use the PHP code to explode the webpageôs HTML by 

searching some keywords, then save the values to some variables. The below PHP code 

shows our method to get some of the information. 
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PHP code for searching the race information in HTML 

 


