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Overviews

• Last Semester Summary

• This Semester Goal

• Standardization

• Data Extraction

• New Dataset (X and Y)

• New Modeling
• K-nearest-neighbor regression

• Linear Regression



Last Semester Summary

• Predicting whether a horse will win the races

• Classification Problem

• Two approach
• Pattern Matching

• Linear Classification

• Generate net profits is possible



This Semester Goal

• Improve accuracy of the model

• Evaluate in different bet types
• Place Bet

• Quinella Bet

• Quinella Place Bet



Homework Problem

(CSCI 3320, Spring 2016-17, Homework 1, Q5)

In estimating the price of a used car, it makes more sense to estimate 
the percent depreciation over the original price than to estimate the 
absolute price. Why?

Car Original Price Age Price Loss Percent

Lamborghini $ 5 Years $ 30%

Toyota $ 5 Years $ 30%



Normalization in Last Semester

• Standardized the data globally
• Without consider it’s situation







Standardization

• 𝐿 = {𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛𝑠}

• 𝑇 = 𝑐𝑜𝑢𝑟𝑐𝑒𝑠

• 𝐶 = 𝑐𝑙𝑎𝑠𝑠𝑒𝑠

• 𝐷 = 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑠

• 𝑧𝑖𝑙,𝑡,𝑐,𝑑
(𝑗)

=
𝑥𝑖𝑙,𝑡,𝑐,𝑑
(𝑗)

−𝜇𝑖𝑙,𝑡,𝑐,𝑑

𝜎𝑖𝑙,𝑡,𝑐,𝑑



ELO System in Last Semester

• Failed to capture recent performance

Horse Last 3 Races Last 2 Races Last 1 Races Final ELO

Horse A WIN LOSE LOSE 1600

Horse B LOSE WIN WIN 1600



Wins Odd

• Capture public expectation

• Cannot use it before end of betting period



Recap

• Want to capture recent performance

• Use win odds as a feature

• Solution:
• Add past records of a horse

• Use past win odds



Data Extraction

• Extraction past k records of a horse

• 𝑝 = 𝑝𝑎𝑠𝑡 𝑘 − 𝑟𝑒𝑐𝑜𝑟𝑑𝑠

• 𝑘𝑖 = 𝑝𝑖
(1)

⋯ 𝑝𝑖
(𝑘)

𝑥𝑖
(𝑗) … select particular feature

• 𝑥(𝑗) ≔ 𝑘1 ⊕𝑘2 ⊕⋯⊕ 𝑘𝑛 … append to those records



Potential Problem of Data Extraction
• K-value vs amount of data



Potential Problem of Data Extraction



Potential Problem of Data Extraction (Cont.)

• K-value vs the coverage of recent performance



Feature Selection



Feature Selection(cont.)



Definition of Y

• At Last Semester
• We use classification

• 1  the horse is the 1st Place

• 0  Otherwise



Problem (Unbalance Dataset)



Problem (Cannot rank horses)
1st 2nd 3rd

Horse A 46% 44% 10%

Horse B 10% 60% 30%

Horse C 44% 10% 46%

Seq. (consider individual place): Horse A -> Horse B -> Horse C
Seq. (only consider 1st probability): Horse A -> Horse C -> Horse B



Redefine Y

• Classification Problem => Regression Problem

• Use Standardized Finishing Time instead of Place for Regression

• Benefits:
• Unbalance dataset problem avoided

• No hyper-parameters

• Use Predicted Standardized finishimg time to rank horse



Two ways to modeling the Problem

• Pattern Matching

• Linear Regression



Pattern Matching (Last Semester)

• Build a races history index file

• Define 𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 𝑅𝑖 , 𝑅𝑗 =
𝑅𝑖 ∙𝑅𝑗

𝑅𝑖 𝑅𝑗



Pattern Matching (This Semester)

• Use k-nearest-neighbors algorithm

• To Find similar k-races

• Calculate finish time by apply distance 
weighting



Results

Score: -0.605 Score: -0.017 Score: 0.0052



Value Of K?

• K = 100 reach the max score

• Score is too low

Score: 0.0097



Results of each Subset of data



Patterns

• Higher the class, the higher the score

• Longer the distance, the lower the score



Linear Model (Last Semester)

• Classification

• 𝜃Τ𝑥 = 𝜃0 + 𝜃1𝑥1 +⋯+ 𝜃𝑛𝑥𝑛

• ℎ𝜃 𝑥 = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑 𝜃Τ𝑥 =
1

1+𝑒−𝜃
Τ𝑥



Linear Model (This Semester)

• Regression

• Predict standardized finishing time

• ℎ𝜃 𝑥 = 𝜃Τ𝑥

• Only Different is the sigmoid function



Dataset preparation



Evaluation Loss of 7 trained models



Evaluation by Race



Evaluation by Race



Evaluation by Race



Overall results



Special Condition

• 𝛼 = 𝑎𝑏𝑠(𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑(𝑟 Ƹ𝑟
1
) − 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑(𝑟 Ƹ𝑟

2
))

• 𝛼 < 𝜀

• 𝜀 = 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑



Special Condition in Bet 2015



Special Condition in Bet 2015



Special Condition in Bet 2015



Special Condition in Bet 2015



Special Condition



Special Condition



Special Condition



Compare with old model



Compare with old model



Compare with old model



Conclusion

• New Stardardization

• Extract past-k-records

• K-nearest-neighbor lacks of data

• Linear regression perform well on some betting methods


