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Chapter 1:  INTRODUCTION  

1.1 OVERVIEW  

In March 2016, a computer program named AlphaGo which is developed by 

Google DeepMind beat Lee Sedol in playing the board game Go and it was the 

first time a computer program beat human 9-dan professional in game Go because 

Go is one of most difficult games that have a large search space. AlphaGo uses 

algorithms in deep learning to ñlearnò from the previous game record both from 

top human players and computer-to-computer records. The success of AlphaGo 

makes deep learning become a popular topic in computer science and attracts more 

and more researcher dive into the deep learning area. 

Recent years, more and more researchers in both university and industry 

devote them into the field of deep learning and the number of published articles 

about deep learning algorithms have exploded. Both the universities and 

companies are pushing forward to speed up the developments and research of this 

area since the deep learning can solve a lot of problems better than classic machine 

learning algorithm. Deep Neural Network are widely used nowadays in our daily 

life such as recommendation systems, automatic translation, auto-drive car, etc. 
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Among all the popular deep learning problems, we are interested in the 

problem that joining image and text based on the classic question-answering 

problem. This problem combines computer vision problems such as image caption 

and object detection and some text process problems such as natural language 

processing. 

The objective of our project is to use the deep learning method to solve 

Visual Question Answering problem. Visual Question Answering is a new dataset 

which include both open-end questions and multiple choice questions about 

images, it allows us to rise a question to an image, and the deep learning model 

will answer the question based on the image. Visual Question Answering can be 

regarded as a promotion of classic text based Question Answering problem. From 

the previous works, we can find that the most common method to solve this Visual 

Question Answering problem is to use Convolutional Neural Network to extract 

visual features from images first. Then using the Long Short-Term Memory (a kind 

of Recurrent Neural Network) to process the embedded natural language question 

vectors. 

In the last semester, we have built a simple model which can answer the 

questions based on a given image. But there were many drawbacks in that model, 

such as low accuracy, extract the image information from the whole image, etc. In 
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this semester, we decide to improve the model to achieve a higher accuracy and 

make it a more powerful model. 

1.2 STATEMENT OF PURPOSE 

The task of our final year project in the second semester is to come up with a 

new model about Visual Question Answering to enhance the accuracy of previous 

models since there are many limitations in previous models. 

  

Figure 1:   Visual Question Answering 

Based on the model of the last semester, the objectives of the second 

semester are: 

- Using new word embedding to substitute the current word embedding algorithm 

because of the limitation of current algorithm. 

- Extract local information from an image instead of extract the whole image as an 

input. 
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- Extend the number of language support. For example, French, German. 

- Extend the input from image to video. i.e. input is a video and a question, then the 

model will output the answer based on the input material. 
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Chapter 2:  STUDY OF TECHNOLOGY  

2.1 TENSORFLOW  

2.1.1 Introduction to TensorFlow 

  

Figure 2:  Logo of TensorFlow 

In our project, we use a famous deep learning platform TensorFlow, which 

support various of APIs of deep learning algorithms such as CNN (Convolutional 

Neural Network), RNN (Recurrent Neural Network) and LSTM (Long Short-Term 

Memory) which are the most popular deep learning algorithm models in the fields 

of image processing, speech process and natural language processing. TensorFlow 

is an open source library for machine learning which is developed by Google brain 

team and it is based on DistBelief and it is named TensorFlow because of its 

methodology. 

There are two basic but important objects in TensorFlow, one is the Tensor, 

another is the data flow graph. The basic principle of TensorFlow is to do 

operation using Tensor. Tensor is a N-dimension array and Flow means the 
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calculation is based on the data flow graph. And the process of ñTensorFlowò is 

the flow of tensor from a node of date flow graph to another node of graph. 

TensorFlow is a system that transfers the complex data structures to the artificial 

neural network and analysis and process the input data. 

2.1.2 Tensor 

Formally, Tensors are multiple maps from vector spaces to the real number 

and its linear form function that can be used to represent the relationship of 

geometric vectors, scalars and other tensors. The relationship can be inner product, 

outer product and linear mapping and Cartesian product. In informal way, a tensor 

is a typed multi-dimensional array.  

The following figure is an example of a tensor. As we can see, the 

coordinate of a tensor is in a N-Dimension space and contains n^r vectors.  

  

Figure 3:  Envisioning n-th order Tensors 
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2.1.3 Data Flow Graph 

The data flow graph is the computation model using directed graph, nodes 

and edges. In this graph, nodes not only represent the mathematics operations, but 

also represent the operation that read/write the global variable, endpoints for 

feeding data and endpoints for pushing out result. Edges represent the 

communication between nodes and indicates the relationship between nodes by 

transiting tensor, multidimensional data arrays, between nodes. When running the 

TensorFlow program, the nodes will be assigned to computational devices like 

CPU and GPU, and each node can run in parallel asynchronously and execute 

instructions when data of all its incoming edges is really. 
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Figure 4:  Data Flow Graph 

2.1.4 Advantages of TensorFlow 

ü Flexibility 

TensorFlow is not a strictly library of ñneural networkò. You can use 

TensorFlow as if you can represent your calculation as a data flow graph. You can 

construct the graph and the internal circulation in your driver. TensorFlow 

provides useful tools to help assemble the sub-graph. Users can write the ñupper 
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libraryò based on the library of TensorFlow, users can also write the C++ program 

in the lower layer to optimize the operations in the TensorFlow. 

ü Portability 

TensorFlow can run normally on both CPU and GPU. It can work on the 

laptops, servers and mobile phones.  

ü Connect research and product 

In the past days, if you want to implement your ideas in machine learning, 

you need to program plenty of codes. Nowadays, using TensorFlow can simplify 

the implementation of ideas and increase the efficiency of the research. 

ü Auto-differentiate 

Algorithms of machine learning which rely on gradient can be benefit of the 

auto-differentiate function of TensorFlow. Users only need to define the the 

structure of model and combine the structure with the objective function, then 

TensorFlow will automatically differentiate the related calculation with the given 

data. 

ü Multiple Programming Language Support 
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TensorFlow has a C++ and Python user interface to help user construct and 

execute the data flow graph. Users can write C++/Python programs directly or they 

can also use iPython interface to try some ideas. 

ü Performance Optimization 

TensorFlow not only supports a single machine mode but also supports a 

distributed system. It also supports thread, queue, asynchronous and so on.  

 

  

Figure 5:  Single Machine Mode of TensorFlow 
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Figure 6:  Distributed Model of TensorFlow 

Thus, when the work load is too heavy for single machine, we can use a 

distributed system to reduce the runtime of the operations. 

2.2 FEEDFORWARD NEURAL NETWORK  

Before we understand the recurrent neural network, we need to introduce the 

feedforward neural network. The feedforward neural network is named after the 

way they channel information propagate at the nodes of the network. Each node in 

the network feeds information straight through and there is no connection between 

the nodes in the same layer of the network. 

2.2.1 Multi-Layer Neural Network 

 In the feedforward neural network, each train sample are fed into the 

network, after a series of mathematical operations, finally the network has an 
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output. In the supervised learning, the output of a training sample would be a label. 

The following figure is the structure of a feedforward neural network: 

 

Figure 7:  Overview of Feedforward Neural Network 

2.2.2 Computational Unit - Neuron 

The structure of nodes in the above network is as following: 

 

Figure 8:  Diagram of Single Neuron 
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The neuron in the above case is the computational unit of neural network 

and it take x1, x2, x3 (and +1 intercept item) as input and output hw,b(x).  

Ὤȟ ὼ Ὢὡ ὼ Ὢ ὡὼ ὦ 

The f in the above equation is called activation equation. There are several 

kinds of activation equation, such as sigmoid function, tanh function, rectified 

linear function and so on. 

ü Sigmoid function: Ὢᾀ
 

 

ü tanh function: Ὢᾀ ÔÁÎÈᾀ  

ü Rectified linear function: Ὢᾀ ÍÁØπȟᾀ 
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Figure 9:  Plot of tanh, Sigmoid and Rectified Linear Functions 

2.2.3 Neural Network Model 

A neural network is aggregation of many of neurons, and the outputs of 

some neurons is the inputs of another, here is an example of small neural network: 

 

Figure 10:  A Small Neural Network 
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In this figure, each circle is a neuron and the circles labeled ñ+1ò are called 

ñbias unitò which is the intercept term. The leftmost layer of the neural network is 

called input layer, x1, x2, x3 are the neurons in the input layer in this figure. The 

rightmost layer is the output layer, and there is only one node in the output layer of 

the above neural network. The layers between the input layer and the output layer 

is called hidden layer, the values of hidden layer is not observed in the training set. 

Let ὡ  be the parameter associated with the connection between unit j in 

layer i, and unit I in layer l + 1. Let ὥ be the activation of unit i in layer l. 

Then the computation of the above neural network can be represented by the 

following equations. 

ὥ Ὢὡ ὼ ὡ ὼ ὡ ὼ ὦ  

ὥ Ὢὡ ὼ ὡ ὼ ὡ ὼ ὦ  

ὥ Ὢὡ ὼ ὡ ὼ ὡ ὼ ὦ  

Ὤ ȟ ὼ ὥ Ὢὡ ὥ ὡ ὥ ὡ ὥ ὦ  

We can make the computation more quickly if we use vector to represent the 

values of nodes and the coefficients in each layers, i.e., 

Ὢ ᾀȟᾀȟᾀ Ὢᾀ ȟὪᾀ ȟὪᾀ  
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In this case, the above equations can be write as: 

ᾀ ὡ ὼ ὦ  

ὥ Ὢᾀ  

ᾀ ὡ ὃ ὦ  

Ὤ ȟ ὼ ὥ Ὢᾀ  

This step is called forward propagation, to refine the neural network model, 

we need to compare the forward propagation result with the true label of the input 

and backpropagation the error. 

2.2.4 Backpropagation Algorithm 

The neural network can be trained using batch gradient descent if we have a 

training set ὼ ȟώ ȟȣȟὼ ȟώ  of m training samples. For each training 

sample (x, y), we want to minimize the cost function: 

ὐὡȟὦȠὼȟώ
ρ

ς
Ὤ ȟ ὼ ώ  

For the whole train set, we can define the overall cost function as following 

according to the above equation: 
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ὐύȟὦ
ρ

ά
ὮὡȟὦȠὼ ȟώ

‗

ς
ὡ

ρ

ά

ρ

ς
Ὤ ȟ ὼ ώ

‗

ς
ὡ  

The first term is the definition of error, and the second term is a 

regularization term to prevent overfitting. The ‗ controls the relative importance of 

the first term and second term. 

Usually, we use gradient descent to optimize the parameters W and b 

simultaneously. The equations are as following: 

ὡ ὡ ‌
‬

‬ὡ
ὐὡȟὦ 

ὦ ὦ ‌
‬

‬ὦ
ὐὡȟὦ 

The ‌ in the above equations is the learning rate and it should be choosing 

properly. 

The derivative of the cost function of J(w, b) is as following: 

‬

‬ὡ
ὐύȟὦ

ρ

ά

‬

‬ὡ
ὐὡȟὦȠὼ ȟώ ‗ὡ  
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‬

‬ὦ
ὐύȟὦ

ρ

ά

‬

‬ὦ
ὐὡȟὦȠὼ ȟώ  

In the last, the training process of a train sample can be written as following 

steps, and we donate the data in each layer as matrix. 

1. Perform the feedforward pass to a train set and compute the 

activations for each layer. The activations for each layers can be 

donate as ὒȟὒȣὒ . 

2. For the last layer (output layer), we have: 

‏ ώ ὥ Ὢz ὤ  

3. For each hidden layer: 

‏ ὡ ‏ Ὢz ὤ  

4. Apply the gradient descent: 

ᶯ ὐὡȟὦȠὼȟώ ‏ ὥ  

ᶯ ὐὡȟὦȠὼȟώ ‏  
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2.3 RECURRENT NEURAL NETWORK  

2.3.1 Typical Recurrent Neural Network 

When human beings read articles, they comprehend the whole article by 

understanding each word based on the meaning of previous words since a single 

word doesnôt have any meaning.  

 In traditional Neural Network, there have no connection between the nodes 

in the same layer. That means traditional Neural Network cannot preserve the 

relation between the original input data and this is a major defect of traditional full 

connected neural network. 

Recurrent Neural Network is designed to preserve the relationship between 

the node and its previous node. There are connections between nodes in the same 

layer of Recurrent Neural Network and this property makes Recurrent Neural 

Network becomes applicable to solve the problems like handwriting and natural 

language processing. 

 

Figure 11:  A Single Layer of Recurrent Neural Network 
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 In the above figure, A is a single layer in a Recurrent Neural Network while 

it has input parameter X and output value h and the value of information can pass 

from the previous nodes to next nodes in the same layer, that is from Xt to Xt - 1. 

 Recurrent Neural Network are widely used in recent years since it has been 

proved to have an excellent performance in solving a various of problems like 

speech recognition, language translation and so on.  

2.3.2 Long Short-term Memory 

Although Recurrent Neural Network have a good performance in some area, 

but it still has some shortcomings. Sometimes, we only need to loop back to just a 

few steps, for example, when we want to predict the next word the user may input, 

we may only look up the previous several words that has been inputted. In the 

above case, Recurrent Neural Network can have an excellent performance. But if 

we want to solve the Question Answering problem, looking up only several 

previous words doesnôt work anymore. We need the content from further back. In 

practice, Recurrent Neural Network doesnôt seem to solve this ñLong-Term 

dependenciesò problem well. 

 Long Short-Term Memory is explicitly designed to solve the ñLong-Term 

dependenciesò problem and it is kind of Recurrent Neural Network which 

proposed in 1997.  
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Figure 12:  The Structure of a Single Node of Standard Recurrent Neural Network 

 

 

Figure 13:  The Structure of a Single Layer of Long Short-Term Memory 

 

 

Figure 14:  The Meaning of Symbols 

Long Short-Term Memory have the same chain structure like Recurrent 

Neural Network, but they have a different repeat module in a single node. In 

General, a standard Recurrent Neural network only has single neural network layer 

while Long Short-Term Memory has four. 
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2.3.3 Bidirectional Recurrent Neural Network 

Bidirectional Recurrent Neural Network is introduced by Schuster and 

Paliwal [2] in 1997. It is extension of Recurrent Neural Network and it eliminates 

some limitations of Multilayer Perceptron (MLPs), Time Delay Neural Network 

(TDNNs) and Standard Recurrent Neural Network (RNNs). The input data of these 

kinds of neural networks are fixed, and Bidirectional Recurrent Neural Network 

can be trained without this limitation and it does not require the input data to be 

fixed since Bidirectional Recurrent Neural Network is training simultaneously in 

both positive and negative time direction (See the following figure).  

 

Figure 15:  Unidirectional RNN and Bidirectional RNN 

Currently, Bidirectional Recurrent Neural Network is widely used in speech 

recognition, translation, handwritten recognition and protein structure prediction. 
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2.4 CONVOLUTIONAL NEURAL NETWORK  

In machine learning, convolutional neural network, inspired by animal 

vision system, is a type of feed-forward neural network that is generally used for 

image processing because the architecture of convolutional neural network is very 

suitable for this kind of tasks. For example, the ImageNet (Krizhevsky, Sutskever 

and Hinton) model has an excellent performance on image classification. 

A very important difference between standard artificial neural network and 

convolutional neural network is that the neurons in the layers of convolutional 

neural networks is arranged into three dimensions instead of two dimensions in 

artificial neural network. In addition, differing from the neurons in artificial neural 

network, the neurons in convolutional neural network only connects to a small 

region of neurons instead of all neurons in previous layer. (O'Shea and Nash) 

2.4.1 Overall architecture 

Convolutional neural networks are composed of three kinds of layers, which 

are fully-connected layers, pooling layers and convolutional layers.  
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Figure 16:  Simple Convolutional Neural Network with Five Layer 

As an example, the architecture shown above can be decomposed into 

several parts. 

- Same as traditional artificial neural network, the input layer of Convolutional 

Neural Network holds the input data. 

- Every neuron in the convolutional layers generate its own output by calculating 

the scalar sum of the products of weights and inputs from the neuron which it 

connected. 

- The pooling layers apply down-sampling to reduce the dimension of input from 

previous layer. Therefore, the number of neurons, such as, neurons in preceding 

convolutional layer, and the number of parameters, such as, weights hold by 

neurons in preceding convolution layer, will be reduced. Therefore, the total model 

complexity is reduced due to pooling layers. 
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- The full-layers have the same functionality as in artificial neural network which is 

calculating the class scores from the activations, which will be used for 

classification. 

According to this small sample, convolutional neural networks can 

transform the input using several technologies, like convolution, down-sampling 

layer by layer to produce class score for classification or other purposes. 

2.4.2 Convolution Layer 

Convolution layer is the most important layer of convolutional neural 

network and the parameter in this kind of layer is the learnable kernels. 

These kernels are commonly very small in terms of dimension comparing 

with input. In convolutional layer, when the input is ready, the input convolves 

with the small kernel to create a 2D activation map.  

 

Figure 17:  Using Gaussian Kernel to filter an image 
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As we scan the input, the convolution result will be calculated using the 

kernels for each portion of input. Kernels will learn whether a specific feature has 

been sawn at a certain position of the input from the network and these processes 

are usually called activations. Each kernel has its own activation map based on the 

input, and these activation maps will be stack together to form a 3D-array as output 

of convolutional layers. 

 

Figure 18:  Convolution Process of An Image 

As we all known, artificial neural networks which are been trained for image 

processing are always too large due to fully-connected manner of standard artificial 

neural network, therefore this kind of artificial neural networks cannot be efficient 

enough for training. To solve this problem, neurons in convolutional layers only 

connect to a small region of neurons in previous layer. The size of this region is 

called receptive field size.  

For instance, if the input image is RBG image with size 100 * 100 * 3 and 

receptive field size is set to 5 * 5, each neuron in convolution layers should only 
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maintain 75 weights comparing with 30000 weights for neurons in artificial neural 

networks. 

Convolution layers also can optimize their output to reduce the model 

complexity significantly.  There are three basic hyper-parameters for optimization 

which are the depth, the strike, and the size of zero-padding.  

Depth is the third dimension of the output and it controls the number of 

neurons connect to the same region of input. Reducing the depth can significantly 

reduce the neurons in convolutional layers. 

Stride controls the height and weight of output. If the stride is set to 1, the 

receptive fields will be heavily overlapped and the output will be very large. So 

increasing the stride can reduce the overlapping of receptive fields and the size of 

output. 

Zero-padding is the process that padding on the border of the input. 

Therefore, the number of zeros that zero-padding applies can further control the 

size of output. 

It is important to understand these three hyper-parameters and we can 

calculate the size of output based on the formula (N - F + 2 * Z) / (S + 1) where N 

is the size of input, F is receptive field size, Z is the size of zeros padding on the 
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border and S is the stride. If the result is not an integer, the stride is set incorrectly 

because the neurons cannot fit in this configuration on the input. 

2.4.3 Pooling layers 

Pool layers is used to reduce the size of data and therefore reduce the 

parameters (weights) of each neuron and model complexity. The pool layers take 

activation maps as input and reduce their size by using Max function. Since the 

pool layers use Max function, this kind of pool layers are usually referred to max-

pooling layers. For instance, if a kernel with size 2 * 2 is applied with stride 2 to 

the input, the height and width will all be reduced to the half of their counterpart of 

input. Therefore, the size of output is reduced to only 25% of the size of input with 

the depth unchanged.  

 

Figure 19:  Pooling Layer 
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 As the pooling layers remove information from input, there are only two 

ways to implement max-pooling. The first one is already described in example 

above. The kernel is set to 2 * 2 and stride is set to 2. Another one is called 

overlapping-pooling, where the kernel is set to 3 * 3 and stride is set to 2. In 

general, the size of kernel cannot exceed 3, because it will remove too much 

information. 

2.4.4 Fully-connected Layers 

 each neuron in fully-connected layer connects to all the neurons in previous 

layer and preceding layer. The functionality of fully-connected layers in 

convolutional neural networks is the same as theirs in artificial neural network. 

 

Figure 20:  Fully Connected Layers In CNN 
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2.4.5 SoftMax Layer (Output Layer) 

 

Figure 21:  Softmax Layers 

 SoftMax function is an extension of logistic function. The logistic regression 

is to solve the binary problem which are labeled {0, 1}. 

 The hypothesis function of logistic regression is:  

Ὤ ὼ
ρ

ρ ÅØÐ—ὼ
 

 The cost function of logistic regression is: 

ὐ—
ρ

ά
ώ ÌÏÇὬ ὼ ρ ώ ÌÏÇρ Ὤ ὼ  

The train process is to minimize the cost function ὐ—. After we obtain the 

optimal parameter, we can use the logistic function to predict the result of input 

data. But the logistic function can only be used in binary problem, when the labels 
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of data is larger than two, we need to use k logistic classifiers and it is fussy. In this 

case, we can use the SoftMax function to solve the problem. 

The hypothesis function of SoftMax function is: 

Ὤ ὼ
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Ụ
Ụ
Ụ
ợ
ὴώ ρὼ Ƞ—

ὴώ ςὼ Ƞ—

ể
ὴώ Ὧὼ Ƞ—Ứ
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ủ
Ủ

 

The cost function of logistic regression is: 

ὐ—
ρ

ά
ρώ ὮὰέὫ

—ὼ

В —ὼ
 

The train process of the SoftMax function is like to the logistic function, and 

finally we can use the function to predict the result: 

ὖώ Ὦȿὼ
Ὡ

В Ὡ
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2.5 NEURAL REASONER 

2.5.1 Overview 

Neural reasoner is proposed by Baoling Peng et al. [3] in 2015 and it is a 

framework that used in natural language sentence processing.  The high level 

structure of neural reasoner is as following: 

 

Figure 22:  Diagram of Neural Reasoner [3] 

As we can see, the neural reasoner consists of one decoding layer and 

several reasoning layers and the function of encoding layer is to convert the natural 

language sentences (including questions and facts) into matrices and the reasoning 

layer the recursively update the representations of the questions and facts.  

ὗ ựựự ή ȟὊ ựựự Ὢ ȟὯ ρȟςȟȣȟὑȢ 


