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Abstract 

In this final year project, we are going to utilize Intel Perceptual Computing SDK 

and correspondent Creative* camera to developed an application of virtual string lion 

puppet control. Our study objective is to virtualizes behaviors in the real world to 

computing world through string puppet simulation. We did researches on the market and 

not similar project have been done before, thus this is a new idea worth to implement. At 

the end of last semester, we have built a rough string lion puppet prototype and realized 

hand movement and gesture control on basic puppet transformation. In this semester, we 

further developed this virtual lion puppet. Till now, we have reached following stages---1) 

Physics engine introduction and realistic move pattern construction; 2) A certain degree 

algorithm optimization and SDK inherent restriction reduction; 3) Lion puppet model 

rendering using modeling software. High similarity model construction; 4) Real stage 

scene and control scenario establishment. 

 

After a-whole-year FYP study, we enriched our knowledge not only in perceptual 

computing but also in many other different areas including software developing, 

computer vision and virtual reality.
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Chapter1: Introduction  

Background 

At present, high and innovative technology development is soaring all over the world. 

Creative technology concepts emerge endlessly, new electronic equipment spring up like 

a mushroom. Electronic generations switch all the time. As consequence of novelties 

explosion, a bunch of traditional technologies have been eliminated in market because 

they can not meet peopleôs demands on technology products. Among them, human-

machine interactive development is of 

great popularity in technology battlefield. 

Traditional interactive between 

human beings and machine is based on 

keyboard and mouse control. However, 

this simple method is far under peopleôs 

expectation. The widespread of touch 

screen in mobile terminal is a typical 

instance of this tendency. Instead of use 

indirect keyboards control, people are 

more inclined to direct and more user-

friendly control method like touch screen. 

Perceptual Computing was first introduced in 2012 by Intel Corporation, which is 

for research on natural user-machine interaction, that is, using humanôs gesture, speech 

Figure1: Touch-Screen products overview. 
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and face expression as input to control computer or other devices. Before that, similar 

concept has already been brought into reality, such as Xbox games with Kinect from 

Microsoft Corporation. 

Perceptual computing is a brand-new and promising field. We can tell its brightness 

future from nowadays tendency. Perceptual computing technology will certainly be 

widely applied in 

futureôs high-tech 

design and household 

electronic production, 

and play a significant 

and indispensable role 

in humanôs life. 

 

  

Figure2: Perceptual Computing Idea 
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Motivation  

Lion dance is a traditional Chinese performance. People can see it in festival 

parties or opening ceremonies. Marvelous dancing skills and beautiful lion suits attract 

lots of lion dance fans. Lion string 

puppet or marionette then came into 

being as expected. String puppets' 

movements rely on performer's control 

over several strings attached to puppet 

body, similar to well-known puppet 

Pinocchio. In traditional Chinese 

festivals, kids love to play with it by 

creating fun puppet shows to share their 

happiness with others. In reality, puppet 

performer controls a wooden cross who linked 

to all strings to move puppet. Once strings on the cross being pulled, with different 

strength and angles, puppet can make different movements. 

Thus, the control method of puppet is hand control, which leads to a recent 

popular topic, gesture recognition. Gesture Recognition is trying to interpret human 

gestures via mathematical methods. Thus enable gesture recognition control in computing 

world. Our group is trying to connect puppet movement to gesture recognition method 

which means to interpret gesture to meaningful puppet move. What we do is to find a 

Figure3: String lion puppet vs. lion dance 
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way to eliminate physical strings but only trace hand or finger movements to realize 

puppet control in virtual world. 

 

 

We decided to apply Intel Perceptual Computing into a visual lion puppet 

computing program, by which to deepen our understanding about perceptual computing, 

improve our capacities of software development and enhance our ability of perceptual 

computing programming. 

 

 

Figure4: Idea illustration 
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Objective 

1. Learn to virtualize real objectives.  

In this final year project, we are going to do research on how to map peopleôs 

action to virtual modelôs behavior on computer. We plan to reach this objective by 

writing an application to retrieve humanôs hand movement and simulate correspondent 

string lion puppet control process in reality. In this whole study process, we need to find 

out solutions of how to collect raw data from input devices, how to analyze and process 

the raw data to make them perceptual intuitive and utilizable. Then we need to design 

algorithm to map the real lion puppet onto our visualized model, that is, define the 

mapping points, mapping functions, Simulate real physical environment. 

Perceptual computing is a newly and promising technology, it will certainly open 

a vast vistas. We are going to try our best to understand the deep meaning of perceptual 

computing during this FYP process. 

 

 

2. Surmount SDKôs limitations. 

Due to the facts that Intel Perceptual Computing SDK is still a young SDK related 

to Nature User Interaction topic, some of its functionalities are lack of high accuracy. 

Intel Perceptual Computing SDK is not a perfect SDK without any limitations. Although 

this SDK is keep updating frequently, still, when doing our programming, its 

performance can not always reach our expectation. The typical problems we encountered 
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during programming include finger tracking lost, indistinguishable on hand sides (can not 

distinguish left and right hand correctly) and several small but hard to be solved problems. 

It is unpractical for us to modify develop library packets code, so we have to use 

information and data we possessed now to design suitable model and algorithms to avoid 

technical limitation. 

 

3. Learn to do software development 

This final year project contains a whole software development process, that is, 

general design (system architecture, module division, function allocation, interface 

design), detail design (algorithm, data structure, hierarchical structure and invoking 

relationship, exception handling), coding and testing etc. During this whole final year 

project, we will stand on software developerôs side thinking problem, experience 

software development steps and better our software development ability. 
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Project Overview 

1. Topic Overview 

 Our project target is to develop application based on Intel Perceptual Computing 

SDK. To develop a complete application, we choose game engine Unity3D as our main 

software developing tool. The application we made is a virtual string lion puppet 

controlling software. In the application scene, there are string lion puppet model and 

puppet stage model which are made based real lion puppet and stages. User could use 

hand to go through the whole application process including application launch, quit and 

puppet behavior's control. The hand movement and gesture detection part is realized 

based on Intel Perceptual Computing SDK. Control method is almost the same as puppet 

control in real life. 

 

  Figure5: Application Scene Overview 
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Key Features 

In our string puppet control application, this lion puppet was put in a highly realistic 

physics environment. When we use hand to 'drag' those virtual and invisible strings which 

attached to the puppet, besides the 'force' our hands provided, the lion puppet would also be 

affected by gravity and inertial force. Moreover, when hit the hanging balls on the stages, those 

balls would swing as expected. 

Lion puppet mouse movements is triggered by specific gesture. This movement is an 

extra attached animation clip made in Blender. 

Lion legs movement is a natural reaction. The movement is not directly generated 

because user hand rotation or transforming like what we did last semester. On the contrary, we 

just attach them on the body. All the swing and transform are all generated because physics force, 

which would make the movement become very natural and similar to real situation. 

Background music and special event audio also be added in the application. 

Hand control is enough for this whole application, keyboard and mouse is not necessary 

during the execution. 

 

Working flow is as follows 
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Figure7: The second Interface 

Figure6: Lauching Interface 

Use gesture 'PEACE' to start; 

Use gesture 'THUMB_DOWN' to quit 

Use gesture 'PEACE' to proceed when 
suitable position is decided 

Use gesture 'THUMB_DOWN' to quit 
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Figure8: Main initial stage scene 

Just move your hand freely and the lion  

puppet will follow your move 
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Figure9: Simple movement demo 
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2. System overview 

  

Figure10: System Overview 
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3. Milestones & schedule  

Milestone 

Last Semester: 

Milestone1 is about information collecting and development tools understanding. 

In milestone1, we have done some basic research and study on Intel Perceptual 

Computing, including probe into camera capabilities, parameter documentations and 

application usage. Besides that, we also ran several demo case offered by Intel to find out 

SDKôs functionalities and limitations. Then we followed SDK documentation to write 

some simple programs to be familiar with kinds of API for future utilization. 

Because we chose openFrameworks as model building and rendering platform, thus 

we also do some research 

on openFrameworks 

usage. We try to use 

openFrameworks to draw 

some primitive shapes 

and 3-D objects, and 

made several animation 

implementation. 

After we are 

familiar with Intel 

Perceptual Computing 
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SDK and openFrameworks, we got them combined. At the first combination process, we 

just showed several points detected by camera in correspondent position. Then we also 

did some gesture recognition and test some relative animation and transformation. 

 

Milestone2 is about application topic decision. 

In milestone2, we have come up with many ideas about how to design and implement 

our project, including gesture-controlled eBook reader, gesture-controlled media player, 

gesture-controlled aircraft battle game, visualized piano-playing program and visualized 

lion puppet control program. We did some research and tried some test on these ideas 

before we finally made up our mind. During these trials and tests, we deepened our 

understanding on Intel Perceptual Computingôs advantages and limitations. It is precisely 

because of these understandings that made us finally decide to develop an application  

  

Milestone3 is about 

application implementation. 

In milestone3, at first 

period, we draw a non-

detailed lion in 

openFrameworks and set 

up a protocol to map hand 

data to lionôs body parts or 

Next 
Term 
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lionôs behaviors. Then we started coding to implement our design. After we finished 

primary coding work, we did several tests on accuracy and stability. Based on some 

unexpected bugs and deficiency, we modified the protocol, revised algorithm and did 

more testing on it. In the end of this milestone, namely, end of this semester, the basic 

functionalities of our program are realized. 

 

This Semester 

 In milestone4, which is the main work we did this semester, we utilized 

professional modeling tool Blender and built a much more realistic string lion puppet 

model. Besides, we made several animation clips can be triggered by gesture. After 

string lion puppet modeling, we introduced realistic physics environment in Unity3D. 

When we imported the prepared model into Unity3D working environment, we can still 

use gesture to control it as what we did to prototype last semester. Also, the gravity and 

inertial force would have impact on it. Collisions would also happen if the lion model hit 

the stage objects in the scene. At this moment, our string lion puppet behaviors exactly 

like a string lion puppet in the real world. Another thing is that to plant our program onto 

Unity3D platform, we rewrote our project codes in C# for scripts language support 

purpose. Now the whole program is more meaningful and interesting. 
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Schedule 

Since FYP project is a whole-year project. We have different emphasize points and 

aspects on the first semester and the second semester. 

The first task is mainly about 'functional'. It means that on the first term, we are 

focused on algorithm study. We need to find a suitable function for data analyzing and 

correspondent behaviors design. The first step, which is the milestone1 part, is to be 

familiar with basic SDK methods and run in the camera to have a clear clue that what we 

can achieve and what is limitations due to inherent defects. After that, in the milestone 2 

and milestone 3 we tried to find out mapping method and suitable algorithm to implement 

the string puppet control function. We did that from late October last year and 

implemented the final version at the end of last semester. During demo, we used software 

Openframeworks to build a simple lion puppet model which is just a combination of 

primitive cubes. 

   Our focus on the second term can be summarized into one word 'better'. What we 

have done last semester is a prototype building work. At this stage, functional problem 

almost solved except for some small imperfect error due to inherent limitation or can be 

fixed with parameter tuning. So in the second term, as we mentioned in last semester's 

report, we want to add physics engine on our project to make the string puppet works like 

a real puppet. So the first thing we need to decide this semester is to use which game 

engine. After cross check and comparison, we find unity3D is best for our project. 

Synthesis Intel Perceptual computing SDK on Unity have the best performance. After 

game engine have been decided, we begin to transfer our codes to unity platform. As we 
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mentioned on Unity specification part, we can see that the scripting language used in 

Unity do not include C++. Thus our first challenge is to transfer our C++ codes in C# 

version when C# is exactly one of unity scripting language. When my partner working on 

the part, I begin to do another job, 3D model generating. Our string lion puppet prototype 

shown last semester is merely 2D primitive combination. To add physics engine on 

puppet model, we need to made a 3D model first of all. Besides 3d modeling, animation 

generating, we also made a good-looking scene and added audio effects. Also, made 

optimization on Intel Perceptual Computing SDK limitations. 

 

Schedule Tables 

2014 /  01  

Sun  Mon  Tue  Wed  Thu  Fri  Sat 
      1  2  3  4 

             
5  6  7  8  9  10  11 

             
12  13  14  15  16  17  18 

             
19  20  21  22  23  24  25 

             
26  27  28  29  30     

             
 

 
 

Last semester work 
summery  and this 
semester work plan 

Physics engine study, 
modeling tools 
selection, sample 
testing 
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2014 /  02  

Sum  Mon  Tue  Wed  Thu  Fri  Sat 
            1 

             
2  3  4  5  6  7  8 

             
9  10  11  12  13  14  15 

             
16  17  18  19  20  21  22 

             
23  24  25  26  27  28   

             
 
 

2014 /  03  

Sun  Mon  Tue  Wed  Thu  Fri  Sat 
            1 

             
2  3  4  5  6  7  8 

             
9  10  11  12  13  14  15 

             
16  17  18  19  20  21  22 

             
23  24  25  26  27  28  29 

             
30  31           

 

Code rewriting and 
modification( for platform 
planting purpose.) 

Physics element 
adding, parameter 
adjusting 

Code rewriting and 
modification( for 
platform planting 
purpose. 

Correspondent 3D 
modeling, 
animation taking 
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2014 /  04  

Sum  Mon  Tue  Wed  Thu  Fri  Sat 
    1  2  3  4  5 

             
6  7  8  9  10  11  12 

             
13  14  15  16  17  18  19 

             
20  21  22  23  24  25  26 

             
27  28  29  30       

             
 

  

Final modification, 
typo and error 
solving, scene 
beatifying. 
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Chapter2: technical support 

Development environment 

The main project codes was first written in C++ on Microsoft Visual Studio 2010 

version 10.0.30139.1 in Chinese Version in Windows 7. When we using game engine 

Unity3D Version 3.5.1f2 (e9280fee30d7) to further develop our application, because of 

Unity scripts language limitation, we transferred our codes into C# version. Modeling 

rendering, texturing, binding and animating is realized in Blender Version 2.69 and GIMP 

Version 2.8.10. 

Intel Perceptual Computing SDK version Now is 1.8.13842.0.  

  

Figure 11: VS2010, Intel Perceptual Computing, openFrameworks, unity 
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Software tools 

1. Intel Perceptual Computing SDK 

Introduction  

Perceptual Computing (PerC) is an organization within Intel Corporation tasked 

with the research, development, and productization of technologies for Natural User 

Interaction
 [1]

. Natural User Interaction is a concept refer to user interface as effectively 

invisible, or becomes invisible with successive learned interactions while refer to user as 

interact is based on nature or natural elements
 [2]

.  

Intel is intended to make a fundamental change on the way people interact with 

PCs using Perceptual Computing technology. Intel wants to realize communication 

between human and computers have intuitive, natural and engaging properties. 

Intel Perceptual Computing SDK is a develop tool for developers to create new 

applications related to natural user interaction by take advantage of core abilities of 

capabilities: speech recognition, close-range hand and finger tracking, face analysis, 

augmented reality, and background subtraction.  
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Specification
 [2]

  

 

The Intel Perceptual Computing SDK is composed of several layers and 

components (Layer and component details are stated on diagram above.) Among these 

modules, I/O and algorithm component are the interface user can access. 

The I/O component takes charge of data collection. It is the data source of whole 

SDK. I/O component works as a data sink; its main duties include retrieving data from 

input device such as a CREATIVE camera and providing data to output device such as a 

monitor. 

The algorithm component is the core functional unit. It implement the pattern 

detection and recognition algorithms that are critical ingredients of innovative computer 

Figure12: Intel Perceptual Computing Architecture 
























































































































