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Recommender System Approaches

5

ÅContent based filtering

ïContent analyzer

ïProfile learner

ïFiltering component

ÅCollaborative filtering

ï¦ǘƛƭƛȊŜ ƻǘƘŜǊ ǳǎŜǊǎΩ 
ratings to recommend

ïNeighborhood based

ïModel based
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Recommender System Approaches

ÅContent based filtering

ïNews recommendation

ïPros
ÅUser independent

ÅExplainable

ÅNew items

ïCons
ÅDomain dependent

ÅOver-specialization

ÅNew users

ÅCollaborative filtering

ïMusic movie 
recommendation

ïPros
ÅDomain independent

ÅDiscovery new items

ÅAccurate

ïCons
ÅNew items or users

ÅBlack box algorithm
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Problem Statement

7

ÅGiven ὔǳǎŜǊǎΩ partial ratings on ὓ items, collaborative filtering 
ƳŜǘƘƻŘǎ ǘǊȅ ǘƻ ǇǊŜŘƛŎǘ ŜŀŎƘ ǳǎŜǊǎΩ ǇǊŜŦŜǊŜƴŎŜǎ ƻƴ ŜŀŎƘ ƛǘŜƳΦ

Å Notations
ïὔusers ל όȟόȟỄȟό ȟὓ items Ꞌ ὭȟὭȟỄȟὭ , all items 

rated by όare denoted by Ꞌ, all users who have rated Ὥare denoted 
by ל

ïRatings are arranged in a partially observed matrix ὢ, where ὢ denote 
the rating user όassigned to Ὥ

ïAlternatively, the ratings can be arranged in a set of triplets όȟὭȟὼᶰ
א

i1 i2 i3 i4 i5 i6 i7 i8

u1 5 2 3 4

u2 4 3 5

u3 4 2 2 4

u4

u5 5 1 2 4 3

u6 4 3 2 4 3 5

1/23/2015 Learning to Improve Recommender Systems



Problem Statement

7

ÅGiven ὔǳǎŜǊǎΩ partial ratings on ὓ items, collaborative filtering 
ƳŜǘƘƻŘǎ ǘǊȅ ǘƻ ǇǊŜŘƛŎǘ ŜŀŎƘ ǳǎŜǊǎΩ ǇǊŜŦŜǊŜƴŎŜǎ ƻƴ ŜŀŎƘ ƛǘŜƳΦ

Å Notations
ïὔusers ל όȟόȟỄȟό ȟὓ items Ꞌ ὭȟὭȟỄȟὭ , all items 

rated by όare denoted by Ꞌ, all users who have rated Ὥare denoted 
by ל

ïRatings are arranged in a partially observed matrix ὢ, where ὢ denote 
the rating user όassigned to Ὥ

ïAlternatively, the ratings can be arranged in a set of triplets όȟὭȟὼᶰ
א

i1 i2 i3 i4 i5 i6 i7 i8

u1 5 2 3 4

u2 4 3 5

u3 4 2 2 4

u4

u5 5 1 2 4 3

u6 4 3 2 4 3 5

Ratings are arranged 
in a ὔ ὓmatrix ὢ

1/23/2015 Learning to Improve Recommender Systems



Problem Statement

7

ÅGiven ὔǳǎŜǊǎΩ partial ratings on ὓ items, collaborative filtering 
ƳŜǘƘƻŘǎ ǘǊȅ ǘƻ ǇǊŜŘƛŎǘ ŜŀŎƘ ǳǎŜǊǎΩ ǇǊŜŦŜǊŜƴŎŜǎ ƻƴ ŜŀŎƘ ƛǘŜƳΦ

Å Notations
ïὔusers ל όȟόȟỄȟό ȟὓ items Ꞌ ὭȟὭȟỄȟὭ , all items 

rated by όare denoted by Ꞌ, all users who have rated Ὥare denoted 
by ל

ïRatings are arranged in a partially observed matrix ὢ, where ὢ denote 
the rating user όassigned to Ὥ

ïAlternatively, the ratings can be arranged in a set of triplets όȟὭȟὼᶰ
א

i1 i2 i3 i4 i5 i6 i7 i8

u1 5 2 3 4

u2 4 3 5

u3 4 2 2 4

u4

u5 5 1 2 4 3

u6 4 3 2 4 3 5

i1 i2 i3 i4 i5 i6 i7 i8

u1 5 2 ? 3 ? 4 ? ?

u2 4 3 ? ? 5 ? ? ?

u3 4 ? 2 ? ? ? 2 4

u4 ? ? ? ? ? ? ? ?

u5 5 1 2 ? 4 3 ? ?

u6 4 3 ? 2 4 ? 3 5

Ratings are arranged 
in a ὔ ὓmatrix ὢ
Usually, we predict 
the rating values
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Neighborhood Based Methods

User Based Methods Item Based Methods

8

ÅLeverage similarǳǎŜǊǎΩ 
ratings

ÅLeverage ǎƛƳƛƭŀǊ ƛǘŜƳǎΩ 
ratings

I1 I2 I3 I4

U1 1 5 4 ?

U2 2 5 4 1

U3 4 2 1 4

U4 3 5 1 2

U5 4 3 1 4
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Neighborhood Based Methods

User Based Methods Item Based Methods

8

ÅLeverage similarǳǎŜǊǎΩ 
ratings

ÅLeverage ǎƛƳƛƭŀǊ ƛǘŜƳǎΩ 
ratings

ÅPros
Å Simple and easy to implement

Å Clear interpretation

ÅCons
Å Manipulate ratings directly lead to high time complexity

Å Prone to sparseness problem
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Model Based Methods

ÅDo not manipulate ratings directly

ÅTrain a predefined compact model

ÅUsually efficient at prediction time

ÅSuccessful methods

ïProbabilistic latent semantic analysis

ïMatrix factorization based methods, etc.
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Matrix Factorization Based Methods

ÅAssumption
ïὢhas a low-rank structure
ï¦ǎŜǊǎΩ ǇǊŜŦŜǊŜƴŎŜǎ ŀƴŘ ƛǘŜƳǎΩ ŦŜŀǘǳǊŜǎ Ŏŀƴ ōŜ ƳƻŘŜƭŜŘ 

using a few factors
ïUser feature matrix Ὗᶰᴙ
ïItem feature matrix ὠᶰᴙ
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Loss?

1/23/2015 Learning to Improve Recommender Systems



Matrix Factorization Based Methods

ÅAssumption
ïὢhas a low-rank structure
ï¦ǎŜǊǎΩ ǇǊŜŦŜǊŜƴŎŜǎ ŀƴŘ ƛǘŜƳǎΩ ŦŜŀǘǳǊŜǎ Ŏŀƴ ōŜ ƳƻŘŜƭŜŘ 

using a few factors
ïUser feature matrix Ὗᶰᴙ
ïItem feature matrix ὠᶰᴙ

10

Constraints?

Loss?

1/23/2015 Learning to Improve Recommender Systems



Matrix Factorization Based Methods

ÅAssumption
ïὢhas a low-rank structure
ï¦ǎŜǊǎΩ ǇǊŜŦŜǊŜƴŎŜǎ ŀƴŘ ƛǘŜƳǎΩ ŦŜŀǘǳǊŜǎ Ŏŀƴ ōŜ ƳƻŘŜƭŜŘ 

using a few factors
ïUser feature matrix Ὗᶰᴙ
ïItem feature matrix ὠᶰᴙ

10

Constraints?

Regularization?

Loss?

1/23/2015 Learning to Improve Recommender Systems



Matrix Factorization Based Methods

ÅAssumption
ïὢhas a low-rank structure
ï¦ǎŜǊǎΩ ǇǊŜŦŜǊŜƴŎŜǎ ŀƴŘ ƛǘŜƳǎΩ ŦŜŀǘǳǊŜǎ Ŏŀƴ ōŜ ƳƻŘŜƭŜŘ 

using a few factors
ïUser feature matrix Ὗᶰᴙ
ïItem feature matrix ὠᶰᴙ

10

Constraints?

Regularization?

Loss?

Methods Loss Constraints Regularizations

SVD L2 norm None None

L1-SVD L1 norm None None

PMF L2 norm None FrobeniusNorm on U and V

NMF L2 norm U>0, V>0 None

MMMF Hinge loss None TraceὟὠ

RMF Cross Entropy None FrobeniusNorm on U and V
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Probabilistic Matrix Factorization PMF

11

Å Conditional distribution over observed ratings:

Å Spherical Gaussian priors on user and item feature 
vectors:

Å Maximize posterior:
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Probabilistic Matrix Factorization PMF

12

Å Maximize

Å Equivalent to minimize the following loss:

Å Using gradient descent to minimize loss:
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Ranking Matrix Factorization RMF

13

Å Top one probability
ï The probability that an item Ὥbeing ranked on top

Å Minimize cross entropy
ï Cross entropy measures the divergence between 

two distributions

ï Un-normalized KL-divergence
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Ranking Matrix Factorization RMF

14

Å Model loss is defined as:

Å Using gradient descent to minimize:
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Ranking Matrix Factorization RMF
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Å Model loss is defined as:

Å Using gradient descent to minimize:

Cross Entropy
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Ranking Matrix Factorization RMF

14

Å Model loss is defined as:

Å Using gradient descent to minimize:

Cross Entropy Regularization
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Problems Faced by Recommender 
Systems

ÅDynamic system are handled by static methods

ïOnline learning algorithms

ÅUnrealistic implicit assumptions

ïResponse aware methods

ÅSpammer problem

ïUser reputation estimation framework and method

ÅCold-start problem

ïCombine ratings with reviews
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Motivation
In real-world recommender 
systems

ÅNew ratings are collected 
constantly
ïUpdate the model

ÅNew users

ÅNew items

ÅHuge dataset

In laboratory simulated 
experiments

ÅDataset is prepared 
beforehand

ÅNo new ratings, users or 
items

ÅRelatively small dataset
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Online algorithms can 
bridge the gap
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Online Algorithms for PMF and RMF

ÅWe propose two online algorithms respectively 
for both PMF and RMF

ïStochastic gradient descent

ÅAdjust model stochastically for each observation

ïRegularized dual averaging

ÅMaintain an approximated average gradient

ÅSolve an easy optimization problem at each iteration
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Stochastic Gradient Descent PMF

ÅRecall the loss function for PMF

ÅSquared loss can be dissected and associated with 
each observation triplet όȟὭȟὼᶰὗ

ÅUpdate model using gradient of this loss:
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Regularized Dual Averaging PMF

ÅMaintain the approximated average gradient 

20

ɫɴ Ὣ ὼὫ ὠȾÔ
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20

Number of items 
rated by ό

ɫɴ Ὣ ὼὫ ὠȾÔ
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20

Previous gradient
Number of items 
rated by ό
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Regularized Dual Averaging PMF

ÅMaintain the approximated average gradient 

20

Previous gradient

Gradient due to new observation όȟὭȟὼᶰὗ

Number of items 
rated by ό

ɫɴ Ὣ ὼὫ ὠȾÔ
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Regularized Dual Averaging PMF

ÅSolve the following optimization problem to 
obtain

ïNew user feature vector Ὗ

ïNew item feature vector ὠ
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Experiments and Results

ÅWe conduct experiments on real life data set

ïMovieLens, Yahoo! Music and Jester

ïThree settings

ÅT1: 10% training, 90% testing

ÅT5: 50% training, 50% testing

ÅT9: 90% training, 10% testing

22

Dataset Users Movies Ratings Rating Range

MovieLens 6040 3900 1,000,209 1-5

Yahoo! Music 1,000,990 624,961 252,800,275 1-100

Jester 24,938 100 1,810,455 -10-10
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Online versus Batch Algorithms

23

T1 T5 T9

T1 T5 T9
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Scalability to Large Dataset

ÅExperiment environment

ïLinux workstation (Xeon Dual Core 2.4 GHz, 32 GB RAM)

ïBatch PMF: 8 hours for 120 iteration

ïOnline PMF: 10 minutes
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Unrealistic Assumptions

ÅImplicit assumption of previous CF methods

ïAll response or random response
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I1 I2 I3 I4 I5

U1 5 4

U2 5 4

U3 4 4

U4 5 5

U5 4 5
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Unrealistic Assumptions

Rating value distribution of user 
selected items

ÅA lot of high rating items

Rating value distribution of randomly 
selected items

ÅVery few high rating items
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Response Aware Collaborative Filtering

ÅInformation embedded in ratings

ïRating value indicate preferences

ïRating response patterns

28

I1 I2 I3 I4 I5

U1 

U2 

U3 

U4

U5

I1 I2 I3 I4 I5

U1 5 4

U2 5 4

U3 4 4

U4 5 5

U5 4 5
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Missing Data Theory

ÅTwo step procedure

29

Data Generation 
Model

ωGenerate full data matrix

ωὖὢ—

Data Observation 
Model

ωModel observation process

ωὖὙȿὢȟ‘
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Data Generation 
Model

ωGenerate full data matrix

ωὖὢ—

Data Observation 
Model

ωModel observation process

ωὖὙȿὢȟ‘

I1 I2 I3 I4 I5

U1 5 4 1 1 2

U2 3 5 2 4 4

U3 4 1 3 4 1

U4 5 3 5 2 3

U5 2 4 1 3 5

X
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Missing Data Theory

ÅTwo step procedure

29

Data Generation 
Model

ωGenerate full data matrix

ωὖὢ—

Data Observation 
Model

ωModel observation process

ωὖὙȿὢȟ‘
I1 I2 I3 I4 I5

U1 1 1 0 0 0

U2 0 1 0 1 0

U3 1 0 0 1 0

U4 1 0 1 0 0

U5 0 1 0 0 1

I1 I2 I3 I4 I5

U1 5 4 1 1 2

U2 3 5 2 4 4

U3 4 1 3 4 1

U4 5 3 5 2 3

U5 2 4 1 3 5

X

R
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Missing Data Theory

ÅThree missing data assumptions
ïMissing Completely At Random (MCAR)

ïMissing At Random (MAR)

ïNot Missing At Random (NMAR)
ÅIf Both MCAR and MAR fail to hold

30

Example: Response is 
determined by a 
Bernoulli tail with 

success probability  ‘
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Missing Data Theory

ÅIf MAR fail to hold, ML learns biased data 
model parameter —
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