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Abstract—Even well-designed software systems suffer from chronic performance degradation, also known as “software aging”, due to internal (e.g., software bugs) or external (e.g., resource exhaustion) impairments. These chronic problems often fly under the radar of software monitoring systems before causing severe impacts (e.g., system failures). Therefore, it is a challenging issue how to timely predict the occurrence of failures caused by these problems. Unfortunately, the effectiveness of prior approaches are far from satisfactory due to the insufficiency of aging indicators adopted by them. To accurately predict failures caused by software aging which are named as Aging-Related Failure (ARFs), this paper presents a novel entropy-based aging indicator, namely Multidimensional Multi-scale Entropy (MMSE) which leverages the complexity embedded in runtime performance metrics to indicate software aging. To the best of our knowledge, this is the first time to leverage entropy to predict ARFs. Based upon MMSE, we implement three failure prediction approaches encapsulated in a proof-of-concept prototype named ARF-Predictor. The experimental evaluations in a Video on Demand (VoD) system, and in a real-world production system, AntVision, show that ARF-Predictor can predict ARFs with a very high accuracy and a low Ahead-Time-To-Failure (ATTF). Compared to previous approaches, ARF-Predictor improves the prediction accuracy by about 5 times and reduces ATTF even by 3 orders of magnitude. In addition, ARF-Predictor is light-weight enough to satisfy the real-time requirement.
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1 INTRODUCTION

SOFTWARE is becoming the backbone of modern society. Especially with the development of cloud computing, more and more software systems are deployed in the cloud and work in a distributed way. Two common characteristics of those software systems, namely long-running and high complexity, increase the risks of resource exhaustion and faults. With the accumulation of faults or resource consumption, software systems may suffer from chronic performance degradation, failure rate/probability increase and even crashes. This phenomenon is known as “software aging” [1], [2], [3], [4], [5] or “Chronics” [6].

Software aging has been extensively studied for two decades since it was first quantitatively analyzed in AT&T lab in 1995 [7]. This phenomenon has been widely observed in various software systems such as cloud computing infrastructure (e.g., Eucalyptus) [8], [9], virtual machine monitors (VMMs) [10], [11], operating systems [1], [12], Java Virtual Machines (JVMs) [5], [13], web servers [4], [14] and so on. Currently, the fundamental mechanism of software aging has been partially uncovered [15]. Moreover, a common point is that software aging is a complex process influenced by many factors such as software bugs [15], [16], resource utilization [1], [2], [17], workload [18], [19], [20], [21], etc. In a long-running software system, resource exhaustion is not an uncommon phenomenon. For instance, the disk space is exhausted due to continuous logging. As the degree of software aging increases, software performance degrades gradually, resulting in QoS (e.g., response time) violations. When the QoS is lower than a preset threshold, the software system steps into an unserviced state which is also called “pseudo failure” [20]. For instance, for a web server, when the response time exceeds a preset threshold (e.g., 20 seconds), the system is unable to provide normal service any more. As the accumulation of new requests, the system goes to failure quickly. The unplanned outage caused by software aging in enterprise systems especially in cloud platforms can lead to considerable revenue loss. A recent survey shows that the IT downtime on an average can reach 14 hours of downtime per year, leading to $26.5 billion lost [22]. Therefore, prediction and counteracting the failures caused by software aging are of essence for building a reliable software system.

An efficient and commonly used counteracting software aging strategy is “software rejuvenation” [3], [4], [5], [23], which proactively recovers the system before the occurrence of failures to a completely or partially new state by cleaning the internal state. The benefit of rejuvenation strategies heavily relies on the time conducting rejuvenation actions. Frequent rejuvenation actions may cause a negative impact on the system availability due to the non-ignorable planned downtime or overhead caused by such actions. Instead, an ideal rejuvenation strategy is to recover the system when the system gets near to a failure. The failure caused by software aging is referred to as the “Aging-Related Failure” (ARF)
Different from sudden crashes with no warnings, e.g., segment faults or hardware failures, ARF is a kind of “chronics” [6] which means some durable features can help us predict system crashes. However, to effectively predict such failures, we confront the following three challenges:

- Different from fail-stop problems, non-crash problems caused by software aging, where the server does not crash but fails to process the request compliant with the SLA constraints, have no observable and sufficient symptoms to indicate them. These problems often fly under the radar of monitoring systems. Hence, finding out an indicator to reveal the hidden software aging state becomes the first challenge.

- The internal changes (e.g., memory leak) and external changes (e.g., workload variation) make the running system extraordinarily complex. Hence, the running system can be described neither by a simple linear model nor by a single performance metric. How to handle the complexity and multi-dimension in the aging indicator is the second challenge.

- Fluctuations or noises may be involved in collected performance metrics due to the highly dynamic property of the running system. And the emerging cloud computing exacerbates the dynamics due to its elasticity and flexibility (e.g., VM creation and deletion). These noises may confuse the distinction between transient anomaly and ARF leading to additional rejuvenation cost. Thus, how to mitigate the influence of noise and keep the prediction approach noise-resilient is the third challenge.

The ARF prediction procedure is constructed on two bases. The first basis is an aging indicator. The other one is the prediction approach built on the aging indicator. Hence, an efficient aging indicator is the cornerstone of ARF prediction. However, the aging indicator is overlooked in previous work. To the best of our knowledge, very few studies focus on this topic. A commonly used aging indicator in previous studies [1], [13], [21], [25], [26] is trend embedded in the performance metrics. trend is adopted to predict the onset of software aging. If a downtrend or an uptrend is found, aging occurs. However, trend shows a weak power to predict ARFs. Because it aims to capture the long-term behavior of a software system rather than the short-term changes, which hinders the wide usage of trend in real-time ARF prediction. What is worse, there may be no significant increasing/decreasing trends in performance metrics when a failure occurs. This paper focuses on predicting ARFs rather than detecting the onset of software aging. To address the aforementioned challenges and the drawbacks of current studies, we conjecture that an ideal aging indicator should have Monotonicity property to reveal the hidden aging state, Integration property to comprehensively describe aging process, and Stability property to tolerate system fluctuations. In previous study [16], the authors stated that a concurrent bug was also the reason of software aging. Due to the uncertainty of the concurrent bug, the aging process may not have the monotonicity property and the ARF becomes unpredictable. In this paper, we restrict our approach to detecting such ARFs that have the feature of gradual degradation. Nevertheless, the aging problems caused by concurrent bugs can be resolved with the approaches coming from the effort of software engineer (e.g., [27]).

In this paper, we are the first to propose a novel entropy-based aging indicator, namely Multidimensional Multi-scale Entropy (MMSE). According to our experiments and practice, MMSE is capable of reflecting the hidden software aging state. MMSE is a complexity oriented and model-free indicator without deterministic linear or non-linear model assumption. In addition, the multi-scale feature mitigates the influence of system fluctuations and the multi-dimension feature makes MMSE effective in describing software aging. As we will see, MMSE satisfies the three properties namely Stability, Monotonicity and Integration, which we conjecture that an ideal aging indicator should have. Based upon MMSE, we develop three ARF prediction approaches encapsulated in a proof-of-concept prototype named ARF-Predictor.

The experimental evaluations in a VoD system deployed in a controlled environment and in a real production system, AntVision,1 show that ARF-Predictor has a strong power to predict ARFs with a high accuracy and a small ATTF. Compared to previous approaches, ARF-Predictor increases the prediction accuracy by about 5 times and reduces the ATTF significantly even by 3 orders of magnitude. The contribution of this paper is three-fold:

- We demonstrate that entropy increases with software aging. Moreover, the empirical results show that this tends to be the case.

- We first put forward a novel aging indicator named MMSE. MMSE employs the complexity embedded in multiple runtime performance metrics to measure software aging, and leverages multi-scale and multi-dimension integration to tolerate system fluctuations, which makes MMSE satisfy the key properties, namely Stability, Monotonicity and Integration.

- We design and implement a proof-of-concept prototype named ARF-Predictor, and evaluate our approach in a real-world system with convincing results.

The rest of this paper is organized as follows. We demonstrate the motivations of this paper in Section 2. Section 3 demonstrates the proposed MMSE aging indicator. Section 4 describes the detailed design of ARF-Predictor including metric selections and ARF prediction approaches. Section 5 shows the evaluation results and comparisons to previous approaches. In Section 6, we state the related work briefly. Section 7 concludes this paper.

2 Motivation

The accuracy of Aging-Riented Failure prediction approaches heavily relies on aging indicators. Moreover, the prediction result determines the rejuvenation cost. If the rejuvenation actions are always triggered at the time close to failures, the rejuvenation cost will tend to be optimal. But unfortunately, prior prediction approaches based upon explicit aging indicators such as free memory [1], [14], [26], memory usage [2], [5], [28], used swap space [1], [4], response time [25], [29] and so on do not function well
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especially in the face of dynamic workloads. They either miss some failures or mistake some normal states as failures. The insufficiency of previous indicators motivates us to seek new indicators.

As mentioned in [20], the aging level of a software system over time is denoted by $D(t)$, $t > 0$. The failure at time $t$ is equivalent to the aging level that exceeds a critical level $D_f$ at time $t$ [20]. Therefore, a threshold is always required to set on $D(t)$ in order to predict ARFs. However, $D(t)$ is always a hidden process. Suppose $I$ is an aging indicator. $I$ not only can indicate the onset of aging but also the aging level. To some extent, the degradation path of $I(t) \approx$ the degradation path of $D(t)$. Thus, we can set a threshold on $I(t)$ to predict ARFs. Traditionally, the threshold is always set on explicit aging indicators. We refer to the performance metrics which can be observed by common monitor tools as explicit aging indicators. For instance, take CPU utilization as an aging indicator. The CPU utilization increases with the aging level. When it exceeds 90 percent, an ARF occurs. However, it is not always the case. The explicit observations do not always accurately reveal the hidden aging levels.

For example, a real-world campus Video on Demand (VoD) system which is in charge of sharing movies amongst students runs for 52 days until a failure occurs. By manually investigating the reason of failure, we attribute it to an ARF as the quality of video broadcasting degrades gradually and no exceptions are thrown out in a console or in a log file. During the system running, the CPU utilization is recorded. Fig. 1 shows the CPU utilization of the first four days (Day1, Day2, Day3, Day4) and the last four days (Day49, Day50, Day51, Day52). A failure happened on Day52. However, the CPU utilization at the failure point seems normal (lower than 10 percent), meaning that the CPU utilization does not increase monotonically with the aging level in Helix Server. Thus, it is difficult to predict failures using this metric as an aging indicator. Moreover, we observe that other indicators such as RealMemoryFree [26], usedSwapSpace [1], [12], [26], Resident Set Size (RSS) [17] and Heap Usage Size (HUS) [17] indeed have an increasing/decreasing trend. But they do not satisfy a monotonicity property, meaning that it is difficult to determine when an ARF occurs. Therefore, we need a novel aging indicator.

Conjecture. According to the above observation, we provide a high level abstraction of the properties that an ideal aging indicator should have. Monotonicity: As proposed in [30], the aging effect is not reversible without external intervention. Moreover, it depends on the clock time [30]. Thus, software aging is a gradual deterioration process, which is a common assumption in prior articles, e.g., [20]. Given an aging indicator $I(t)$, we have $I(t) \leq I(t + \tau)$ or $I(t) \geq I(t + \tau)$ for every $\tau$. As the most essential property, the monotonicity is fundamental to predict an ARF. But it is extraordinarily difficult to find such an aging indicator subject to a monotonic constraint due to system noises and fluctuations. Stability: To robustly indicate software aging, the indicator should be tolerant to the noises and fluctuations involved in the runtime performance metrics. Namely, the indicator changes with time smoothly. The variance of $I(t)$ during an interval $[t_1, t_2]$, $t_1 < t_2$, is small. Integration: As software aging is a complex process affected by multiple factors, the indicator should cover these influences from multiple data sources, which means it is the fusion of multiple runtime metrics. In other words, $I(t) = f(X_1(t), X_2(t), \ldots, X_n(t))$, where $X_i(t)$ denotes a performance metric (e.g., CPU utilization). These properties may not be complete, and any new property which can strengthen the prediction power of aging indicators can be complemented. In reality, it is very difficult to find such an aging indicator strictly satisfying these properties. But we can find a workaround.

3 Multidimensional Multi-Scale Entropy

To predict ARFs, the first step is to find an appropriate aging indicator satisfying the three properties mentioned in Section 2. As claimed in [14] and [31], the performance metrics exhibit chaotic behaviors during software aging. They show that the complexity increases along with the aging levels. A well-known measurement of system complexity is the classical Shannon entropy [32]. However, Shannon entropy is only concerned with the instant entropy at a specific time point. It cannot capture the temporal structures of one time series completely leading to statistical characteristic loss and even false judgment.

To resolve this problem, Multi-scale Entropy (MSE) is proposed by Costa et al. [33]. MSE is used to quantify the amount of structures (i.e., complexity) embedded in the real-world time series. A structure reveals the correlation in the time series. For example, let $X(t)$ be a time series. If $X(t - 3)$ is highly correlated with $X(t)$ (e.g., the Pearson correlation coefficient of $X(t)$ and $X(t - 3)$ is high), then this pair of correlation is called a structure. In other words, $X(t)$ can be described by $X(t - 3)$. But multiple structures may co-exist in a time series, namely $X(t - 1), X(t - 2), \ldots, X(t - i), \ldots$ or the linear or non-linear combinations of these variables are all possibly correlated with $X(t)$. In that case, it is extremely difficult to figure out an individual linear or nonlinear model to describe $X(t)$. Actually, $X(t)$ is a combination of multiple models or processes embedded in the original time series. These models or processes involve different structures. For example, suppose $X(t)$ is composed by two models. One model involves two explanatory variables: $X(t - 1)$ and $X(t - 2)$. While the other one involves another two explanatory variables: $X(t - 4)$ and $X(t - 6)$. The complexity of a time series increases with the
number of structures. Thus, it becomes difficult to conduct prediction on a time series when the number of structures is large. As software aging is a gradual deterioration process with time, the observed time series contain multiple structures ranging from short-term correlations to long-term correlations. Therefore, MSE is a potential indicator to indicate and measure software aging.

MSE calculates the sample entropy [34] of a coarse-grained univariate time series. The rational of coarse-graining procedure is to construct temporal scales. Thus, a time series without structures would exhibit a significant entropy decrease with an increasing time scale. Sample entropy [34] which stems from approximate entropy [34] is introduced to quantitatively and numerically measure the regularity or complexity of a time series with limited length. Sample entropy achieves this by calculating the repetitive patterns in a time series. Given a positive number \( m \), a random variable \( X \) and a time series \( X = \{X(1), X(2), \ldots, X(N)\} \) with length \( N \), \( X \) is partitioned into consecutive segments. Each segment is represented by an \( m \)-length vector: \( u_m(t) = \{X(t), X(t+1), \ldots, X(t+m-1)\} \), \( 1 \leq t \leq N - m + 1 \), where \( m \) could be recognized as the embedded dimension and recommended as \( m = 2 \) [34]. Fig. 2 shows the segmentation procedure when \( m = 2 \) and \( m = 3 \) in a sample time series. Let \( n^m(r) \) denote the number of segment, \( u_m(j) \), that are similar to \( u_m(i) \) satisfying \( d(u_m(i), u_m(j)) \leq r \), \( i \neq j \), where \( i \neq j \) guarantees that self-matches are excluded, \( r \) is a preset threshold indicating the tolerance level for two segments to be considered similar and recommended as \( r = 1.5 \times \sigma \) [34], where \( \sigma \) is the standard deviation of the original time series.\( \Phi^{m}(r) \) represents the maximum of the absolute values of differences between \( u_m(i) \) and \( u_m(j) \), measured by Euclidean distance adopted in this paper. If \( \Phi^{m}(r) \leq r \), then \( u_m(i) \) and \( u_m(j) \) are similar. Let \( C^m(r) \) represent the probability that any segment \( u_m(j) \) is close to segment \( u_m(i) \), where \( N - m \) denotes all the other segments in the time series. The average of \( C^m(r) \) is expressed as
\[
\Phi^{m}(r) = \frac{\sum_{i}^{N-m+1} C^m(r)}{N - m + 1}. \tag{1}
\]
\( \Phi^{m}(r) \) denotes the probability that any two segments are within the tolerant level \( r \) of each other. Eckmann et al. further improved \( \Phi^{m}(r) \) using \( \ln C^m(r) \) to substitute \( C^m(r) \) [33]. To ensure \( \Phi^{m+1}(r) \) is defined in any particular \( N \)-length time series, \( N - m + 1 \) is changed to \( N - m \) in \( \Phi^{m}(r) \). Finally, the sample entropy is formalized as
\[
S_E(m, r, N) = -\ln \frac{\Phi^{m+1}(r)}{\Phi^{m}(r)} \tag{2}.
\]

A lower \( S_E(m, r, N) \) means more regular or lower complexity, while a higher \( S_E(m, r, N) \) means less regular or higher complexity. Sample entropy has been widely used (e.g., [35], [36]) in the time series with modest data length as it is less dependent on time series length and yields more consistent complexity estimators. However, due to the structural complexity at different scales, sample entropy is not enough to capture these hidden characters. Therefore, MSE is proposed [37]. MSE extends the conventional sample entropy from one scale to multiple scales with an additional coarse-graining procedure.

Suppose \( \tau \) is the scale factor, the consecutive coarse-grained time series \( Y^{\tau} \) is constructed in the following two steps: i) Divide the original time series \( X \) into consecutive and non-overlapping windows of length \( \tau \); ii) Average the data points inside each window. Finally we get \( Y^{\tau} = \{y^{\tau}_j\} : 1 \leq j \leq \lfloor \frac{N}{\tau} \rfloor \) and each element of \( Y^{\tau} \) is defined as
\[
y^{\tau}_j = \frac{1}{\tau} \sum_{t=(j-1)\tau+1}^{j\tau} X(i), 1 \leq j \leq \lfloor \frac{N}{\tau} \rfloor. \tag{3}
\]
When \( \tau = 1 \), \( Y^{\tau} \) degenerates to the original time series \( X \). Then MSE of the original time series \( X \) is obtained by calculating the sample entropy of \( Y^{\tau} \) at all scales. Fig. 3 demonstrates the coarse-graining procedure when \( \tau = 3 \).

However, the conventional MSE is designed for single dimensional analysis. While software aging process shows complexity not only in temporal scale but also in spatial scale (multivariate). Currently, MSE does not satisfy the property \textit{Integration} of an aging indicator. To this end, we extend MSE to MMSE via several modifications.

\textbf{Modification 1.} The collected multi-dimensional performance metrics usually have different scales and numerical ranges. For example the CPU utilization metric stays in the range of \( 0 \sim 100 \) percent while the total memory utilization may vary in the range \( 1 \sim 4 \) GB. Thus, the distance between two segments may be biased by the performance metrics with large numerical ranges, which further results in MSE bias. To avoid that bias, we normalize all the performance metrics to a unified numerical range, namely \( 0 \sim 1 \). Suppose \( X \) is a \( \text{Nx}p \) data matrix where \( p \) is the number of performance metrics, \( N \) is the length of the data window and each column of \( X \) denotes the time series of one particular performance metric, then \( X \) is normalized in the following way:
\[
X'_{ji} = \frac{X_{ji} - \min(X_j)}{\max(X_j) - \min(X_j)}, 1 \leq i \leq p, 1 \leq j \leq N. \tag{4}
\]

\textbf{Modification 2.} In MSE algorithm, we quantify the similarity between two segments via maximum norm [35] of two scalar numbers. A novel quantification approach is necessary when MSE is extended to MMSE. Each element in the
maximal norm pair: \( \max \{ |X(i + k) - X(j + k)| : 1 \leq k \leq m - 1 \} \) such that \( X(i + k) \) is replaced by a vector \( X(i + k) \) where each element represents the observation of one specific performance metric at time \( i + k \). Thus the scalar norm is transformed to the vector norm. The embedded dimension \( m \) should also be vectorized when the analysis shifts from single dimension to multiple dimensions. The vectorization brings a nontrivial problem in the calculation procedure of sample entropy that is how to obtain \( \Phi^{m+1}(r) \). Assume that the embedding vector \( \mathbf{m} = (m_1, m_2, \ldots, m_p) \) denotes the embedded dimensions for \( p \) performance metrics respectively. A new embedding vector \( \mathbf{m}^+ \) which has one additional dimension compared to \( \mathbf{m} \) can be obtained in two ways. According to the embedding theory mentioned in [38], \( \mathbf{m}^+ \) can be achieved by adding one additional dimension to only one specific embedded dimension in \( \mathbf{m} \), which leads to \( p \) different alternatives. \( \mathbf{m}^+ \) can be any one of the set \( \{ (m_1, m_2, \ldots, m_k + 1, \ldots, m_p), 1 \leq k \leq p \} \). \( \Phi^{m+1}(r) \) is calculated in a naive way or a rigorous way, both of which are depicted in detail in [35]. The other approach is very simple and intuitive, that is, adding one additional dimension to every embedded dimension in \( \mathbf{m} \). There is only one alternative for \( \mathbf{m}^+ \), namely \( \{ (m_1 + 1, m_2 + 1, \ldots, m_k + 1, \ldots, m_p + 1), 1 \leq k \leq p \} \). This simple approach implies that each embedded dimension is identical, which may be a strong constraint. However, compared to the former approach, the latter one has negligible computation overhead and works well in our experiment. The former approach will be discussed in our future work.

**Modification 3.** In MSE algorithm, the threshold \( r \) is set as \( r = 0.15 \times \sigma \). In MMSE algorithm, we need a single number to represent the variance of the multi-dimensional performance data in order to apply it directly in the similarity calculation procedure. Here we employ the total variance denoted by \( tr(S) \), which is defined as the trace of the covariance \( S \) of the normalized multi-dimensional performance data, to replace \( \sigma \).

**Modification 4.** We argue that an ideal aging indicator should be expressed as a single number in order to be readily used in failure prediction. The output of the conventional MSE is a vector of entropy values at multiple scales. We need to use a holistic metric to integrate all the entropy values at multiple scales. Thus a composed entropy (CE) is proposed. Let \( T \) denote the number of scales and the vector \( \mathbf{E} = (e_1, e_2, \ldots, e_T) \) denote the entropy value at each scale respectively. Then CE is defined as the euclidean norm of the entropy vector \( \mathbf{E} \),

\[
CE = \sqrt{\sum_{i=1}^{T} e_i^2},
\]

CE could be regarded as the euclidean distance between \( \mathbf{E} \) and a “zero” entropy vector which consists of 0 entropy values. A “zero” entropy vector represents an ideal system state meaning, that the system runs in a healthy state without any fluctuations. Thus the more \( E \) deviates from a “zero” entropy vector, the worse the system performance is. It is worth noting that \( CE \) is not the unique metric which can integrate the entropy values at all scales. Other metrics also have the potential to be aging indicators. For example, the average of \( E \) is another alternative, although we observe that it has a consistent result with \( CE \).

For the sake of clarity, we demonstrate the pseudo code of MMSE calculation procedure in Algorithm 1. Does MMSE satisfy the proposed three properties, namely Monotonicity, Stability and Integration? First of all, we show that entropy caters to Monotonicity during software aging via empirical verifications. As MMSE is built on Shannon entropy [32], the properties of Shannon entropy are inherited by MMSE. For example, both of them are the measurements of complexity. Therefore, we only show that the system Shannon entropy increases with the degree of software aging. In this paper, we aim to predict ARFs before a failure occurs. Therefore, we are only concerned about two aging states, namely the normal working state \( (s_{nw}) \) and the failure state \( (s_f) \). The hidden aging process dominates the observed performance metrics. For instance, if the aging process shows a degradation trend, the observed performance metrics such as the response time have a decreasing trend correspondingly; if the complexity of the aging process increases, then certain observed performance metrics do so. The empirical verification is shown in Appendix A. This result tells us that the system entropy tends to increase when the failure probability \( (p_f) \) is smaller than the probability of working state \( (p_{w}) \). In most situations, the system cannot provide acceptable services or goes to failure very soon once \( p_{w} < p_f \). When \( p_w < p_f \), the Monotonicity property of entropy aging tends to be the case.

**Algorithm 1. MMSE Calculation Procedure**

**Input:** \( m \): the embedded dimension; \( T \): the number of scales; \( N \): the length of data window; \( X \): a \( NP \) matrix data where each \( p \) denotes the number of performance metrics and each column \( X_i, 1 \leq i \leq p \) denotes the time series of one specific performance metric with length \( N \).

**Output:** The aging degree metric \( CE \)

1. Normalize the original time series into the range \([0,1]\) according to equation (4)
2. // Preset the similarity threshold \( r \)
3. \( S = Cov(X') // Cov \) denotes the matrix covariance
4. \( r = tr(S) // tr \) denotes the trace of a particular matrix
5. for \( r = 1; r = T; r + + \) do
6. // Coarse-graining procedure
7. for \( i = 1; i = p; i + + \) do
8. for \( j = 1; j = \lceil \frac{T}{r} \rceil; j + + \) do
9. \( Y_{ji} = \sum_{k=|j|+1}^{N/r} X_k \)
10. end for
11. end for
12. \( E(t) = ExtendedSampleEntropy(m, r, Y) \)
13. // The similarity calculation between two
14. // segments has been extended from scalar
15. // to vector in ExtendedSampleEntropy()
16. end for
17. \( CE = \sqrt{\sum_{i=1}^{T} E(i)^2} \)

We apply MSE to the CPU utilization data series shown in Fig. 1. Fig. 4 shows the entropy values of the first four days (i.e., Day1, Day2, Day3, Day4) and the last four days (i.e., Day49, Day50, Day51, Day52). We observe that the
entropy values of the last four days are much larger than the ones of the first four days nearly at all scales. Especially, the entropy values of Day52 when the system failed are significantly higher than others. Actually, the similar entropy increase phenomenon can also be observed in previous articles such as Fig. 3 in [31] and Fig. 5 in [39]. Although we cannot give the precise entropy values of these data due to lack of their detail, we can intuitively observe that the system goes from a steady state to a fluctuation state, which implies an entropy increase. However, the strict monotonicity may be biased by external interventions e.g., garbage collection.

Due to the inherent “multi-scale” nature of MMSE, the Stability property is obtained. Via multi-scale transformation, some noises are filtered out or smoothed. In addition, the combination of entropy values at multiple scales further mitigates the influence of noises. MMSE is a fusion of MSE on multiple performance metrics (e.g., Memory utilization) and can readily cover more metrics. Hence, MMSE satisfies the Integration property. Based upon MMSE, we have implemented several approaches to predicting ARFs. To evaluate the effectiveness of these approaches, we design and implement a proof-of-concept prototype named ARF-Predictor. The details of ARF-Predictor will be depicted in next section.

4 System Design

The architecture of ARF-Predictor is shown in Fig. 5. ARF-Predictor mainly contains four modules: data collection, metric selection, MMSE calculation, and failure prediction. The data collection module collects runtime performance metrics from multiple data sources including applications, processes and operating systems. The collected data are stored in a time series database named InfluxDB [40]. Amongst the raw performance metrics, collinearity is thought to be common meaning that some metrics are redundant. What is worse, a significant overhead is caused if all of these performance data are analyzed. Thus, it is necessary to select a subset of the original metrics without major loss of quality. The selected metric subset is fed into the MMSE calculation module to calculate the sample entropy at multiple scales in real time. Then the entropy values are leveraged to predict an ARF by the failure prediction module. We will describe the details in the following parts.

4.1 Metric Selection

To get rid of the collinearity amongst the high-dimensional performance metrics and to reduce computational overhead, we select a subset of metrics which can be used as a surrogate for a full set of metrics without significant loss of information. Assuming there are M metrics, our goal is to select the best subset of any size k from 1 to M. To this end, Principal Component Analysis (PCA) variable selection method is introduced.

As a classical multivariate analysis approach, PCA is always used to transform orthogonally a set of variables which may be correlated to a set of variables which are linearly uncorrelated (i.e., principal component, or PC). Let X denote a column centered nxM matrix, where M denotes the number of metrics, n denotes the number of observations. Via PCA, the matrix X could be reconstructed approximately by k PCs, where k << M. Mathematically, X is transformed into a new nkxM matrix of principal component scores T by a loading or weight kkxM matrix W if keeping only the k principal component, namely T = XWᵀ where each column of T is called a PC. The loading factor W can be obtained by calculating the eigenvector of XᵀX or via singular value decomposition (SVD) [41]. In this paper, we adopt the former method. XᵀX is first transformed to a diagonal matrix Λ. The values on the diagonal line of Λ are the eigenvalues. The eigenvectors corresponding to the k-largest eigenvalues constitute W. Instead, we leverage PCA to select variables rather than to reduce dimensions.

In order to achieve this goal, we first introduce a well-defined numerical criterion in order to rank the subset of variables. Three kinds of criteria, namely RM [42], [43], Generalized Coefficient of Determination (GCD) [43], [44] and RV [43], are proposed in previous literatures. RM and RV are defined as matrix correlations between an nxM data matrix and projections of its columns on some subspace of R^n which is spanned by k original variables. While GCD is a measurement of the proximity of two subspaces spanned by different variable sets. In this paper, GCD is a measurement of similarity between the principal subspace spanned by the k specified PCs and the subspace spanned by a given p-variable subset of the original M-variable data set. By default, the specified PCs are usually the first k PCs and the number of variables and PCs is the same (k = p). In other words, RM and RV involve all the PCs (i.e., usually n PCs for an nxM matrix) while GCD only involves k PCs. Thus, the computational overhead of GCD is lower than the ones of RM and RV especially when n is large and k is small. Moreover, we observe that the effectiveness of GCD is comparable with the ones of RM and RV when local search heuristics (e.g., simulated annealing) are adopted according to the experimental results in [42]. These two points are also
empirically verified in our experiments. Therefore, we choose GCD [43], [44] as a criterion. The detailed description of GCD can be found in [43].

Then we need a search algorithm to select the best \( p \)-variable subset of the full data set. In this paper, we adopt a heuristic simulated annealing algorithm to search for the best \( p \)-variable subset. The algorithm is described in detail in [42]. In brief, an initial \( p \)-variable subset is fed into the simulated annealing algorithm, then the GCD criterion value is calculated. Further, a subset in the neighborhood\(^2\) of the current subset is randomly selected. The alternative subset is chosen if its GCD criterion is larger than the one of the current subset. However, to avoid getting stuck in local optima, we choose a worse alternative subset with a probability \( e^{\Delta \text{CE}} \) if the GCD criterion of the alternative subset (\( \Delta \text{CE} \)) is smaller than the one of the current subset (\( \text{CE} \)), where \( t \) denotes the temperature and decreases throughout the iterations of the algorithm. The algorithm stops when the number of iterations exceeds the preset threshold. The merit of the simulated annealing algorithm is that the best \( p \)-variable subset can be obtained with a reasonable computation overhead, even the number of variables may be very large. With the well-defined GCD criterion and the simulated annealing search algorithm, we can reduce the high-dimensional runtime performance metrics (e.g., 76) to a very low-dimensional data set (e.g., 5) with very little information loss. Therefore, the MMSE overhead will be mitigated significantly. The selected metrics are fed into the MMSE calculation module to calculate \( \text{CE} \) using the proposed MMSE algorithm in real time.

4.2 ARF Prediction Based upon MMSE

Based upon the proposed aging indicator MMSE, it is easy to design algorithms to predict ARFs in real time. According to the survey [45], there are three kinds of approaches including time series analysis, threshold-based and machine learning to detecting the onset of aging or predicting the occurrence of ARFs. In this paper, we only discuss the time series and threshold-based approaches, and leave the machine learning approach to our future work. But before that we need to determine a sliding window in order to calculate MMSE in real time. As mentioned in previous work [34], \( \frac{1}{\sqrt{n}} \) should stay in the range \( 10^m \) to \( 30^n \). Thus the sliding window heavily depends on the scale factor \( \tau \). In previous studies [33], [35], the authors usually set the scale factor \( \tau \) in the range \( 1 \to 20 \), leading to a huge data window, say 10,000, especially when \( \tau = 20 \). A sliding window not only increases the computational overhead but also makes prediction approaches insensitive to failures. Thus we constrain the sliding window in an appropriate range, say no more than 1,000, by limiting the range of \( \tau \). In our experiment we set \( \tau \) in the range \( 1 \to 10 \). So a moderate data window \( N = 1,000 \) can cater for the basic requirement.

Threshold Based Approach. As a simple and straightforward approach, the threshold based approach is widely used in aging failure prediction [46], [47]. If the aging level exceeds a preset threshold, a failure occurs. However, an essential challenge is how to identify an appropriate threshold. Determining a threshold from empirical observations is a feasible approach. This approach learns a normal pattern when the system runs in the normal state. If the normal pattern is violated, a failure occurs. We call this approach FailureThreshold \( (\text{FT}) \). Assume that \( \text{CE} = \{ \text{CE}(1), \text{CE}(2), \text{CE}(3), \ldots, \text{CE}(n) \} \) represents a series of normal data where each element \( \text{CE}(t) \) denotes a \( \text{CE} \) value at time \( t \). The failure threshold \( ft \) is defined as \( ft = \beta \cdot \max(\text{CE}) \), where \( \beta \) is a tunable fluctuation factor which is used to cover the unobserved value escaped from the training data. If there are a bunch of aging failure records, \( \beta \) could be set optimally according to a heuristic method. First initialize \( \beta = \beta_0 \) (e.g., \( \beta_0 = 1 \)) and set the search space, namely \( \beta \in [\beta_0, \beta_1] \); then iteratively calculate the prediction result using \( \text{FT} \) approach with \( \beta = \beta + \Delta \) in each iteration; choose the \( \beta \) value which has the best prediction result as the optimal \( \beta \). In this paper, \( \beta \in [1, 2] \) and \( \Delta = 0.1 \). If there are not enough aging failure records, \( \beta \) is set to 1.5 by default. The search space and default value only work in the ARF prediction approaches based on MMSE. Different systems and different approaches based on other aging indicators should be considered separately. As mentioned above, MMSE increases with the degree of software aging. Thus a failure occurs only when the new observed \( \text{CE} \) exceeds \( ft \), something like upper boundary test. For the aging indicators which have a downtrend such as AverageBandwidth, the \( \max \) function in (9) will be replaced by \( \min \), something like lower boundary test. A failure occurs if the newly observed \( \text{CE} \) is lower than \( ft \).

\( \text{FT} \) can be further extended to be an incremental version named \( \text{FT}-X \) in order to adapt to the ever changing running environment. \( \text{FT}-X \) learns \( ft \) incrementally from historical data. Once a new \( \text{CE}(t + 1) \) is obtained and the system is assured to stay in the normal state, then we compare \( \text{CE}(t + 1) \) with previously trained \( \max(\text{CE}(t)) \). If \( \text{CE}(t + 1) < \max(\text{CE}(t)) \) then \( ft = \beta \cdot \max(\text{CE}) \); else \( ft = \beta \cdot \text{CE}(t + 1) \). Besides the real-time advantage, \( \text{FT}-X \) needs very little memory space to store the new \( \text{CE} \) and previously trained maximum of \( \text{CE} \).

Time Series Approach. Although the threshold based approach is simple and straightforward, identifying the threshold is still a thorny problem. Thus, to bypass the threshold setting dilemma, we need a time series approach which requires no threshold or adjusts a threshold dynamically. To compare with existing approaches, we leverage the extended version of Shewhart control charts algorithm proposed in [31] to predict ARF. But one difference exists. In [31], the authors adopt the deviation \( d_n \) between the local average \( \mu_n \) and the global mean \( \mu_n \) to predict aging failures. \( d_n \) is defined as

\[
d_n = \frac{\sqrt{N^*}}{\sigma_n} (\mu_n - a_n),
\]

where \( N^* \) is used to represent the sliding window on entropy data calculated by MMSE algorithm in order to distinguish it from the sliding window \( N \) in MMSE algorithm, and the meaning of other relevant parameters can be found in [31]. The authors pointed out that Hölder exponent decreased with the degree of software aging. Therefore, they only took into account the scenario of \( \mu_n > a_n \). In this

\(^2\) The neighborhood of a subset \( S \) is defined as a group of \( k \)-variable subsets which differ from \( S \) by only a single variable.
paper, we empirically show that MMSE increases with the degree of software aging. Thus, we only take into account the scenario of \( \mu_n < \alpha_n \). \( \delta_n \) is redefined by substituting \( \mu_n - \alpha_n \) with \( \delta_n - \mu_n \). To make the prediction more resilient to system noises, we empirically determine that a change occurs when \( \delta_n > \epsilon \) holds for \( p \) consecutive points where \( \epsilon \) and \( p \) can be tuned in different experiments. In our experiments, we observe that a change is assured when \( p = 4 \). So \( N' \) and \( \epsilon \) are the primary factors affecting the prediction results. In [31], the second change in Hölder exponent implies a system failure. By observing the MMSE variation curves obtained from Helix Server test platform and real-world AntVision system shown in Section 5, we find that these curves can be roughly divided into three phases: slowly rising phase, fast rising phase, and failure-prone phase. Moreover, when the system steps into the failure-prone phase, a failure will come soon. Therefore, we also assume that the second change in MMSE data implies a system failure. Here we provide a heuristic method to set \( N' \) and \( \epsilon \), which is similar to the \( \beta \) setting method in threshold based approach. First set a search space gridded by \( N' \in \{N_0, N_1, \ldots, N_n\} \) and \( \epsilon \in \{\epsilon_0, \epsilon_1, \ldots, \epsilon_n\} \); then find \( N' \) and \( \epsilon \) which produce the best prediction result from the search space. In this paper, the search space is a \( 20 \times 7 \) grid comprised by \( N' \in [1, 20] \) and \( \epsilon \in [1, 7] \). \( N' \) and \( \epsilon \) are set to 10 and 6 respectively by default.

5 Experimental Evaluation

We have designed and implemented a proof-of-concept prototype named ARF-Predictor and deployed it in a controlled environment. To monitor the common process and operating system related performance metrics such as CPU utilization and context switch, we leverage some off-the-shelf tools such as Windows Performance Monitor shipped with Window OS or Hyperic [48]. To monitor other application related metrics such as response time and throughput, we develop several probes from scratch and deploy them in the test environment. The sampling interval in all the monitoring tools is 1 minute. All the collected data are stored the InfuxDB [40] in order to obtain the metric data in a specific time interval by a simple query language.

In the following experiments, we will address five questions: Does MMSE satisfy the property of monotonicity in practice? (Answer in Section 5.2); Which performance metrics are selected by PCA variable selection algorithm? (Answer in Section 5.3); Are the proposed ARF prediction approaches based on MMSE effective in the controlled test system and in the real-world system? (Answer in Section 5.4); Does MMSE outperform other explicit and implicit aging indicators? (Answer in Section 5.5); What is the overhead of ARF-predictor? (Answer in Section 5.6). Next, we will demonstrate the details of our experimental methodology and evaluation results in a VoD system, namely Helix Server, and in a real-world production system, namely AntVision.

5.1 Evaluation Methodology

To make comprehensive evaluations and comparisons from multiple angles, we deploy ARF-Predictor in a controlled VoD test environment. To evaluate the effectiveness of ARF-Predictor in real-world systems, we use ARF-Predictor to predict ARFs in AntVision system. We believe ARF-Predictor shows similar ARF prediction results in other systems (e.g., web servers [4], [14], JVMs [5] and Windows Operating Systems [31]), where aging phenomena have been observed.

**VoD System.** We choose a VoD system as our test platform because more and more services involve video and audio data transmission. What is more, the “aging” phenomenon has been observed in such kinds of applications in our previous work [49], [50]. We leverage Helix Server 10.0 [51] as a test platform to evaluate our system due to its open source and wide usage. Helix Server as a mainstream VoD software system is adopted to transmit video and audio data via RTSP/RTP protocol. At present, there are very few VoD benchmarks. Hence, we develop a client emulator named HelixClientEmulator employing RTSP and RTP protocols from scratch. HelixClientEmulator involves three threads, one for audio processing (e.g., coding and decoding), one for video processing, and the third for session management (e.g., start and stop a file request). It can generate multiple concurrent clients to access media files on a Helix Server. Our test platform consists of one server hosting Helix Server, three clients hosting HelixClientEmulator and one Gigabit switch connecting the clients and the server together. 100 rmvb media files with different bit rates are deployed on the Helix Server machine. The topology of our test system is demonstrated in Fig. 6. Each client machine is configured with one Intel dual core 2.66 Ghz CPU and 2 GB memory and one Gigabit NIC, and runs 64-bit Windows 7 operating system. The server machine is configured with two 4-core Xeon 2.1 GHZ CPU processors, 16 GB memory, a 1 TB hard disk and a Gigabit NIC, and runs 64-bit Windows server 2003 operating system.

We have deployed 100 rmvb media files with different bit rates on the Helix Server machine. HelixClientEmulator is adopted to generate different types of workloads. Each workload is represented by a tuple \((client\_count, access\_distribution\_type, sleep\_time)\) where \(client\_count\) denotes the concurrent number of emulated clients, \(access\_distribution\_type\) denotes the request distribution on the 100 media files in order to distinguish their popularity and \(sleep\_time\) denotes the time interval in second between two continuous requests generated by the same client. \(access\_distribution\_type\) has 3 choices: 0, 1, 2 where “0” represents random access, meaning that the 100 files are accessed randomly, “1” represents Poisson access, meaning that the 100 files are accessed according to Poisson distribution, and “2” represents single file access, meaning that only

![Fig. 6. The framework of Helix Server test system.](image)
one file in the 100 files can be accessed. In this paper, the `access_distribution_type` is set to 0 by default. Through 20 experiments, we observe that the Helix Server always restarts itself automatically and the transmission speed drops immediately when the concurrent number of clients reaches 900. Thus, 900 is the capacity of our test platform and the number of emulated clients will not exceed this limit in the following experiments. But to accelerate the aging process, we make the system run under a high pressure workload (i.e., `client_count` ≥ 500), which is also adopted in [20].

During system running, thousands of performance counters can be monitored. In order to trade off between monitoring effort and information completeness, we only monitor part of the runtime information at four different levels: Helix Client, OS, Helix Server, and server process with corresponding probes. At Helix Client level, we record the performance metrics such as Jitter, Average Response Time, etc., with the probes embedded in HelixClientEmulator. At OS level, we monitor Network Transmission Rate, Total CPU Utilization, etc., via Windows Performance Monitor. At Helix Server level, we monitor the application relevant metrics such as Average Bandwidth Output Per Player(bps), Players Connected, etc., from the log produced by Helix Server. Finally, at process level, we monitor some of metrics related to the Helix Server process like Process Working Set. Due to the limited space, we will not show the 76 performance metrics.

**AntVision System.** Besides the evaluations in a controlled environment, we further apply ARF-Predictor to predict failures in AntVision system. AntVision is a complex system which is used to monitor and analyze public opinions and information from social networks like Sina Weibo. The whole system consists of hundreds of machines in charge of crawling information, filtering data, storing data and so on. More information about this system can be found in www.antvision.net. With the help of system administrators, we have obtained 7-day logs from AntVision. The log data not only contain performance data but also failure reports. Although the performance trace only involve two metrics i.e., CPU and memory utilization, it is enough to evaluate the failure prediction power of ARF-Predictor. According to the failure reports, we observe that one machine crashed on the 6th day without throwing exceptions in the console log and application log. After manual investigation, we conclude that the outage is likely caused by software aging. Because the query response time on this machine decreases gradually, and the CPU utilization exhibits an increasing trend.

In the controlled environment, we conducted 50 experiments by varying the workload parameters. In each experiment, the `client_count` parameter is randomly selected from {500, 550, 600, 650, 700, 750, 800}, the `access_distribution_type` parameter is randomly selected from {0.1, 2} and the `sleep_time` is fixed as 1. In this paper, we aim to evaluate the effectiveness of ARF prediction approaches using the aging traces generated by different workloads rather than to discuss the impact of workload parameters on software aging. Therefore, the workload parameters are chosen randomly and 50 experiments are enough. Moreover, we guarantee the system runs to “failure” in each experiment. Here “failure” not only refers to system crashes but also resource exhaustion and severe performance degradation. As pointed in [20], when the degradation path $D(t)$ exceeds a critical level $D_f$, a failure occurs. This kind of failure is also called “pseudo-failure” [20]. $D_f$ is always defined as the maximum degradation level that the system can tolerate. For example, [20] defines a pseudo-failure when the total memory used by Apache web server exceeds 400 MB ($D_f = 400$ MB). In our VoD system, if the AverageBandwidth is lower than 30 bps, Helix server cannot provide normal services any more because video and audio frames are severely lost at that moment. Hence, we set $D_f = 30$bps. To get the ground truth, we manually label the pseudo-failure point in each experiment. We search the failure point on the `AverageBandwidth` subject to the following constraints: i), lower than $D_f$ for several consecutive times; ii), happen for the first time; iii), no increasing trends after the failure point. However, due to the ambiguity of manual labelings and the insensitivity of the sliding window, the failure prediction approaches may not predict the failure points precisely. Thus, we stipulate the prediction is correct if the predicted failure point falls in a “decision window”. The decision window is defined as a data window with a specific length whose right boundary is the “failure” point. [5] adopts a similar skill named “security margin” to judge the prediction result. A large decision window will enlarge $ATTF$. While a small one will result in inaccurate prediction results. Therefore, we set the length of decision window as 10 percent of the MMSE sliding window (i.e., 100 in this paper) as the decision window will not significantly affect the calculation of MMSE in this situation.

We leverage Recall, Precision, $F_1$-measure and $ATTF$ to quantitatively evaluate the effectiveness of ARF-Predictor. The former two metrics are defined as

$$
\text{Recall} = \frac{N_{tp}}{N_{tp} + N_{fn}}, \quad \text{Precision} = \frac{N_{tp}}{N_{tp} + N_{fp}}
$$

where $N_{tp}$, $N_{fn}$, and $N_{fp}$ denote the number of true positives, false negatives, and false positives respectively. It is worth noting that $N_{tp}$, $N_{fn}$, and $N_{fp}$ are the aggregated numbers over 50 experiments respectively. To represent the accuracy in a single value, $F_1$-measure is leveraged and defined as

$$
F_1 \text{- measure} = \frac{2 \times \text{Recall} \times \text{Precision}}{\text{Recall} + \text{Precision}}
$$

$ATTF$ is defined as the time span between the first failure report and the real failure. In a real-world system, once a failure is detected, the system may be rebooted or offloaded for maintenance. Thus, we choose the first failure report as a reference point. If the first failure report falls in the decision window, $ATTF = 0$. A large $ATTF$ may cause excessive system maintenance, leading to availability decrease and operation cost increase. Therefore, a lower $ATTF$ is preferred.

### 5.2 Monotonicity of MMSE

In this section, we show that MMSE satisfies the monotonicity property with the experimental data sets obtained from the Helix Sever system and the real-world trace data obtained from the AntVision system. In the Helix Sever system, the phenomenon of “software aging” is observed in
each experimental data set. For example Fig. 7 demonstrates the AverageBandwidth and MemoryUtilization variation curves along with time under workload \((700, 0, 1)\) in the Helix Server system. Even a cursory glance at these curves, a decreasing trend in AverageBandwidth and an increasing trend in MemoryUtilization can be observed. To exhibit these trends more clearly, we leverage Lowess method to smooth these two time series. From the smoothed curves, we observe that software aging indeed occurs in VoD system and the system goes to “failure” when serious video and audio frame losses occur.

In Appendix A, the monotonicity of MMSE has been empirically verified. The observations in our experiments support our conclusion. Fig. 8 demonstrates the MMSE variation along with time in the Helix Server system under different kinds of workloads. Fig. 9 demonstrates the CPU utilization and the corresponding MMSE values in the Ant-Vision system. From these figures, we observe that the MMSE indicator shows a better monotonicity than some conventional aging indicators such as AverageBandwidth and MemoryUtilization. Especially before the system is close to a failure, it is nearly strictly monotone. But from Fig. 7, we observe that the Helix Server system is suffering from low AverageBandwidth even at a normal state. In the Ant-Vision system, a failure occurs while the CPU utilization is lower than the preset threshold 0.9 and even lower than the CPU utilization at a normal state. Therefore, it is difficult to draw a line between normal and failure state based upon AverageBandwidth or CPU utilization. However, it becomes easy for MMSE. The high accuracy of the failure prediction approaches proposed in this paper is mainly attributed to the monotonicity property of MMSE.

5.3 Performance Metric Selection

In this section, we select a subset of performance metrics from the high-dimensional performance data collected from the controlled test system using PCA variable selection algorithm. By investigating all the performance metrics, we find that many metrics are highly correlated. Therefore, a small subset of metrics can be used as a surrogate of the full data set without significant information loss via PCA variable selection method presented in Section 4.1. We calculate the best GCD scores of different variable sets with specific cardinalities (e.g., \(k = 3\)) with the simulated annealing algorithm. The number of iteration is set to 10. Fig. 10 shows the variation of the best GCD score along with the number of variables. From this figure, we observe that the GCD score does not increase significantly any more when the number of variables reaches 5. Hence, these five variables are already capable of representing the full data set. They are Total CPU Utilization, AverageBandwidth, Process IO Operations Per Second, Process Virtual Bytes Peak, and Jitter respectively. In the following experiments, we will use them to evaluate ARF-Predictor.

5.4 ARF Prediction

In this section, we will demonstrate the effectiveness of ARF prediction of ARF-Predictor using both of the experimental data sets and the real-world trace data. In the MMSE algorithm, we set the embedded dimension \(m = 2\), the sliding window \(N = 1,000\), and the number of scales \(T = 10\). For approach \(FT\), we need to prepare the training data and determine the fluctuation factor \(\beta\) first. Due to the lack of prior knowledge, the training data selection is full of randomness. To unify the way of training data selection, we leverage the slice of MMSE data ranging from the system starting point to the point where 200 time slots away from the right boundary of the decision window as the training data. We leave the remaining 200 time slots to conduct and

![Fig. 7. Performance degradation in the Helix Server system under workload \((700, 0, 1)\). (a) denotes the degradation of Average Bandwidth and (b) denotes the increase of memory utilization. The red dash line denotes the smoothed curve using Lowess.](image1)
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compare to \( FT-X \) approach. Fig. 11 shows an example of training data selection in one experimental data set. In this figure, we set the 800th time slot as the pseudo-failure point. The decision window spans across the range \( 700 \leq C \leq 800 \).

Thus, the data slice in the range \( 0 \leq C \leq 500 \) is selected as the training data.

Another problem is how to determine \( b \). With the historical performance metrics and failure records, it is possible to achieve an optimal \( b \) according to the \( b \) setting method in Section 4.2. Fig. 12a demonstrates the failure prediction results of \( FT \) with different \( b \) values using the experimental data sets. From this figure, we observe that \( Recall \) keeps a perfect value 1 when \( b \) varies in the range \( 1 \leq b \leq 2 \), i.e., \( N_{fp} = 0 \) and the other two metrics: \( Precision \) and \( F_1 \)-measure increase with \( b \). From Fig. 11, we can find some clues to explain these observations. In Fig. 11, the training data in the range \( 0 \leq C \leq 500 \) are much smaller than the data in the decision window. Hence, no matter how \( b \) varies in the range \( 1 \leq b \leq 2 \), the failure threshold \( ft \) is lower than the data in the decision window. The advantage is that all of the failures can be pinpointed (i.e., \( N_{fn} = 0 \)). While the disadvantage is that many normal data are mistaken as failures (i.e., \( N_{fp} \) is large). Moreover, \( Precision \) has an increasing trend due to the decreasing of \( N_{fp} \) with \( b \). Similarly, the prediction results \( FT-X \) with different \( b \) values are shown in Fig. 12b. But quite different from the observations in Fig. 12a, \( Precision \) keeps a perfect value 1 (i.e., \( N_{fp} = 0 \)) while the other two metrics \( Recall \) and \( F_1 \)-measure decrease with \( b \) in Fig. 12b. Fig. 11 is also capable of explaining these observations. In Fig. 11, the training data in the range \( 0 \leq C \leq 500 \) are much smaller than the data in the decision window. Therefore, no matter how \( b \) varies in the range \( 1 \leq b \leq 2 \), the failure threshold \( ft \) is lower than the data in the decision window. The advantage is that all of the failures can be pinpointed (i.e., \( N_{fn} = 0 \)). While the disadvantage is that many normal data are mistaken as failures (i.e., \( N_{fp} \) is large). Moreover, \( Precision \) has an increasing trend due to the decreasing of \( N_{fp} \) with \( b \). Similarly, the prediction results \( FT-X \) with different \( b \) values are shown in Fig. 12b. But quite different from the observations in Fig. 12a, \( Precision \) keeps a perfect value 1 (i.e., \( N_{fp} = 0 \)) while the other two metrics \( Recall \) and \( F_1 \)-measure decrease with \( b \) in Fig. 12b. Fig. 11 is also capable of explaining these observations. The failure threshold \( ft \) is updated by \( FT-X \) incrementally according to the system state. As the system runs normally in the range \( 500 \leq C \leq 700 \), these data are also used to train \( ft \). Hence, \( max(CE) \) calculated by \( FT-X \) is much bigger than the one calculated by \( FT \). A bigger \( b \) can guarantee the detected failures are the real failures (i.e., \( N_{fp} = 0 \)) but may result in a large failure missing rate (i.e., \( N_{fn} \) is large). From these two figures, we observe that \( FT \) achieves an optimal result when \( b \) is large, say \( b = 2 \), but \( FT-X \) achieves an optimal result when \( b \) is small, say \( b = 1.1 \). To carry out fair comparisons, we set \( b = 2 \) for \( FT \) and \( b = 1.1 \) for \( FT-X \), namely their optimal results. However, in real-world systems, the optimal \( b \) is considerably difficult to attain when failure records are scarce. In that case, \( b \) is set to 1.5 by default.

Although the extended version of Shewhart control charts is capable of identifying failures adaptively, it is still necessary to determine two parameters, namely the sliding window \( \mathcal{N} \) and \( \epsilon \), in order to obtain an optimal prediction result. We leverage the method proposed in Section 4.2 to obtain the optimal \( \mathcal{N} \) and \( \epsilon \) with the experimental data sets. Fig. 13, 14, 15, and 16 demonstrate the \( Recall \), \( Precision \), \( F_1 \)-measure, and \( ATTF \) variations along with \( \mathcal{N} \) and \( \epsilon \) respectively. The variation zone is organized as 20X7 mesh grid. From Fig. 13, we observe that in the area where...
2 \leq N \leq 6 and 4 \leq \epsilon \leq 7, some values are 0 (i.e., N_p = 0) as there are no deviations exceeding the threshold \epsilon. Accordingly, Precision and F1-measure are 0 too. But in other areas, all the failure points are detected (i.e., Recall = 1). Thus F1-measure changes consistently with Precision. Here we choose the optimal result when N = 6 and \epsilon = 6.5 according to F1-measure. At this point, Recall = 1, Precision = 0.99, F1-measure = 0.995 and ATTF = 6. In the following experiments, we will compare the prediction results of FT, FT-X and the extended version of Shewhart control charts when they achieve the optimal results in the Helix Server system and in the real-world AntVision system. In different systems, we will determine the optimal results for different approaches separately.

Fig. 17 depicts the failure prediction results obtained by FT, FT-X and the extended Shewhart control charts in the Helix Server system. From Fig. 17a, we observe that the extended version of Shewhart control chart achieves the best result, F1-measure = 0.995; FT-X achieves the second best result, F1-measure = 0.9795; FT achieves the worst result, and F1-measure = 0.8899. The prediction results of the extended Shewhart control chart and FT-X have about 0.1 improvement compared to the one of FT. Meanwhile, a lower ATTF is obtained by the adaptive approaches such as FT-X, shown in Fig. 17b. Via these comprehensive comparisons, we find that the adaptive approaches outperform the statical approaches due to their adaptation to the ever changing runtime environment.

Fig. 18 shows one slice of MMSE time series in the range 1,100 ∼ 1,320 in the AntVision system. The failure reports generated by FT, FT-X and Shewhart control chart fall in the range 1,213 ∼ 1,320, 1,217 ∼ 1,320 and 1,219 ∼ 1,320 respectively. It is intuitively observed that the Shewhart control chart approach achieves the best prediction result as almost all of its failure reports fall in the decision window. Fig. 19. The comparisons of the failure prediction results obtained by FT, FT-X and Shewhart control charts in AntVision system.

The prediction results achieved by FT and FT-X are very similar. This is because there are no significant changes for MMSE in the range 1,000 ∼ 1,220, which results in the optimal threshold determined by FT and FT-X are very similar, namely 0.233 and 0.4 respectively. Fig. 19 demonstrates the failure prediction results in terms of Recall, Precision, F1-measure and ATTF. The results also show that the adaptive approach tends to be capable of achieving a better prediction accuracy and a lower ATTF. To make a broad comparison with the approaches based upon other aging indicators, we conduct the following experiments.

### 5.5 Comparison

In this section, we will compare the failure prediction results obtained by the approaches based upon MMSE and the approaches based upon other explicit or implicit aging indicators in different systems. In previous studies, QoS metrics (e.g., response time) or resource related metrics (e.g., CPU utilization) are more often than not adopted as explicit aging indicators. Accordingly, we employ AverageBandwidth as an explicit aging indicator in the Helix Server system and CPU utilization as an explicit aging indicator in the AntVision system. Hölder exponent mentioned in [31] is adopted as an implicit aging indicator in these two systems. For different aging indicators, the failure prediction approaches vary a little. For AverageBandwidth and Hölder exponent indicators, we employ a lower boundary test in the threshold based approach and the extended version of Shewhart control chart proposed in [31] in the time-series based approach both of which are depicted in Section 4.3, due to their downtrend characteristics. It is worth noting that \( \beta \) should vary in the same range (e.g., 1 ∼ 20 in this paper) for FT and FT-X in order to conduct fair comparisons. All of comparisons are conducted in the situations when these failure prediction approaches achieve optimal results.
We first determine the optimal conditions when these approaches achieve their optimal results in the Helix Server system. Table 1 demonstrates these optimal conditions. Fig. 20 shows the comparison results for different indicators in terms of Recall, Precision, F1-measure and ATTF respectively.

From Fig. 20a, we observe that the extended version of Shewhart control chart approach achieves an ideal recall (i.e., Recall = 1) no matter which indicator is chosen. However, for FT and FT-X approaches, the prediction result heavily depends on aging indicators. The Recall of FT and FT-X based upon MMSE are 1 and 0.91 respectively, much higher than the results obtained by the approaches based upon AverageBandwidth, namely 0.52 and Hölder, namely 0.62. The effectiveness of MMSE is even more significant than the other two indicators in terms of Precision. We observe that Precision of failure prediction approaches based upon MMSE is up to 9 times higher than the one of FT or FT-X based upon Hölder, and 5 times higher than the one of FT or FT-X based upon AverageBandwidth, shown in Fig. 20b. Accordingly, the MMSE is much more powerful to predict ARF than Hölder and AverageBandwidth in F1-measure demonstrated in Fig. 20c. From the point of view of ATTF, the approaches based upon MMSE obtain up to 3 orders of magnitude improvement than the ones based upon the other two indicators. For example in Fig. 20d, for FT-X approach, ATTF based upon AverageBandwidth and Hölder are 1,570 and 1,700 respectively, but the ATTF based upon MMSE is 0. The extraordinary effectiveness of MMSE is attributed to its three properties: monotonicity, stability and integration. However, the single runtime parameter cannot comprehensively reveal the aging state of the whole system and the fluctuations involved in this indicator result in much prediction bias.

Fig. 21 shows a representative AverageBandwidth variations from system start to pseudo-failure in an experimental data set. We observe that the AverageBandwidth is low even at a normal state. The Hölder exponent indicator also suffers from this problem. Although a downtrend indeed exists in Hölder exponent indicator indicating that the complexity is increasing, which is compliant with the result in [31] (shown in Fig. 22), its instability hinders to achieve a highly accurate failure prediction result. From above comparisons, we find out the prediction results obtained by FT and FT-X based upon AverageBandwidth or Hölder are the same. That is because the minimum points of the aging indicators are involved simultaneously in the training data of FT and FT-X demonstrated in Figs. 21 and 22 respectively. Therefore, the optimal threshold values calculated by FT and FT-X are the same.

The optimal conditions for these failure prediction approaches based upon CPU Utilization, MMSE and Hölder exponent in the AntVision system are listed in Table 2.

An interesting finding is that the optimal condition of FT-X based upon CPU Utilization indicator is “β = -”, which means we cannot find an optimal β in the range 1 ~ 20. By investigating the prediction results, we observe that Recall, Precision and F1-measure are all 0 no matter

<table>
<thead>
<tr>
<th>TABLE 1</th>
<th>The Optimal Conditions for Different Approaches Based upon Different Aging Indicators in Helix Server System</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FT</td>
</tr>
<tr>
<td>AverageBandwidth</td>
<td>β = 1.8</td>
</tr>
<tr>
<td>MMSE</td>
<td>β = 2</td>
</tr>
<tr>
<td>Hölder</td>
<td>β = 5.3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE 2</th>
<th>The Optimal Conditions for Different Approaches Based upon Different Aging Indicators in the AntVision System</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FT</td>
</tr>
<tr>
<td>CPU Utilization</td>
<td>β = 1</td>
</tr>
<tr>
<td>MMSE</td>
<td>β = 2</td>
</tr>
<tr>
<td>Hölder</td>
<td>β = 4.0</td>
</tr>
</tbody>
</table>
which value $\beta$ is chosen in the range $1 \sim 20$. Fig. 9 provides the reason why we get this observation. The maximal CPU utilization involved in the training data in FT-X falling in the range $1 \sim 1,200$ exceeds all the CPU Utilization in the decision window. Therefore, according to the threshold calculated by FT-X, we cannot predict any failures (i.e., $N_p = 0$). While for FT approach, the maximal CPU utilization in the training data is lower than the maximal CPU utilization in the decision window. Hence, some failure points can be detected by FT. This is the reason why FT outperforms FT-X based upon CPU Utilization in the AntVision system. This could also be regarded as a drawback of non-monotonicity of the CPU Utilization indicator.

Fig. 23 demonstrates the prediction results of the failure prediction approaches based upon different aging indicators in AntVision system. Here “CPU” means CPU utilization.

![Figure 23. The comparison results of the prediction approaches based upon different aging indicators in AntVision system. Here “CPU” means CPU utilization.](image)

be triggered. In the AntVision system, the CPU utilization threshold is set to 90 percent by the operation team. But we observe that even the maximum CPU utilization in the trace data does not exceed the threshold, which means we may not predict any ARFs using trend analysis. Therefore, we set an aggressive threshold to compare trend analysis with our approach. The CPU utilization threshold is set as the value with which FT obtains the optimal prediction result shown in Table 2, namely 55 percent. Another more advanced trend estimation approach, namely Hodrick-Precott filter (HP filter), is adopted in [25]. To compare with this approach, we leverage HP filter to estimate the trend value. But different from Sen’s slope method, HP filter extracts the trend value at each time point. These trend values form a non-linear curve which is hardly described by an explicit model (e.g., polynomial function) [25]. Therefore, we calculate the slope between the last two trend values, and use this slope to predict the occurrence of an ARF. To stress the advantages of our approaches, we predict ARFs with the default configurations (i.e., $\beta = 1.5$ in FT and $FT - X$, $\epsilon = 6$ and $N = 10$ in shewhart control chart approach) rather than the optimal configurations. The comparison is shown in Table 3, where $F1$ denotes $F1$-measure, Ant denotes AntVision, Sen and HP denote the trend analysis based on Sen’s Slope and HP filter respectively, and Band denotes AverageBandwidth. From this table, we observe that our ARF prediction approaches outperform the trend based approaches. Trend analysis has a strong power to detect the onset of trend and characterize the degradation [25]. But it is weak in predicting ARFs due to its insensibility to the short-term system changes. Moreover, trend analysis is a univariate approach, which is not sufficient to determine the occurrence of an ARF [17]. Through comprehensive comparisons above, we conclude that MMSE-based approaches are superior to several state-of-the-art approaches. The high effectiveness of our approaches results from MMSE’s three properties, namely Monotonicity, Stability, and Integration.

### 5.6 Overhead

The whole analysis procedure of ARF-Predictor except data collection is conducted on a separate machine. Hence, it results in a very little resource footprint in the production system. To evaluate whether ARF-Predictor satisfies the real-time requirement, we calculate the execution time of the whole procedure using the experimental data sets. The average execution times of different modules of
ARF-Predictor in the Helix Server system are shown in Table 3, where MS stands for Metric selection, and MMSE-C means MMSE calculation. Even the most computation-intensive module, namely Metric selection module, only consumes 0.875 second, and the whole procedure consumes a little more than 1 second. Therefore, ARF-Predictor is light-weight enough to satisfy the real-time requirement.

Discussion. First of all, ARF-Predictor is a pervasive tool. It can work in an extensive range of systems. However, to conduct effective prediction in real systems, several parameters should be taken into account carefully. The first parameter is the length of the sliding window \( N \) in MMSE calculation. A small sliding window can bias the sample entropy [34], but a large one increases the computational overhead and makes prediction approaches insensitive to failures. As mentioned in Section 4.2, we set \( N = 1,000 \). The embedding dimension \( m \) is set \( m = 2 \) which is validated in [35], [37] As recommended in [34], \( \frac{1}{\alpha} \) should stay in the range \( 10^n \) to \( 30^n \). Hence, \( \tau \) varies in the range \( 1 \sim 10 \) if \( N = 1,000 \). The parameters of prediction approaches can also impact the prediction results. If there are enough failure traces, the optimal parameters, namely \( \beta, N' \) and \( \epsilon \) can be obtained via heuristic methods proposed in Section 4.2. But if the failure traces are scarce, \( \beta = 1.5 \) and \( N' = 10 \) and \( \epsilon = 6 \) by default. Amongst the proposed approaches, we observe that “Shewhart chart control + MMSE” seems a best choice. It is worth noting that the parameters of prediction approaches depend on the MMSE parameters. If \( N \) or the number of metrics change, \( \beta, N' \) and \( \epsilon \) need to be recreated. Generally speaking, the recommended parameter configurations need to be regulated silently in order to work well in different systems. In the future work, we will design adaptive machine learning based approaches to bypass parameter setting.

6 Related Work

As the first line of defending software aging, an effective prediction of ARF is essential. A large quantity of work has been done in this area. Here we briefly discuss related work that has inspired and informed our design, especially work not previously discussed. The ARF prediction approach is based on two points, namely an aging indicator and a concrete prediction method. Most of previous work focus on the design and implementation of a concrete prediction method. While, the aging indicators are overlooked. According to the type of aging indicators, we roughly classify the related work into two categories: explicit indicator based method and implicit indicator based method.

Explicit Indicator Based Method: The explicit indicator based method usually uses the directly observed performance metrics as the aging indicators and develops aging detection or prediction approaches based upon these indicators. Actually according to our review, most of prior studies (e.g., [1], [2], [25], [29]) fall to this class. In [1], the authors leverage two memory resource related metrics, usedSwapSpace and realMemoryFree, to model the degradation of operation software systems. If the memory resource is exhausted, the system is rejuvenated. Grottko et al. [4] also adopt usedSwapSpace and realMemoryFree as an aging indicator of HTTP web servers and proposed a time series method which allowed seasonal pattern to predict aging. To detect and predict the aging phenomenon in JVMs, Alonso et al. [5] leverage totalConsumedMemory to indicate the aging degree of JVMs. Moreover, a machine learning method is also introduced to predict aging. Similarly, the authors of [12], [26], [29], [53] also leverage memory resource related metrics as aging indicators. Different from these explicit system-specific aging indicators, other work leverage the application-specific metrics (e.g., response time) as aging indicators. Jia et al. [14] use ResponseTime as the aging indicator of HTTP web servers and propose an non-linear method to describe the aging process of web servers. In [13], [54], the authors leverage the number of execution event as the aging indicator of JVMs. Moreover, Silva et al. [55] adopt requestPerSecond as the aging indicator of SOAP servers. Recently, Matias Jr. et al. [17] propose a fast and robust software aging prediction approach towards the software systems which are suffering memory leak. They claim Resident Set Size (RSS) and Heap Usage (HUS) are the important indicators of software aging. Whether the system-specific aging indicators or the application-specific aging indicators, they can be observed directly.

Based on these indicators, ARFs can be detected or predicted via time-series analysis such as trend analysis [9], [12], [26], machine learning [5], [55], [56] or threshold-based approach [46], [47]. A common drawback of these approaches is embodied in the aging indicators’ insufficiency due to their weak correlation with software aging. For instance, trend analysis requires a large data window as the fluctuation may bias the prediction result with a small data window, which hinders the wide usage of trend in real time prediction. What is worse, there may be no significant degradation or rising trend in performance metrics when software goes to failure. Hence, the prediction results cannot reach a satisfactory level, no matter what approaches are employed. Against this drawback, we propose a new aging indicator, namely MMSE, which is extracted from the directly observed performance metrics.

Implicit Indicator Based Method: Contrary to the explicit indicator based method, the implicit indicator based method leverage aging indicators embedded in the directly observed performance metrics. These aging indicators are declared to be more sufficient to indicate software aging. Our method falls into this class. Cassidy et al. [57] and Gross et al. [58] leverage “residual” between the actual performance data (e.g., queue length) and the estimated performance data obtained by a multivariate analysis method (e.g., Multivariate State Estimation Technique) as the aging indicator. Then the fault prediction procedure uses a Sequential Probability Ratio Test (SPRT) technique to determine whether the residual value behaved abnormally. Shereshevsky et al. [31] propose another implicit aging indicator: Hölder exponent. They show that the Hölder exponent of memory utilization decreased with the degree of software aging. By identifying the second breakdown of Hölder exponent data series through an online Shewhart algorithm, the ARF was detected. Although Jia et al. [14] do not introduce any implicit aging indicator, they show that software aging process is nonlinear and chaotic. Hence, some complexity-related metrics such as entropy, Lyapunov exponent, etc., are possible to be aging indicators. Our work is inspired by Shereshevsky et al. [31] and...
errval_t connect(callback cb)
{
(1) ... 
/* Connect */
(2) err = coreset_iterate(set, NULL, iter_connect);
if (err_is_fail(err)) {
(3) USER_PANIC_ERR(err, "coreset_add_failed");
}
(4) return SYS_ERR_OK;
}

Fig. 24. A code snippet taken from Connection.c of BarrelFish [61] source code. Some code above line (1) is truncated. The code at line (3) located in the gray region is triggered by abnormalities.

Jia et al. [14]. However, the prior studies give no empirical verifications of their implicit aging indicators, no abstraction of the properties that an ideal aging indicator should have, and no multi-scale extension. Moreover, the effectiveness of H"older exponent is only evaluated under emulated increasing workload and a thorough evaluations under real workloads are absent in their paper. These defects will result in bias in prediction results, which is shown in the real experiments in Section 5.

Another implicit indicator is MSE, which has been widely used to measure the irregularity variation of pathological data such as electrocardiogram data [33], [35], [59]. Motivated by these studies, we first introduce MSE to software aging area. However, we argue that software aging is a complex procedure affected by many factors. Hence, to effectively measure software aging, a multi-dimensional approach is necessary. We extend the conventional MSE to MMSE via several modifications. Wang et al. [60] also adopt entropy as an indicator of performance anomaly. But they measure the entropy using the traditional Shannon entropy rather than MSE.

7 CONCLUSION

In this paper, we propose a novel implicit aging indicator, namely MMSE, which leverages the complexity embedded in runtime performance metrics to indicate software aging. Through empirical verifications, we demonstrate that MMSE satisfies the properties of Monotonicity, Stability, and Integration. Based upon MMSE, we design and develop a proof-of-concept prototype named ARF-Predictor, which contains three failure prediction approaches, namely FT and FT-X and the extended version of Shewhart control chart. The experimental evaluation results in a VoD system and in a real-world production system, AntVision, show that ARF-Predictor can achieve extraordinarily high accuracy and a very small ATTF. Compared to previous approaches, the accuracy of failure prediction approaches based upon MMSE is increased by up to 5 times, and ATTF is even reduced by 3 orders of magnitude. In addition, ARF-Predictor is light-weight enough to satisfy the real-time requirement. We believe that ARF-Predictor is an important complement to conventional failure prediction approaches.

APPENDIX A

EMPIRICAL VERIFICATION OF ENTROPY INCREASE IN SOFTWARE AGING

Before introducing the empirical verification of entropy increase with the degree of software aging, we first give a qualitative explanation from the point of view of software execution paths. Fig. 24 demonstrates a code snippet taken from Connection.c of BarrelFish [61] source code. If BarrelFish runs without any exceptions, the state transition is: (1) → (2) → (4) → (1) shown in Fig. 25a. As the system runs, exceptions may be thrown out continuously. So a branch stems from (2): one path goes to (3) and the other path goes to (4). In Fig. 25a the transition probabilities: P_{12}, P_{24} and P_{41} are all 1. Hence the system entropy is

$$-(P_{12} \ln(P_{12}) + P_{24} \ln(P_{24}) + P_{41} \ln(P_{41})) = 0.$$ 

While in Fig. 25b, the transition probabilities: P_{23} and P_{24} are not 1. Thus the system entropy is greater than 0. From this angle, we say the system entropy increases indeed when the system runs from a normal state to an abnormal state gradually. Next, we will show the empirical verification.

The empirical verification is based on three basic assumptions:

Assumption 1. The software system only exhibits binary states during the whole running procedure: normal working state s_w and failure state s_f.

Assumption 2. The probability of s_f increases monotonously with the degree of software aging.

Assumption 3. If the probability of s_w is less than the probability of s_f, the system goes to a failure or be rejuvenated very soon.

A software system may exhibit more than two states during running, but here we only take into account two states, normal working state and failure state, as we only take recovery actions when the system steps into a failure-prone state. This is compliant with the classical two-state aging model, i.e., up, down mentioned in [7], [19], [62] without considering the rejuvenation state. According to the description of software aging stated in the introduction section, the failure rate increases with the degree of software aging. Thus Assumption 2 is reasonable. Actually increasing failure probability is also a common assumption in previous studies [18], [19], [62], [63], [64], [65] in order to obtain an optimal rejuvenation scheduling. For a software system, it is unacceptable if only a half or even less of the total requests are processed successfully especially in modern service oriented systems. A software system is forced to restart before it enters into a non-service state. Therefore, Assumption 3 is proposed.

If the software system is represented as a single component, the system entropy at time t is defined as

$$E(t) = - (p_w(t) \ln(p_w(t)) + p_f(t) \ln(p_f(t))),$$

(7)
where \( p_w(t) \) and \( p_f(t) \) represent the probability of normal state \( s_w \) and failure state \( s_f \) at time \( t \) respectively, and \( p_w(t) + p_f(t) = 1 \). At the initial stage, namely \( t = 0, p_w(0) = 1 \), we say the system is completely new. At this moment, the entropy \( E(t) \) equals 0. As software performance degrades, \( p_w(t) \) decreases from 1 to 0 while \( p_f(t) \) increases from 0 to 1. We assume the failure rate \( h(t) \) conforms to a Weibull distribution with two parameters which is commonly used in previous studies [18], [19], [62]. The distribution is described as

\[
h(t) = \frac{\beta}{\alpha} \left( \frac{t}{\alpha} \right)^{\beta-1} e^{-\left(\frac{t}{\alpha}\right)^\beta},
\]

where \( \beta \) denotes the shape parameter and \( \alpha \) denotes the scale parameter. Because

\[
h(t) = \frac{dF(t)/dt}{1 - F(t)} = \frac{p_f(t)}{1 - F(t)},
\]

where \( F(t) \) denotes the cumulative distribution function (CDF) of \( p_f(t) \). Moreover,

\[
F(t) = 1 - e^{-\int_0^t h(t) dt} = 1 - e^{-\left(\frac{t}{\alpha}\right)^\beta}.
\]

Therefore, \( p_f(t) \) could be expressed as

\[
p_f(t) = \frac{\beta}{\alpha} \left( \frac{t}{\alpha} \right)^{\beta-1} e^{-2\left(\frac{t}{\alpha}\right)^\beta}.
\]

In [62], the authors determined \( \alpha \) and \( \beta \) via parameter estimation and gave a confidence interval for \( \alpha \) and \( \beta \) respectively. Based upon their result, we set \( \alpha = 5.4E5 \) and \( \beta = 11 \) in this paper. The failure probability, \( p_f(t) \), from time 0 to time 4.5E5 (system crash assumed) is depicted in Fig. 26. Accordingly the entropy, \( E(t) \), is demonstrated in Fig. 27. From these two figures, we observe that entropy increases monotonously during the life time of the running system. In this case, the failure probability curve is truncated at the system crash, far from the point where \( p_f(t) = p_w(t) \). In some corner cases, \( p_f(t) \) can reach the point where \( p_f(t) = p_w(t) \). However, the system suffers from SLA violations and restarts very soon when \( p_f(t) > p_w(t) \). Thus we only take into account the scenario when \( p_f(t) < p_w(t) \). In this scenario, the system entropy tends to increase monotonously. Therefore, Theorem 1 is true as long as \( p_f(t) \) or \( p_w(t) \) changes monotonously.

**Theorem 1.** If \( p_f(t) \) increases monotonously, the system entropy \( E(t) \) monotonously increases with the degree of software aging when \( p_f(t) < p_w(t) \). \( {p_f(t) < \frac{1}{2}} \)

**Proof.** When \( p_f(t) = 0 \) or \( p_f(t) = 1, \ln(1 - p_f(t)) \) or \( \ln(p_f(t)) \) is not defined. Hence, we assume \( p_f(t) \in (0, 1) \). Substitute \( p_w(t) \) with \( 1 - p_f(t) \) in Equation (7), we get

\[
E(t) = -((1 - p_f(t)) \ln(1 - p_f(t)) + p_f(t) \ln(p_f(t))) = \ln(1 - p_f(t)) + p_f(t) \ln(1 - p_f(t)) - \ln(p_f(t)).
\]

Regard \( p_f(t) \) as a variable, the first order derivative and second order derivative of \( E(t) \) are

\[
E(t)' = \ln(1 - p_f(t)) - \ln(p_f(t))
\]

\[
E(t)'' = \frac{-1}{(1 - p_f(t)) * p_f(t)}.
\]

As \( p_f(t) \in (0, 1) \), \( E(t)'' < 0 \). Therefore, \( E(t) \) achieves the maximum value when \( E(t)' = 0, \) namely \( \ln(p_f(t)) = \ln(1 - p_f(t)) \). Finally, we get \( p_f(t) = \frac{1}{2} \). As \( p_f(t) \) increases monotonously, \( E(t) \) increases monotonously when \( p_f(t) < \frac{1}{2} \). Hence, Theorem 1 is proved.
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